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Abstract

Abductive reasoning describes the process of deriving an explanation from given observations. The theory of abductive 

reasoning (TAR; Johnson and Krems, Cognitive Science 25:903–939, 2001) assumes that when information is presented 

sequentially, new information is integrated into a mental representation, a situation model, the central data structure on which 

all reasoning processes are based. Because working memory capacity is limited, the question arises how reasoning might 

change with the amount of information that has to be processed in memory. Thus, we conducted an experiment (N = 34) in 

which we manipulated whether previous observation information and previously found explanations had to be retrieved from 

memory or were still visually present. Our results provide evidence that people experience differences in task difficulty when 

more information has to be retrieved from memory. This is also evident in changes in the mental representation as reflected 

by eye tracking measures. However, no differences are found between groups in the reasoning outcome. These findings sug-

gest that individuals construct their situation model from both information in memory as well as external memory stores. 

The complexity of the model depends on the task: when memory demands are high, only relevant information is included. 

With this compensation strategy, people are able to achieve similar reasoning outcomes even when faced with tasks that are 

more difficult. This implies that people are able to adapt their strategy to the task in order to keep their reasoning successful.

Introduction

Inferring an explanation from a set of observations is one of 

the most challenging tasks our minds engage in every day. 

This process is called abductive reasoning (Johnson & Krems, 

2001; Peirce, 1931) and is understood as one out of three 

classes of inference (abduction, deduction, induction, see 

Table 1, for an overview see Peirce, 1931). In deduction a 

rule (If E → O) and the explanation (E) is present, and the 

data (or observation; O) have to be inferred. In induction the 

explanation as well as data (observations) is present and one 

has to infer the rule. In contrast, in abduction an explanation is 

derived from observations given a rule (Josephson & Joseph-

son, 1996; Meder & Mayrhofer, 2017; Peng & Reggia, 1990).

It has been shown that finding the explanation can further 

understanding (Lombrozo, 2006), it facilitates learning (Mur-

phy & Allopenna, 1994; Williams & Lombrozo, 2010), can 

influence our judgments in terms of the perceived typicality 

of category members (Ahn, Marsh,  Luhmann, & Lee, 2002; 

Murphy & Allopenna, 1994), and foster conceptual coherence 

(Murphy & Medin, 1985; Patalano,  Chin-Parker, & Ross, 

2006). Having explanations available puts us in a better position 

to predict and control the future (Lombrozo, 2006). Therefore, 

understanding how people infer that one explanation is more 

likely than another is central in understanding human thinking.

Abduction is a highly complex process because observa-

tions can lead to a combination of different explanations, 

but a single explanation can also account for a number of 

observations (Johnson & Krems,  2001). The best explana-

tion is defined as the explanation with the lowest level of 

complexity. For example, when physicians attempt to infer a 

diagnosis for a number of symptoms, they have to integrate 

all the available information, some of which is not currently 

visible but may have to be recalled from patient reports, 

examinations, or laboratory tests.

Research on eye movements has found that, when retriev-

ing information that was previously encoded at a specific 

spatial position, a person’s gaze, and respectively, the 

focus of attention, returns to this spatial location as an aid 

to working memory (Johansson & Johansson, 2014, 2020; 

Scholz, Klichowicz, & Krems, 2018). To remember all the 

relevant information, a physician might, therefore, look at 
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the patient’s file without even opening it, using eye move-

ments to facilitate memory retrieval. This example shows 

that not only online reasoning skills but also memory plays 

an important role in abductive reasoning, and that eye 

movements are used to access memory contents, even if no 

information is visible in the visual array (for overviews see 

Ferreira, Apel, & Henderson, 2008; Richardson, Altmann, 

Spivey, & Hoover, 2009; Wynn,  Shen, & Ryan,  2019). It 

also shows the complexity of the task, as a high number of 

symptoms can result in different combinations of diagnoses.

A number of process models have been developed to 

describe the process of abductive reasoning (e.g., TAR: 

Johnson & Krems,  2001; HyGene: Thomas,  Dougherty,  

Sprenger,  & Harbison, 2008). In this study, we focus on the 

Theory of Abductive Reasoning (Johnson & Krems,  2001), 

which describes the process of abductive reasoning compre-

hensively and not just parts thereof.

The reasoning process

TAR (Johnson & Krems,  2001) assumes that during sequen-

tial information presentation, new observations are integrated 

into a mental representation called a situation model. New 

information is thus assigned to slots in memory which, taken 

together, form an overall understanding of the current situa-

tion. Research has found evidence that this situation model 

is located in working memory (Böhm & Mehlhorn, 2008; 

Thomas,  Dougherty,  Sprenger,  & Harbison, 2008). TAR 

(Johnson & Krems,  2001) calls this step comprehend. In a 

previous study, we found that this situation model expands 

over the sequential presentation of observations, becoming 

more complex over the course of a reasoning task (Klichowicz, 

Strehlau, Baumann, Krems, & Rosner, 2020). That is, as more 

information has to be integrated, the number of spatial areas 

that are associated to explanations grows. As people gaze back 

at locations that contained information that has to be retrieved, 

the number of spatial areas looked at grows as well.

To form a correct situation model, is it necessary to have all 

previous information active in memory, according to research 

showing that the generation of explanations is influenced by the 

knowledge currently activated in memory (Mehlhorn, Taatgen, 

Lebiere, & Krems, 2011; Rebitschek, Krems, & Jahn,  2016; 

Thomas,  Dougherty,  Sprenger,  & Harbison, 2008). Based 

on the situation model, the reasoner forms explanations of the 

observation. If able to form concrete explanations, the reasoner 

executes a consistency check in terms of the implications of 

these explanations for the situation model. If a combination 

of explanations can explain all observations without any dis-

crepancy or redundancy, the process is successful. Tracking 

participants’ eye movements during abductive reasoning indeed 

showed that observations as well as explanations must be part 

of the situation model as participants look at both locations 

during the retrieval of these information to make an inference 

(Klichowicz, Strehlau, Baumann, Krems, & Rosner, 2020).

However, our results revealed that explanations receive 

much more attention than observations. This can be 

explained by the fact that explanations may be subject to 

change throughout the reasoning process, whereas an obser-

vation does not change once it has been made. This also 

shows that explanations that have already been found have 

more weight in the overall explanation of a set of observa-

tions. Following this argument, we assume that participants 

put more effort into keeping information that is highly rel-

evant for the final explanation active. Observations might 

lose their relevance as soon as they are concretely explained, 

that is, their activation might decline.

Other research by Bauman et al. has shown that there 

are different levels of activation in working memory during 

abductive reasoning (Baumann,  Mehlhorn, & Bocklisch, 

2007). They found that explanations that are relevant for 

explaining current observations are kept in a more active 

state than irrelevant explanations. That is, information in 

the situation model is more active the more relevant it is to 

the process of reasoning. This is also due to limited working 

memory capacity (Baddeley & Hitch, 1974; Johnson-Laird,  

Byrne, & Schaeken, 1992).

To integrate new information into the situation model, 

one has to retrieve information that is already contained in 

the model. As the retrieval of information absorbs resources 

(Hayhoe,  Bensinger,  & Ballard, 1998), people only engage 

in active memorization and retrieval when necessary. This 

is also illustrated by a study by Ballard,   Hayhoe, and 

Pelz  (1995), who asked their participants to copy a pat-

tern of colored blocks. They found that participants kept the 

requirements for memory as low as possible by using more 

eye movements to gather information from the environment 

when needed. In their study, participants never used memo-

rization and retrieval as a strategy.

The aforementioned research suggests that a task is per-

ceived as more difficult when the demands on working mem-

ory are high. This should also have an impact on the outcome 

of the reasoning process, as only information that is repre-

sented can be taken into account in seeking an explanation. As 

stated earlier, the situation model as proposed by TAR (John-

son & Krems,  2001) is highly dependent on information that 

is active in memory (Mehlhorn, Taatgen, Lebiere, & Krems, 

Table 1  Overview over abduction, deduction, induction based on a 

rule (If E → O), an observation (O), and an explanation (E)



3121Psychological Research (2021) 85:3119–3133 

1 3

2011). On the other hand, information that is present in the 

outside world eliminates the need of keeping information in 

mind (Gray & Fu, 2001). This raises the question whether the 

process of abductive reasoning changes if less relevant infor-

mation does not decay because it can be stored in external 

memory (Gray & Fu, 2001; O’Regan, 1992) and, therefore, 

remains active without using working memory capacity.

Previous research suggests that people consider present 

information first (O’Regan, 1992), for instance, information 

presented on a computer screen. The total effort to handle 

information is a sum of the effort put into motor action (such 

as eye movements) and storage and retrieval in memory (Gray 

& Fu, 2001). As mere eye movements in a limited visual array 

do not pose high requirements to the motor system, we assume 

that people prefer getting information using small eye move-

ments from the outside world rather than retrieving it (Gray & 

Boehm-Davis, 2000; Gray & Fu, 2001). People should, there-

fore, be able to use and integrate more information when they 

do not have to retrieve it (Ballard,  Hayhoe,  Pook, & Rao,  

1997; O’Regan, 1992; Spivey & Dale, 2011). Integrating infor-

mation means that all previous information and more impor-

tant explanations are taken together to find the least complex 

explanation for all observations. In contrast, when demands 

exceed working memory capacity, people tend to explain each 

observation separately without taking previous information 

into account. However, this results in a more complex overall 

explanation (Johnson & Krems,  2001). Further, as the situ-

ation model grows with each new piece of information and 

retrieval requires more resources than inferences from givens, 

it should also take more time to reconstruct a complex situation 

model that includes a number of observations from memory 

rather than from an external memory store.

Taking all these findings together, we can say that the 

situation model (a) is stored in working memory (b) as a 

result of limited capacity, (c) is task-dependent, (d) is cru-

cial to the outcome of reasoning, and (e) might influence 

the processes of reasoning as it determines the amount of 

information considered.

Visual attention

The first point above (a), that the situation model is most 

likely held in working memory, is particularly important when 

investigating the content and structure of the situation model 

to make more elaborate assumptions regarding the informa-

tion used in the reasoning process (e). As we know from a 

large body of literature, working memory is closely connected 

with visual attention, which is often reflected in eye move-

ments (Belopolsky & Theeuwes, 2009; Huettig,  Olivers,  & 

Hartsuiker, 2010; Theeuwes, Belopolsky, & Olivers, 2009). 

As attention precedes eye movements (Deubel & Schnei-

der, 1996) and, therefore, determines what we look at next, 

it influences what is stored in working memory (Theeuwes, 

Belopolsky, & Olivers, 2009). Also, within the mental repre-

sentation that is held in working memory, shifts of attention 

occur (Griffin & Nobre, 2003; Theeuwes, Kramer, & Irwin, 

2011) and function as a mechanism to rehearse and maintain 

information (e.g., Godijn & Theeuwes, 2012).

In essence, attention determines what is part of the mental 

representation. As one of the key functions of attention is 

orienting in visual stimuli (Posner, 1994), the stimulus and 

its complexity should also affect what is part of the mental 

representation. The amount of present information should 

not only affect where attention is guided, but also the amount 

of information that is integrated into the situation model, as 

the task determines what is processed within and across gaze 

positions (Hayhoe,  Bensinger,  & Ballard, 1998). Taken 

together, manipulations of the task with regard to the amount 

of given information influence the reasoning process as it 

guides attention, which in turn determines what informa-

tion enters the mental representation in working memory. 

As attentional shifts manifest themselves in eye movements, 

gaze data are able to shed light on the question of what infor-

mation is used as we engage in abductive reasoning.

Research objectives

Following the study of Ballard,  Hayhoe, and Pelz  (1995), we 

expect that people experience more difficulties when infor-

mation has to be retrieved from memory than when infor-

mation is given or can be derived from givens. As a conse-

quence, study participants should experience the task as more 

demanding. Thereby, workload was operationalized with eye 

tracking as behavioral data. We assume that retrieval requires 

more cognitive resources than inference or gathering informa-

tion from a visual setup. As eye movements to empty informa-

tion locations are more enhanced when memory demands are 

high (Kumcu & Thompson, 2018; Scholz, Mehlhorn, Bock-

lisch, & Krems, 2011), we expect retrieval to result in more 

pronounced eye movements to information locations.

Further, we expect that study participants use all infor-

mation provided when seeking an explanation for a set of 

observations. However, when information has to be retrieved 

from memory, we expect participants to focus primarily on 

the information that is most important to the task as retrieval 

absorbs more resources. This should also have an impact on 

the outcome of the reasoning process.

In order to grasp differences in abductive reasoning based 

on the amount of given compared to retrieved information, 

we investigate three questions:

(1) Do participants experience differences in the difficulty 

of the task based on the amount of currently given 

information?

(2) Does the process of reasoning change when more infor-

mation is given? To be precise, is the number of items 
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integrated into the situation model smaller when those 

items have to be retrieved from memory in comparison 

to when these items are present in the visual array?

(3) Does the reasoning outcome change because people use 

more information for an explanation when they do not 

have to retrieve it?

This study

To investigate outcomes as well as the reasoning process 

depending on given or retrieved information, we used the same 

visuospatial reasoning task as in our previous study (Klichowicz, 

Strehlau, Baumann, Krems, & Rosner, 2020). The “black box 

task” (BBX; Johnson & Krems,  2001; Klichowicz, Strehlau, 

Baumann, Krems, & Rosner, 2020) is a tool that can be used 

to study the abductive reasoning process in detail. In this task, 

a box is presented to study participants, who are asked to infer 

what objects are inside it by interacting with it. The participant’s 

precise task is to locate a number of atoms hidden by inferring 

the path of light rays from their observed entry and exit posi-

tions. The entry and exit positions of the light rays represent 

the observations and are fixed and for all participants similar. 

The path develops as the light rays interact with the hidden 

atoms. How this interaction takes place is defined by a small 

number of rules. Assumptions regarding the locations of the hid-

den atoms represent the explanations. As explanations must be 

inferred from rules, we are able to trace the generation of causal 

explanations rather than the retrieval of learned associations or 

past instances stored in memory (e.g., Klahr & Dunbar, 1988; 

Thomas,  Dougherty,  Sprenger,  & Harbison, 2008). In other 

words, the task allows us to investigate how the situation model 

evolves. Over the course of the experiment, we manipulate how 

many of the observations and explanations remain visible within 

the visual field of the participants and how much of the informa-

tion gathered has to be stored in memory.

In this experiment, we introduced four conditions, which 

we manipulated in a within subject design. Throughout the 

trial, all atoms and observations (condition A&O), only 

atoms (condition A), only observations (condition O), or 

neither atoms nor observations (condition N) remained vis-

ible in the black box display (see Fig. 1). As stated earlier, 

we were interested how this affects response behavior as well 

as the process of abductive reasoning itself. The manipula-

tion sheds light on the question of how the situation model 

changes depending on the amount of information that has to 

be stored in memory.

Using eye movements as a method to assess 
memory retrieval

Eye movements have long been known as a good process 

measure (Hannula, Althoff, Warren, Riggs, Cohen, & Ryan, 

2010; Holmqvist et al., 2011) for processes with information 

from visually presented givens. Ballard, Hayhoe, Pook, and 

Rao (1997), for instance, report higher sensitivity of eye move-

ment measures than of conscious reports by study participants.

Further, eye movements are tightly coupled with retrieval 

processes from memory (e.g.,  Scholz, Mehlhorn, Bock-

lisch, & Krems, 2011; Scholz, Mehlhorn, & Krems, 2016). 

For instance, they play a role in constructing and maintain-

ing the mental image (Brandt & Stark, 1997; Laeng, Bloem, 

D’Ascenzo, & Tommasi, 2014). Therefore, eye movements 

are a valuable means of investigating both given and retrieved 

information. Given information results in spatial indexing, 

whereas information that has to be retrieved from memory 

elicits memory indexing. The memory indexing method (Jahn 

& Braatz, 2014; Renkewitz & Jahn, 2012) utilizes the fact 

that, when retrieving information, people’s gazes are drawn 

to the spatial location where the information was previously 

encoded, even if that information is no longer displayed (see 

looking-at-nothing phenomenon; Laeng & Teodorescu, 2002; 

Fig. 1  The black box during the last observation of the same trial in 

the different conditions. In condition A&O, all atoms and observation 

locations of the former three observations are still visible. Only pre-

viously placed atoms remained visible in condition A. In condition 

O only all previous observation locations were visible. The current 

observation and the corresponding atom but nothing more remained 

visible in condition N
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Richardson & Kirkham, 2004; Scholz, Klichowicz, & Krems, 

2018; Spivey & Geng, 2001, for an overview see Ferreira, 

Apel, & Henderson, 2008; Richardson, Altmann, Spivey, & 

Hoover, 2009). Encoded information is thus stored along with 

a spatial index (e.g., Kumcu & Thompson, 2016; Pylyshyn, 

2001; Richardson & Kirkham, 2004). Probing this informa-

tion reactivates the associated spatial index, which elicits eye 

movements toward the (now empty) spatial location.

As visual processing is task-driven (Hayhoe,  Bensinger,  

& Ballard, 1998; O’Regan, 1992; O’Regan & Levy-Schoen, 

1983), the amount of given information during a task might 

result in different eye movement patterns. In the study by 

Ballard,  Hayhoe, and Pelz (1995), display changes affected 

study participants’ eye movements depending on where they 

were in the task at that moment, suggesting that vision only 

considers features that are currently task-relevant.

Hypothesis 1: differences experienced in task 
difficulty

People are generally able to engage in abductive reasoning 

successfully. However, the question remains whether they 

experience differences in task difficulty even when they are 

successful. To compare experiences with actual outcomes, 

we introduce a subjective rating of difficulty of each con-

dition. Following Ballard, Hayhoe,  and Pelz (1995), we 

assume that retrieval poses more demands on participants 

than acquiring information from the visual setup. This should 

be evident from the participants’ ratings of the difficulty of 

conditions. Conditions with visible atom and observation 

locations (A&O) should be experienced as easiest. We have 

no assumptions regarding differences depending on whether 

participants see former explanation (atom) locations (condi-

tion A) or can reconstruct them based on observation loca-

tions (condition O). However, as retrieval is assumed to be a 

more demanding process, we expect study participants to rate 

the condition in which they have to remember observation as 

well as explanation locations (N) as the most difficult.

Hypothesis 2: elements of the situation model

As previous explanations are more important for the situation 

model than previous observations, we predict that study par-

ticipants spend more time on previous explanation locations 

than on previous observation locations, regardless of whether 

explanations or observations are still visible on the screen. 

Therefore, we assume that participants’ visual attention is 

driven to previous explanation locations irrespective of condi-

tion. If previous explanations are still visible, participants look 

at them to use the external memory store for the construction 

of a coherent situation model. If explanation locations are not 

visible, participants still look at their location as they either 

construct (if observations are still present) or retrieve (if no 

previous information is visible) their position in assessing the 

situation model. As the degree of activation is much smaller 

for observation locations (Klichowicz, Strehlau, Baumann, 

Krems, & Rosner, 2020), we assume that participants only 

look at them when present. Otherwise, the costs of retrieval 

are too high, as only explanations are relevant for the overall 

explanation. We expect that participants look at observation 

locations in order to infer previous explanation locations if 

previous explanations are not visible.

Hypotheses 3: integrative solutions

As the external memory store can act as an aid to relieve work-

ing memory, Hypothesis 3a proposes that more information 

is considered to find the best explanation for all observations 

when information remains visible on the screen. That is, a less 

complex explanation is used. We call this explanation “integra-

tive” as it integrates previous explanations in order to explain 

new observations and does not use a new explanation for every 

observation. Hypothesis 3a, therefore, states that study par-

ticipants find more explanations that integrate information to a 

higher degree when more information remains visible and when 

the setup acts as an external memory store. It is, therefore, irrel-

evant whether observation locations or explanation locations 

are still visible. Even though explanation locations are more 

important for the overall explanation, observation locations can 

be used to infer explanations rather than to retrieve them.

As a setup that requires keeping all information in mem-

ory requires participants to construct, maintain, and retrieve 

the situation model as needed, we propose that participants 

take more time to find a coherent explanation in this case. To 

be more precise, we hypothesize that finding the explanation 

for the last observation takes more time when atoms and 

observations have to be retrieved than when information is 

given (Hypothesis 3b).

Method

Participants

For 34 participants, the calibration of the eye tracker succeeded 

to an accuracy of at least 2° of visual angle. Due to decreasing 

eye tracking accuracy throughout the experiment, three partici-

pants had to be excluded. The remaining 31 participants (17 

females, 14 males) were all students from Chemnitz University 

of Technology and had a mean age of 22.7 years (SD = 3.7). 

All had normal or corrected to normal vision.

Apparatus

The task was presented on a 22″ computer screen 

(1680 × 1050 pixels), which was located at a distance of 
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63 cm in front of the participants. E-Prime 2.0 was used to 

present stimuli and participants responded with a standard 

keyboard and via mouse. At a rate of 120 Hz, a SMI RED 

remote eye-tracking system sampled data from the right eye 

during the reasoning task. We used iView X 2.5 to record 

data following five-point calibration, and BeGaze 3.0 to ana-

lyze gaze data with a fixation dispersion threshold of 100 

pixels and a duration threshold of 80 ms. Further, we used 

IBM SPSS statistics 24, Microsoft Excel 2016, JASP 0.8.4.0, 

and R version 3.4.3 to conduct the analysis.

The black box task

The black box task (BBX) was defined by a 10 × 10 grid 

with a size of 25.92° × 26.27° of visual angle (1015 × 1029 

pixels). In this grid, the participants’ task was to locate hid-

den atoms by following where light rays entered and exited 

the box. The actual path of the light ray through the box 

remained hidden from sight. Participants only saw prede-

fined entrance and exit positions of each ray as indicated 

by a number appearing at the border of the black box (see 

Fig. 2).1

These entry/exit locations are observations according to 

TAR (Johnson & Krems,  2001) and require one or more 

explanations, which were operationalized as atoms. Each 

atom is surrounded by a field of influence (a circle around 

the atom). As shown in Fig. 2, hitting this field, ray and 

atom interact according to a set of predefined rules that the 

participants learned beforehand. Following the numbers that 

indicated the observation positions of each ray, participants 

could place atoms using the mouse. Even though partici-

pants did not have to place atoms, they were instructed to 

place each new explanation as early as possible. It was up to 

participants to decide when to move on to the next trial by 

pressing the space bar. A digit in the upper left corner of the 

black box (see Fig. 1) indicated the number of observations 

left during one trial.

The black box task allowed five different rules, which 

were as follows: when the ray does not meet any field of 

influence of an atom, it finds its way straight through the 

black box. An L-pattern arises if the ray hits the field of 

influence at an angle and is reflected 90°. A ray of light is 

absorbed and does not exit the black box if it hits an atom 

directly in the middle. Combinations of two L-patterns can 

result in a U- or Z-pattern.

Straight through, L-pattern, absorption, U-pattern, and 

Z-pattern were the names used to describe the observations 

for a better understanding of the task. However, the actual 

observations only consisted of entry and exit locations of the 

ray. The names of the observed patterns describe the most 

likely path the ray of light would take through the black box 

based on the observation locations.

After each presentation of a new observation location, 

participants were asked to infer and place the atom based 

on the rules explained above. Participants were instructed 

to keep the number of atoms to explain a ray pattern as low 

as possible throughout the trial. Each trial consisted of four 

observations in sequential order, which were indicated by a 

number at the entry and exit position of the ray in the BBX 

(Fig. 2).

All participants solved 12 trials in each of the four condi-

tions with differing amounts of information that had to be 

stored in memory. In the first condition, all atoms and obser-

vation locations remained visible throughout the trial. All 

information could, therefore, be placed in an external mem-

ory store. The conditions were named based on the items 

that remained visible. Since atoms and observation locations 

remained in the first condition, it was referred to as A&O. 

In a second condition, only already placed atoms remained 

visible (condition A). During the 12 trials of the third condi-

tion, only observation locations of the rays remained visible 

and atom locations had to be remembered (condition O). 

Because the last condition was completely memory-based 

and “nothing” remained in the external memory store, it 

was referred to as N for nothing. All trials consisted of four 

observations; therefore, Fig. 1 shows what was presented 

during observation four in each condition. Even though we 

used the same example for better understanding in Fig. 1, 

participants did not solve the same trials in each condition, 

but slight variations that were balanced in complexity and 

difficulty to prevent learn effects.

Even though participants were instructed to include a 

preferably small number of atoms in the final explanation 

Fig. 2  Rules of the black box task (BBX). A light ray entering the 

black box can take the following paths, depending on where the ray 

hits the hidden atom: 1 = straight through, 2 = L-pattern, 3 = absorp-

tion, 4 = U-pattern, 5 = Z-pattern

1 All experimental materials and data are available at https ://osf.io/

b2yhx /.

https://osf.io/b2yhx/
https://osf.io/b2yhx/
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of the trial, two-thirds of the trials could be solved in two 

different ways. In the following, these trials are called exper-

imental trials. First, participants could explain each observa-

tion separately without considering previous atoms (Fig. 3a). 

Second, participants could keep the number of atoms low by 

using previously set atoms to explain the last observation 

(Fig. 3b). Because this means that all other atoms had to be 

integrated to find the explanation, we call the trials that were 

solved “integrative”. The remaining third of trials during 

the test phase are called distractor trials and had only one 

correct solution.

Procedure

In an initial instruction phase, participants learned the rules 

of the black box. During this phase, they learned the paths 

the ray of light took through the black box according to 

their observation location. Therefore, they first saw a screen 

explaining the rules much like in Fig. 2, but with one rule 

at a time. Participants then solved two versions of explained 

rule (i.e., two absorptions) and received feedback afterwards. 

If an atom was missing, it appeared blue, if one was in the 

wrong location, it was red, and a correctly placed atom was 

green. Participants were only allowed to move to the next 

rule when each version of a rule was solved correctly. After 

participants worked through all rules, they saw a screen sum-

marizing them (as in Fig. 2).

During the test phase, participants solved 12 test trials in 

each of the four conditions (see Fig. 1). The order of condi-

tions was balanced according to a Latin square across partic-

ipants. That is, each condition was the first, second, third or 

fourth block for a quarter of all participants. Each block con-

sisted of a practice trial and 12 fixed trials, which E-Prime 

presented in randomized order. Each block started with a 

screen explaining the setting in the current condition. That 

is, what information remained in the visual setup as a trial 

moved on to the next observation. Afterwards, a five-point 

calibration of the eye tracker was followed by a practice trial. 

As in the instruction phase, participants received feedback 

after the practice trial and had to repeat the trial until it was 

solved correctly. After the participant run through all 12 test 

trials of a condition, he moved on to the next one. Between 

the conditions, there was a standard break lasting three min-

utes, during which participants were allowed to move freely 

in the room to prevent a loss in concentration or effects of 

fatigue. In a last step, following the four blocks representing 

the four conditions, participants worked through pairwise 

comparisons rating the task difficulty of the conditions.

Pairwise comparisons

After participants worked through all four conditions, we 

asked them to rate the conditions in the form of pairwise 

comparisons in a paper-and-pencil setup. We contrasted the 

conditions in pairs, playing through all possible combina-

tions (e.g., condition 1 “atoms and entry/exit position vis-

ible”—condition 2 “nothing visible”). We asked participants 

to highlight the condition that was experienced as more chal-

lenging in each of the resulting six pairs. Participants were 

given an example to make sure they understood the task to 

highlight the more challenging condition in each pair. Fur-

ther did we provide an overview presenting each condition 

on a separate sheet to assure that participants remembered 

conditions right.

Results

Performance

A trial was solved correctly if all atoms were placed accord-

ing to the rules participants had been given without creat-

ing any contradictions. Trials that were solved integratively 

(that is, participants kept the number of atoms low by using 

Fig. 3  The same trial of the 

black box solved non-integra-

tively (a) and integratively (b). 

To facilitate understanding, we 

present the difference in the 

A&O condition with the ray 

path visible. However, trials of 

all conditions could be solved 

both ways, and ray paths were 

never presented to the partici-

pants
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previously set atoms to explain the last observation; see 

Fig. 3b) as well as those that were solved by placing another 

atom were counted as solved successfully (see Fig. 3a). 

This measure is called “accuracy” (ACC). The percentage 

of experimental trials solved integratively is referred to as 

ACC-i. Participants solved 85.5% of the trials correctly 

and 12.8% out of all experimental trials integratively. Even 

though the Greenhouse–Geisser corrected ANOVA shows 

significant results indicating a higher accuracy solving 

the trials when more information was given [MA&O = 92% 

(SD = 13); MA = 90% (SD = 11); MO = 86% (SD = 15); 

MN = 79% (SD = 22); FACC  (2.02, 60.46) = 4.52, p = 0.02, 

ηp
2 = 0.13,  BF10 = 10.99], there are no significant differences 

in the Bonferroni pairwise comparisons between conditions 

regarding the percentage of trials solved correctly. As this 

shows that participants were generally able to solve the task 

across conditions, in the following we will focus on how the 

task was solved. We will take a closer look at trials that were 

solved integratively in Hypothesis 3a.

Participants needed on average M = 11.48 s (SD = 3.27) to 

work on an observation. As participants themselves decided 

when to move on to the next observation, the time partici-

pants worked on an observation is the time the observation 

could be viewed on the screen. This measure is, therefore, 

called “viewing time” (VT).

It took on average M = 45.44 s (SD = 13.05) to solve a 

whole trial. The time participants needed to solve a trial will 

be called “time” (T).

There were no differences between conditions, either 

in the processing of an observation [FVT (3, 90) = 1.66, 

p = 0.18, ηp
2 = 0.05,  BF10 = 0.29] or in the time participants 

took for an entire trial [FT (3, 90) = 1.44, p = 0.24, ηp
2 = 0.05, 

 BF10 = 0.22].

As participants solved all four conditions in four blocks, 

presented in randomized order, it is important to look at 

carry-over effects due to learning (see Table 2). Data show 

that across all of the conditions in the time participants 

needed, only Block 4 is significantly faster than Blocks 1, 2, 

and 3 [FVT (3,90) = 11.44, p < . 001, ηp
2 = 0.28,  BF10 > 1000; 

FT (3,90) = 10.50, p < 0.001, ηp
2 = 0.26,  BF10 > 1000]. Both 

viewing time (VT) and time (T) show significant results 

for the Bonferroni pairwise comparisons of Block 4 with 

each of the other three blocks. Accuracy even seems to drop 

slightly over time. However, the decrease in ACC is not 

a significant statistical result [FACC  (1.70, 51.03) = 2.01, 

p = 0.15, ηp
2 = 0.06,  BF10 = 0.53]. None of the Bonferroni 

comparisons yields a p value below 0.05. When looking at 

the conditions independently, VT and ACC also show no 

significant change over time (all ps > 0.05, all  BF10 < 3). 

That is, none of the conditions show significantly differ-

ing results depending on the point in time they were pre-

sented throughout the experiment. As for the time partici-

pants needed to solve all four observations, the ANOVA 

yields a significant result for the condition in which atoms 

as well as observation locations remained visible [FT.A&O 

(3, 34) = 3.86, p = 0.02, ηp
2 = 0.25,  BF10 = 4.44], indicating 

that participants solved trials faster when this condition was 

presented later in the experiment. Regarding all other condi-

tions, ANOVAs show no meaningful results (all ps > 0.05, 

all  BF10 < 3).

Even though participants solved trials increasingly inte-

gratively, none of the comparisons reach significance. In 

conclusion, even if participants became slightly faster over 

time, there are no meaningful differences based on the order 

in which conditions were presented. As a result, for all fur-

ther analysis, we collapsed data over blocks.

Gaze analysis

To analyze eye movements, each grid square was defined 

as one AOI. This resulted in 100 separate AOIs that were 

each sized 2.64° × 2.64° of visual angle (102 × 102 pixels). 

We coded only relevant AOIs for further analysis (Fig. 4). 

AOIs defined as relevant were those marking the entry/exit 

locations of the rays, the field where the rays hit an atom’s 

field of influence, as well as the AOIs where atoms should be 

placed according to the rules of the BBX. We combined the 

field where the ray hit the field of influence and the AOI with 

the actual atom location into a category labelled “atom”.

We analyzed gaze data for each new observation presenta-

tion separately. The current observation was labelled as “cur-

rent observation location” and the current atom was labelled 

“current atom” as compared to “previous observation loca-

tions” and “previous atoms”, which were the information 

Table 2  Possible learning 

effects over the course of the 

experiment measured in the 

averaged time participants 

worked at an observation, 

participants needed to solve a 

trial as well as accuracy and 

the amount of trials solved 

integratively

Viewing time in ms Time in ms Accuracy in % Trials solved 

integratively 

in %

M SD M SD M SD M SD

Block 1 12,060 3077 48,042 12,138 92.6 9.8 8.5 20.5

Block 2 13,014 3292 50,741 13,218 85.4 13.7 13.3 26.2

Block 3 12,804 3582 51,188 14,342 84.7 14.1 15.3 32.5

Block 4 10,143 2458 40,258 9850 83.7 24.0 16.7 34.5
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locations of all already seen observations throughout a trial. 

To differentiate among former atom and observation loca-

tions, we also used the point in time in the trial when the 

information was presented. Therefore, the first observation 

(observation location) is coded O1 and the corresponding 

atom A1. Following this, O2 and A2 represented the second, 

and O3 and A3 the third observation.

Gaze data are defined by fixation times in milliseconds 

to the different AOIs. Because participants determine the 

amount of time they spend on each observation freely, fixa-

tion times were divided by the time spent by the participant 

to watch an observation (VT). As a result, we worked with 

proportions of fixation times (FT). Irrelevant AOIs served as 

a baseline measure. For each trial, irrelevant AOIs from the 

grey border area were defined to compare with the observa-

tion locations, and irrelevant AOIs from the white grid area 

were defined to compare with the atom locations. We thus 

selected a random AOI that never contained any observation 

location or atom or field of influence throughout the trial.

Gaze analysis contains only data from trials solved cor-

rectly, as we are interested in the memory indexing or spatial 

indexing when reasoning is successful.

Hypothesis 1: differences experienced in task 
difficulty

Descriptive data show that only a small number of peo-

ple rated condition A&O as more challenging as the other 

conditions (Table 3, see column A&O). The majority of 

participants rated the condition in which atoms as well as 

entry/exit positions had to be remembered (N) as more chal-

lenging as all other conditions (Table 3, see column N).

Using the BradleyTerry2 package in R (Turner & Firth, 

2012), we calculated a Bradley–Terry model fit. This model 

is a logistic model for paired choice data and provides evi-

dence on participants’ choice between a number of attributes 

or objects by pairwise comparison of all attributes (for a 

detailed explanation of the model see Agresi, 2007; Brad-

ley, 1984). It, therefore ,shows how people perceive the 

difficulty of each condition, irrespective of their success in 

solving it. We set the condition “atoms and observations vis-

ible” (A&O) as a baseline and found that participants rated 

the condition “atoms visible” (A) as more difficult, with a 

parameter of 1.94, the condition “observations visible” (O) 

with a parameter of 1.81, and condition “nothing visible” 

(N) the most difficult with a parameter of 3.74.

Translated into probabilities (see Agresi, 2007 p. 266), 

participants rated with a probability of 0.98 the condition 

A&O easier as condition N, with a probability of 0.86 easier 

as O, and with a probability of 0.87 easier as condition A. 

Condition O is rated easier as condition A with a probabil-

ity of 0.47. Both conditions A and O are rated easier as 

condition N with high probabilities of 0.86 and 0.87. This 

confirmed our hypothesis that participants experienced con-

ditions A and O as similarly challenging, and condition N, 

where everything had to be retrieved, as much more difficult. 

This lends support to our hypothesis that retrieval poses sub-

jectively greater demands than reconstruction.

Hypothesis 2: elements of the situation model

In the overview summary graphic presented in Fig. 5, par-

ticipants spent more time looking at each previous atom 

location than at any irrelevant field of the grid. At the same 

time, they paid more attention to each previous observa-

tion location than to any randomly chosen irrelevant field in 

the grey border area. However, current observations as well 

as their corresponding explanations (atoms) were always 

looked at most by the participants. Generally, explanations 

seem to play a much greater role than the location of obser-

vations. It is interesting to note that in this initial overview, 

all conditions seem to form the same pattern: no change in 

strategy depending on reasoning from givens vs. reasoning 

from memory.

 

40

4

1

1

2

2 3

Fig. 4  AOI definitions used to analyze the data.   = current 

observation locations;   = current atom and location at which 

the ray hit the field of influence of the current atom;   = previ-

ous atom locations and  = previous observation locations. This 

figure shows an example of the A&O condition. AOIs were marked 

analogously for the remaining three conditions

Table 3  Ratings of difficulty 

between conditions. The 

numbers represent the amount 

of participants that rated the 

condition in the top row as more 

challenging than the condition 

presented in the first column

A&O A O N

A&O 27 28 29

A 4 13 28

O 3 18 27

N 2 3 4
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To illustrate that participants look to all atom and 

observation locations, irrespective of whether they are 

currently visible on the screen, we calculated a Green-

house–Geisser corrected 2 (object of gaze: atom, observa-

tion) × 3 (information type: current, previous, irrelevant) 

repeated measures ANOVA for the condition N. We 

choose this condition where participants had to retrieve 

all previous information from memory because it demon-

strates that participants engaged into memory indexing. 

The analysis revealed a main effect for object of gaze, 

[F (1, 30) = 85.38, p < 0.001, ηp
2 = 0.74] and information 

type [F (1.19, 35.63) = 78.80, p < 0.001, ηp
2 = 0.72]. The 

first main effect indicates that explanation location receive 

significantly more attention (higher proportion of fixation 

times) than observation location. The second main effect 

shows that participants looked more to current information 

location (because they are visible on the screen) than to 

previous information location and irrelevant spatial areas. 

That is, data support a step of comprehension and integra-

tion into a situation model of new information as assumed 

by TAR (Johnson & Krems,  2001; see also Klichowicz, 

Strehlau, Baumann, Krems, & Rosner, 2020). Even more 

important is that participants looked also more to previ-

ous information location (that no longer contained visible 

information) than to irrelevant spatial areas. This indicates 

that the information is still part of the mental representa-

tion. The differences between looks to current, previous, 

and irrelevant areas are also supported by post–hoc Bon-

ferroni pairwise comparisons (all ps < 0.001).

To test our hypotheses regarding the gaze data, we cal-

culated repeated measures ANOVA with the factors atom 

(visible/not visible), observation location (visible/not vis-

ible), and object of gaze (previous atom locations/previous 

observation locations).

The ANOVA yielded three main results and no interac-

tions. The main effect for object of gaze [F (1, 30) = 53.33, 

p < . 001, ηp
2 = 0.64, BF10 > 1000] indicates that participants 

spent more time looking at the atom locations than at the 

observation locations regardless of what was visible on the 

screen. This favors the hypothesis that explanation loca-

tions are more important than previous observation loca-

tions in the process of abductive reasoning. This is further 

supported by the fact that there is no significant difference 

between the time participants spent looking at atom loca-

tions depending on whether atom locations are still visible 

or have to be retrieved. As the absence of significance does 

not provide statistical support, note that the  BF01 speaks in 

favor of the null hypothesis [Raftery 1995; F(1, 30) = 0.16, 

p = 0.70, ηp
2 = 0.005,  BF01 = 6.82]. It follows that data show 

no statistical difference between memory indexing and spa-

tial indexing referring to the atom location. Especially the 

value of the Bayes Factor  BF01 supports this suggestion.

The third main result concerns the observation location. 

A significant result [F (1, 30) = 12.76, p = 0.001, ηp
2 = 0.30, 

BF10 = 44.15] supports the hypothesis that participants only 

look at observation locations when they are visible.

To summarize, these results speak in favor of the assump-

tion that the explanation locations are most important and 

Fig. 5  Overview of gaze data. Fixations to atom locations (left) and 

observation locations (right) depending on their point of presentation 

in the trial. A1/O1 stand for the first observation and corresponding 

atom; analogously, A2/O2 and A3/O3 stand for the second and third 

observation and corresponding atoms. A_cur/O_cur mark the cur-

rently presented information. Gr_ir stands for randomly chosen irrel-

evant fields in the white grid of the BBX and B_ir for randomly cho-

sen irrelevant fields in the grey border. Error bars represent standard 

errors
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that they are part of the situation model irrespective of mem-

ory costs. Observation locations, on the other hand, are only 

included when they can be stored in external memory.

Hypothesis 3: integrative solutions

Hypothesis 3a stated that participants find more integrative 

explanations when more information remains visible. That 

is, people use more previous information to find an expla-

nation when the setup acts as an external memory store. 

However, there were no significant differences in the num-

ber of trials solved integrative between the four conditions 

[F (2.36, 70.67) = 0.57, p = 0.59, ηp
2 = 0.02,  BF01 = 12.07]. 

When all explanation and observation information stayed 

visible, 14% (SD = 30) of the test trials were solved inte-

grativley. With 16% (SD = 30) when only atoms remained 

and 13% (SD = 30) when only observation locations stayed 

visible, all conditions produced more integrative solutions 

than the strictly memory based one (MN = 11%; SD = 25). 

Even though this result is in the expected direction, none of 

the Bonferroni pairwise comparisons between conditions are 

statistically meaningful.

As a setup in which all information must be kept in mem-

ory requires participants to construct, maintain, and retrieve 

the situation model as needed, we proposed in Hypothesis 

3b that participants take more time to find coherent explana-

tions for the last observation. A repeated measures ANOVA 

revealed no differences between conditions for the amount 

of time participants need to respond to the last observation 

[F (3,90) = 1.21, p = 0.31, ηp
2 = 0.04,  BF01 = 4.13]. Partici-

pants needed more time for the last observation MN = 6.3 s 

(SD = 3.5) when nothing remained visible compared to when 

atoms and observations (MA&O = 5.0 s, SD = 1.9), atoms 

(MA = 5.5, SD = 2.3) or observation locations (MO = 5.2, 

SD = 2.2) remained visible. Even though this shows a trend 

in the right direction, none of the pairwise comparisons 

yields significance (all ps > 0.05).

Concluding, given this sample size and task, people show 

no reliable differences concerning information integration 

or time to solve a trial depending on the amount of given 

information.

Discussion

According to TAR (Johnson & Krems,  2001), when seeking 

the best explanation for a number of observations, people 

have to construct an understanding of the current situation, 

which is represented as a situation model. The complex-

ity and nature of this representation depends on cognitive 

resources as much as on the current task. Because the situ-

ation model is crucial to successful reasoning, this study 

was interested in how the process as well as the outcome of 

reasoning changes based on the amount of given informa-

tion. In a sequential abductive reasoning task, we manipu-

lated whether previous observations as well as previously 

found explanations remained visible throughout a trial. 

Employing eye tracking, we were able to assess the infor-

mation used to find the best possible explanation for a set of 

observations. This allowed us to include memory retrieval 

of information (based on memory indexing; Renkewitz & 

Jahn, 2012) as well as the assessment of information from 

the external world. We were not only interested in changes 

regarding the process but also the experienced difficulty 

between conditions. Therefore, we also employed pairwise 

comparisons in our study.

In a last research question, we were interested in whether 

manipulations of the information available had an impact 

on the reasoning outcome. More precisely, we investigated 

whether given information leads to more complex informa-

tion integration to reach a solution compared to information 

that has to be retrieved from memory. Manipulation of the 

amount of information held in memory during abductive 

reasoning had not been done before, in particular, not in 

close relation to eye tracking as a process-tracing measure.

Differences experienced in task difficulty

Our results show that when finding an explanation for a 

set of observations, people experience less difficulty when 

information can be gathered from the external world rather 

than being retrieved from a mental representation. It thus 

makes a difference whether needed information (e.g., pre-

viously found explanations) is assessed directly from the 

visual array. However, in our study, the mere evaluation of 

task difficulty does not have an impact on the actual out-

come of the reasoning process, as people do not show more 

integrative solutions for conditions rated as easy and do not 

produce more or faster solutions. We assume that partici-

pants simply optimize the reasoning process by prioritizing 

more important information. That is, information that is not 

crucial to the reasoning outcome, such as already explained 

observations, is neglected.

Elements of the situation model

Our results reveal that participants pay attention to previous 

atom locations irrespective of whether they are still visible in 

the visual array or have to be retrieved from memory. This is in 

line with our hypotheses. As previous atom locations represent 

previously found concrete explanations, they are crucial to the 

overall explanation and have to be represented in the situation 

model even if they have to be stored in memory. This is also in 

line with research on decision making, which found no differ-

ences in strategy applications between decisions from memory 

and decisions from givens (Rieskamp & Otto, 2006). However, 
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according to our data, this holds true only for information that 

is directly relevant to the task. As observation locations decline 

in importance once they are explained, they are only part of the 

situation model when still present. It may be that people simply 

look at objects that are presented in the array. However, this 

would not explain why participants look at absent explanation 

locations. We do not believe that mere salience or bottom-up 

processes in perception lead to gazing toward previous obser-

vation positions, as we assume that gaze patterns are not only 

salience-driven, but also goal-driven (e.g., Ballard & Hayhoe, 

2009). It is more reasonable to assume that participants know 

what kind of information has to be included in the situation 

model and what information matters but can be left aside if 

the costs are too high. Therefore, eye movements reflect not 

only memory processes but also adaption to a task that is not 

necessarily visible in reasoning outcomes. This is an indica-

tor that the results of Ballard,  Hayhoe,  and Pelz  (1995) that 

people only engage in active memorization and retrieval when 

necessary can be applied to reasoning. Please note however, 

that this study only shows that eye movements and retrieval 

are closely intertwined (Hollingworth, 2005, 2006; Renke-

witz & Jahn, 2012; Spivey & Geng, 2001). It does not allow 

any conclusion whether eye movements can act as an aid to 

retrieval (Anderson, Bothell, & Douglass, et al., 2004; Scholz, 

Mehlhorn, Bocklisch, & Krems,2011; Scholz, Klichowicz, & 

Krems, 2018; Scholz, Mehlhorn, & Krems, 2016).

In summary, our results show that explanation locations are 

much more relevant than observation locations when seeking 

the overall explanation. Eye movements are not just automati-

cally driven to salient information but represent the content 

of the situation model. Data show that participants are able 

to construct a mental representation using information both 

from memory and from the outside world, which is also in line 

with previous research (Hayhoe,  Bensinger,  & Ballard,1998). 

In this context, our data suggest that the situation model can 

be constructed from both, information stored in memory and 

information from an external memory store. This is especially 

the case when participants perceive a task as demanding.

Integrative solutions

As we expect people to change strategies when a task is more 

demanding with respect to working memory, we cannot say 

whether the actual reasoning outcome changes as well. It is 

possible that even if keeping information in memory is very 

costly, participants remember information that is crucial to 

the process independent of the fact that it is still present 

because it is a safe strategy to good performance (Gray & 

Fu, 2001). It is also possible that the change in gaze strategy 

is able to compensate for the higher retrieval demands. How-

ever, in our study, participants generally solved only a small 

number of experimental trials integratively. Future research 

should focus more on the circumstances that lead to global 

integrative solutions. In our study, the observation that could 

be solved integratively was always an L-pattern. Even in 

the study by Johnson & Krems, (2001) this pattern did not 

often result in integrative solutions. Different patterns such 

as absorptions, which can only be explained using previous 

explanations, might elicit a different response pattern. Here, 

we avoided absorption for integrative solutions in order to 

investigate people’s behavior when they choose how to solve 

a trial. Our results therefore do not contradict TAR (Johnson 

& Krems,  2001), as according to the model, explanations 

that are not yet concrete lead to integrative solutions.

TAR (Johnson & Krems, 2001) predicts that otherwise, 

people use the simplest explanation possible. Because John-

son and Krems (2001) could not support this prediction with 

their data, our study helps to shed light on this question. In 

summary, people use easy (non-integrative) solutions when 

resources are not sufficient to integrate all explanations. That 

is, when demands on memory are too high, people do not 

retrieve and combine the information needed to find a solu-

tion of a new observation based on already existing explana-

tions but create an entirely new explanation. This leads to 

the conclusion that our task was challenging even when all 

information remained visible. Increasing difficulty based on 

more information that had to be stored in memory led to a 

further decrease in the percentage of integrative solutions. 

However, this result was not of statistical significance, which 

can be explained by compensatory strategies such as the use 

of functional eye movements and the neglect of less impor-

tant information. This is also evident in the fact that the time 

participants needed to solve the last observation and there-

fore to retrieve a complex situation model involving three 

observations and explanations did not change significantly 

based on the amount of information given.

In order to provoke differences in reasoning performance, 

future research should introduce a secondary task. To solve the 

BBX task, participants need to integrate already seen observa-

tions and explanations. As this process most likely takes place 

in the spatial component of working memory (visuospatial 

sketchpad; see Baddeley & Hitch, 1974, 1994), we propose 

a spatial task such as finger tapping of complex patterns as a 

secondary task. There is already evidence that this procedure 

has an influence on combining visual material (e.g., Pearson 

et al. 1999). Therefore, this approach, coupled with eye tracking 

might not only provoke different reasoning outcomes, but might 

even be able to identify phases during the process of abductive 

reasoning where working memory demands are especially high.

Summary

This study provides evidence of two things: first, reason-

ing is based on a mental representation that can be con-

structed from memory and outside sources alike. People 
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thus experience construction from given instances as much 

less demanding, even if their success in the reasoning task 

does not show differences. Second, differences in task dif-

ficulty are also evident in changes in the situation model 

when more information has to be retrieved from memory. 

If more information has to be retrieved, changes concerning 

the process (i.e., the content of the situation model) occur 

first. Participants restrain themselves only to include most 

important information into the mental representation when 

retrieval demands are high. In our study, this most important 

information consists always of already found explanations. 

Observations that are already understood in a sense that the 

reasoner can explain them are only included when memory 

demands allow it. Therefore, the task influences how abduc-

tive reasoning takes place but not necessarily, whether it is 

successful or not.

Acknowledgements Agnes Rosner gratefully acknowledges the sup-

port of the Swiss National Science Foundation (Grant 157432). We 

thank Alper Kumcu and a second anonymous reviewer for their helpful 

comments on a previous version of this paper.

Funding Open Access funding enabled and organized by Projekt 

DEAL. Agnes Rosner gratefully acknowledges the support of the Swiss 

National Science Foundation (Grant 157432).

Compliance with ethical standards 

Conflict of interest We have no conflicts of interest to disclose.

Consent to participate All participants agreed to participation as well 

as recording and saving of data for scientific use.

Open Access This article is licensed under a Creative Commons Attri-

bution 4.0 International License, which permits use, sharing, adapta-

tion, distribution and reproduction in any medium or format, as long 

as you give appropriate credit to the original author(s) and the source, 

provide a link to the Creative Commons licence, and indicate if changes 

were made. The images or other third party material in this article are 

included in the article’s Creative Commons licence, unless indicated 

otherwise in a credit line to the material. If material is not included in 

the article’s Creative Commons licence and your intended use is not 

permitted by statutory regulation or exceeds the permitted use, you will 

need to obtain permission directly from the copyright holder. To view a 

copy of this licence, visit http://creat iveco mmons .org/licen ses/by/4.0/.

References

Agresi, A. (2007). Bradley-Terry Model for Paired Preferences. In An 

Introduction to Categorial Data Analysis (2nd ed., pp. 264–276). 

John Wiley & Sins, Inc. https ://doi.org/10.1017/CBO97 81107 

41532 4.004

Ahn, W.-K., Marsh, J. K., Luhmann, C. C., & Lee, K. (2002). Effect 

of theory-based feature correlations on typicality judgments. 

Memory and Cognition, 30(1), 107–118. https ://doi.org/10.3758/

BF031 95270 .

Anderson, J. R., Bothell, D., & Douglass, S. (2004). Eye movements do 

not reflect retrieval processes: limits of the eye-mind hypothesis. 

Psychological Science, 15(4), 225–231. https ://doi.org/10.111

1/j.0956-7976.2004.00656 .x.

Baddeley, A. D., & Hitch, G. J. (1974). Working memory. Psychology 

of Learning and Motivation, 8, 47–89.

Baddeley, A. D., & Hitch, G. J. (1994). Developments in the concept 

of working memory. Neuropsychology, 8(4), 485–493. https ://doi.

org/10.1037/0894-4105.8.4.485.

Ballard, D. H., & Hayhoe, M. M. (2009). Modelling the role of task in 

the control of gaze. Visual Cognition, 17(6–7), 1185–1204. https 

://doi.org/10.1080/13506 28090 29784 77.

Ballard, D. H., Hayhoe, M. M., & Pelz, J. B. (1995). Memory repre-

sentations in natural tasks. Journal of Cognitive Neuroscience, 

7(1), 66–80.

Ballard, D. H., Hayhoe, M. M., Pook, P. K., & Rao, R. P. (1997). 

Deictic codes for the embodiment of cognition. Behavioral and 

Brain Sciences, 20, 723–767. http://www.ncbi.nlm.nih.gov/pubme 

d/10097 009

Baumann, M. R. K., Mehlhorn, K., & Bocklisch, F. (2007). The activa-

tion of hypotheses during abductive reasoning. Proceedings of the 

29th Annual Cognitive Science Society (pp. 803–808). http://csjar 

chive .cogsc i.rpi.edu/proce eding s/2007/docs/p803.pdf

Belopolsky, A. V., & Theeuwes, J. (2009). When are attention and 

saccade preparation dissociated? Psychological Science, 20(11), 

1340–1347. https ://doi.org/10.1111/j.1467-9280.2009.02445 .x.

Böhm, U., & Mehlhorn, K. (2008). The influence of spreading acti-

vation on memory retrieval in sequential diagnostic reasoning. 

Proceedings of the 9th International Conference on Cognitive 

Modeling.

Bradley, R. A. (1984). Paired comparisons: some basic procedures and 

examples. In P. R. Krishnaiah & P. K. Sen (Eds.), Handbook of 

Statistics (Vol. 4, pp. 299–326). Elsevier B.V.

Brandt, S. A., & Stark, L. W. (1997). Spontaneous eye movements dur-

ing visual imagery reflect the content of the visual scene. Journal 

of Cognitive Neuroscience, 9(1), 27–38.

Deubel, H., & Schneider, W. X. (1996). Saccade target selection and 

object recognition: evidence for a common attentional mechanism. 

Vision Research, 36(12), 1827–1837.

Ferreira, F., Apel, J., & Henderson, J. M. (2008). Taking a new look 

at looking at nothing. Trends in Cognitive Sciences, 12(11), 405–

410. https ://doi.org/10.1016/j.tics.2008.07.007.

Godijn, R., & Theeuwes, J. (2012). Overt is no better than covert when 

rehearsing visuo-spatial information in working memory. Mem-

ory and Cognition, 40(1), 52–61. https ://doi.org/10.3758/s1342 

1-011-0132-x.

Gray, W. D., & Boehm-Davis, D. A. (2000). Milliseconds matter: 

an introduction to microstrategies and to their use in describ-

ing and predicting interactive behavior. Journal of Experi-

mental Psychology: Applied, 6(4), 322–335. https ://doi.

org/10.1037/1076-898X.6.4.322.

Gray, W. D., & Fu, W. T. (2001). Ignoring perfect knowledge in-

the-world for imperfect knowledge in-the-head: implications of 

rational analysis for interface design. Conference on Human Fac-

tors in Computing Systems—Proceedings, 3(1), 112–119.

Griffin, I. C., & Nobre, A. C. (2003). Orienting attention to locations in 

mental representations. Journal of Cognitive Neuroscience, 15(8), 

1176–1194. https ://doi.org/10.3758/s1341 4-011-0218-3.

Hannula, D. E., Althoff, R. R., Warren, D. E., Riggs, L., Cohen, N. J., 

& Ryan, J. D. (2010). Worth a glance: Using eye movements to 

investigate the cognitive neuroscience of memory. Frontiers in 

Human Neuroscience, 4(October), 1–16. https ://doi.org/10.3389/

fnhum .2010.00166 .

Hayhoe, M. M., Bensinger, D. G., & Ballard, D. H. (1998). Task con-

straints in visual working memory. Vision Research, 38(1), 125–

137. https ://doi.org/10.1016/S0042 -6989(97)00116 -8.

Hollingworth, A. (2005). The relationship between online visual rep-

resentation of a scene and long-term scene memory. Journal of 

http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1017/CBO9781107415324.004
https://doi.org/10.1017/CBO9781107415324.004
https://doi.org/10.3758/BF03195270
https://doi.org/10.3758/BF03195270
https://doi.org/10.1111/j.0956-7976.2004.00656.x
https://doi.org/10.1111/j.0956-7976.2004.00656.x
https://doi.org/10.1037/0894-4105.8.4.485
https://doi.org/10.1037/0894-4105.8.4.485
https://doi.org/10.1080/13506280902978477
https://doi.org/10.1080/13506280902978477
http://www.ncbi.nlm.nih.gov/pubmed/10097009
http://www.ncbi.nlm.nih.gov/pubmed/10097009
http://csjarchive.cogsci.rpi.edu/proceedings/2007/docs/p803.pdf
http://csjarchive.cogsci.rpi.edu/proceedings/2007/docs/p803.pdf
https://doi.org/10.1111/j.1467-9280.2009.02445.x
https://doi.org/10.1016/j.tics.2008.07.007
https://doi.org/10.3758/s13421-011-0132-x
https://doi.org/10.3758/s13421-011-0132-x
https://doi.org/10.1037/1076-898X.6.4.322
https://doi.org/10.1037/1076-898X.6.4.322
https://doi.org/10.3758/s13414-011-0218-3
https://doi.org/10.3389/fnhum.2010.00166
https://doi.org/10.3389/fnhum.2010.00166
https://doi.org/10.1016/S0042-6989(97)00116-8


3132 Psychological Research (2021) 85:3119–3133

1 3

Experimental Psychology: Learning, Memory, and Cognition, 

31(3), 396–411. https ://doi.org/10.1037/0278-7393.31.3.396.

Hollingworth, A. (2006). Scene and position specificity in visual 

memory for objects. Journal of Experimental Psychology: 

Learning, Memory, and Cognition, 32(1), 58–69. https ://doi.

org/10.1037/0278-7393.32.1.58.

Holmqvist, K., Nyström, M., Andersson, R., Dewhurst, R., Jarodzka, 

H., & Van de Weijer, J. (2011). Eye Tracking: A Comprehensive 

Guide to Methods and Measures. Oxford University Press.

Huettig, F., Olivers, C. N. L., & Hartsuiker, R. J. (2010). Looking, 

language, and memory: Bridging research from the visual world 

and visual search paradigms. Acta Psychologica, 137(2), 138–150. 

https ://doi.org/10.1016/j.actps y.2010.07.013.

Jahn, G., & Braatz, J. (2014). Memory indexing of sequential symp-

tom processing in diagnostic reasoning. Cognitive Psychology, 

68, 59–97. https ://doi.org/10.1016/j.cogps ych.2013.11.002.

Johansson, R., & Johansson, M. (2014). Look here, eye movements 

play a functional role in memory retrieval. Psychological Sci-

ence, 25(1), 236–242.

Johansson, R., & Johansson, M. (2020). Gaze position regulates 

memory accessibility during competitive memory retrieval. 

Cognition, 197, 104169. https ://doi.org/10.1016/j.cogni 

tion.2019.10416 9.

Johnson, T. R., & Krems, J. F. (2001). Use of current explanations of 

multicausal abductive reasoning. Cognitive Science, 25, 903–939. 

https ://doi.org/10.1016/S0364 -0213(01)00059 -3.

Johnson-Laird, P. N., Byrne, R. M. J., & Schaeken, W. (1992). Proposi-

tional reasoning by model. Psychological Review, 99(3), 418–439. 

https ://doi.org/10.1037/0033-295X.99.3.418.

Josephson, J. R., & Josephson, S. G. (1996). Abductive Inference. Cam-

bridge: Cambridge University Press.

Klahr, D., & Dunbar, K. N. (1988). Dual space search during scientific 

reasoning. Cognitive Science, 12, 1–48.

Klichowicz, A., Strehlau, S., Baumann, M. R. K., Krems, J. F., & Ros-

ner, A. (2020). Tracing current explanations in memory: A process 

analysis based on eye-tracking. Quarterly Journal of Experimental 

Psychology, 73(10), 1703–1717. https ://doi.org/10.1177/17470 

21820 92250 9.

Kumcu, A., & Thompson, R. L. (2016). Spatial Interference and Indi-

vidual Differences in Looking at Nothing for Verbal Memory. 

Proceedings of the 38th Annual Conference of the Cognitive Sci-

ence Society (pp. 2387–2392).

Kumcu, A., & Thompson, R. L. (2018). Less imageable words lead 

to more looks to blank locations during memory retrieval. Psy-

chological Research Psychologische Forschung, 84(3), 667–684. 

https ://doi.org/10.1007/s0042 6-018-1084-6.

Laeng, B., & Teodorescu, D.-S. (2002). Eye scanpaths during visual 

imagery reenact those of perception of the same visual scene. 

A Multidisciplinary Journal, 26(2), 207–231. https ://doi.

org/10.1207/s1551 6709c og260 2.

Laeng, B., Bloem, I. M., D’Ascenzo, S., & Tommasi, L. (2014). Scru-

tinizing visual images: The role of gaze in mental imagery and 

memory. Cognition, 131, 263–283. https ://doi.org/10.1016/j.cogni 

tion.2014.01.003.

Lombrozo, T. (2006). The structure and function of explanations. 

Trends in Cognitive Sciences, 10(10), 464–470. https ://doi.

org/10.1016/j.tics.2006.08.004.

Meder, B., & Mayrhofer, R. (2017). Diagnostic causal reasoning with 

verbal information. Cognitive Psychology, 96, 54–84. https ://doi.

org/10.1016/j.cogps ych.2017.05.002.

Mehlhorn, K., Taatgen, N. A., Lebiere, C., & Krems, J. F. (2011). 

Memory activation and the availability of explanations in sequen-

tial diagnostic reasoning. Journal of Experimental Psychology: 

Learning, Memory, and Cognition, 37(6), 1391–1411. https ://doi.

org/10.1037/a0023 920.

Murphy, G. L., & Allopenna, P. D. (1994). The locus of knowledge 

effects in concept learning. Journal of Experimental Psychology: 

Learning, Memory, and Cognition, 20(4), 904–919. https ://doi.

org/10.1037/0278-7393.20.4.904.

Murphy, G. L., & Medin, D. L. (1985). The role of theories in concep-

tual coherence. Psychological Review, 92(3), 289–316.

O’Regan, J. K. (1992). Solving the “real” mysteries of visual percep-

tion: the world as an outside memory. Canadian Journal of Psy-

chology, 46(3), 461–488.

O’Regan, J. K., & Levy-Schoen, A. (1983). Integrating visual informa-

tion from successive fixations: dies trans-saccadic fusion exist? 

Vision Research, 23(8), 765–768.

Patalano, A. L., Chin-Parker, S., & Ross, B. H. (2006). The importance 

of being coherent: Category coherence, cross-classification, and 

reasoning. Journal of Memory and Language, 54, 407–424. https 

://doi.org/10.1016/j.jml.2005.10.005.

Pearson, D. G., Logie, R. H., & Gilhooly, K. J. (1999). Verbal rep-

resentations and spatial manipulation during mental synthesis. 

European Journal of Cognitive Psychology, 11(3), 295–314. https 

://doi.org/10.1080/71375 2317.

Peirce, C. S. (1931). Collected papers of Charles Sanders Peirce. Cam-

bridge: Havard University Press.

Peng, Y., & Reggia, J. A. (1990). Abductive inference models for diag-

nostic problem solving. Berlin: Springer-Verlag.

Posner, M. I. (1994). Attention: The mechanisms of consciousness. 

Proceedings of the National Academy of Sciences of the United 

States of America, 91(16), 7398–7403. https ://doi.org/10.1073/

pnas.91.16.7398.

Pylyshyn, Z. W. (2001). Visual indexes, preconceptual objects, 

and situated vision. Cognition, 80(1–2), 127–158. https ://doi.

org/10.1016/S0010 -0277(00)00156 -6.

Raftery, A. E. (1995). Bayesian model selection in social research. 

Sociological Methodology, 25, 111–163.

Rebitschek, F. G., Krems, J. F., & Jahn, G. (2016). The diversity effect 

in diagnostic reasoning. Memory and Cognition, 44(5), 789–805. 

https ://doi.org/10.3758/s1342 1-016-0592-0.

Renkewitz, F., & Jahn, G. (2012). Memory indexing: a novel method 

for tracing memory processes in complex cognitive tasks. Journal 

of Experimental Psychology: Learning Memory and Cognition, 

38(6), 1622–1639. https ://doi.org/10.1037/a0028 073.

Richardson, D. C., & Kirkham, N. Z. (2004). Multimodal events 

and moving locations: eye movements of adults and 6-month-

olds reveal dynamic spatial indexing. Journal of Experi-

mental Psychology: General, 133(1), 46–62. https ://doi.

org/10.1037/0096-3445.133.1.46.

Richardson, D. C., Altmann, G. T. M., Spivey, M. J., & Hoover, M. A. 

(2009). Much ado about eye movements to nothing: a response 

to Ferreira et al.: taking a new look at looking at nothing. Trends 

in Cognitive Sciences, 13(6), 235–236. https ://doi.org/10.1016/j.

tics.2009.02.006.

Rieskamp, J., & Otto, P. E. (2006). SSL: A theory of how people learn 

to select strategies. Journal of Experimental Psychology: General, 

135(2), 207–236. https ://doi.org/10.1037/0096-3445.135.2.207.

Scholz, A., Mehlhorn, K., Bocklisch, F., & Krems, J. F. (2011). Look-

ing at Nothing Diminishes with Practice. In L. Carlso, C. Hoels-

cher, & T. F. Shipley (Eds.), Proceedings of the 33rd Annual 

Conference of the Cognitive Science Society (pp. 1070–1075). 

Cognitive Science Society.

Scholz, A., Klichowicz, A., & Krems, J. F. (2018). Covert shifts of 

attention can account for the functional role of “eye movements 

to nothing.” Memory and Cognition, 46, 230–243. https ://doi.

org/10.3758/s1342 1-017-0760-x.

Scholz, A., Mehlhorn, K., & Krems, J. F. (2016). Listen up, eye move-

ments play a role in verbal memory retrieval. Psychological 

Research Psychologische Forschung, 80(1), 149–158. https ://doi.

org/10.1007/s0042 6-014-0639-4.

https://doi.org/10.1037/0278-7393.31.3.396
https://doi.org/10.1037/0278-7393.32.1.58
https://doi.org/10.1037/0278-7393.32.1.58
https://doi.org/10.1016/j.actpsy.2010.07.013
https://doi.org/10.1016/j.cogpsych.2013.11.002
https://doi.org/10.1016/j.cognition.2019.104169
https://doi.org/10.1016/j.cognition.2019.104169
https://doi.org/10.1016/S0364-0213(01)00059-3
https://doi.org/10.1037/0033-295X.99.3.418
https://doi.org/10.1177/1747021820922509
https://doi.org/10.1177/1747021820922509
https://doi.org/10.1007/s00426-018-1084-6
https://doi.org/10.1207/s15516709cog2602
https://doi.org/10.1207/s15516709cog2602
https://doi.org/10.1016/j.cognition.2014.01.003
https://doi.org/10.1016/j.cognition.2014.01.003
https://doi.org/10.1016/j.tics.2006.08.004
https://doi.org/10.1016/j.tics.2006.08.004
https://doi.org/10.1016/j.cogpsych.2017.05.002
https://doi.org/10.1016/j.cogpsych.2017.05.002
https://doi.org/10.1037/a0023920
https://doi.org/10.1037/a0023920
https://doi.org/10.1037/0278-7393.20.4.904
https://doi.org/10.1037/0278-7393.20.4.904
https://doi.org/10.1016/j.jml.2005.10.005
https://doi.org/10.1016/j.jml.2005.10.005
https://doi.org/10.1080/713752317
https://doi.org/10.1080/713752317
https://doi.org/10.1073/pnas.91.16.7398
https://doi.org/10.1073/pnas.91.16.7398
https://doi.org/10.1016/S0010-0277(00)00156-6
https://doi.org/10.1016/S0010-0277(00)00156-6
https://doi.org/10.3758/s13421-016-0592-0
https://doi.org/10.1037/a0028073
https://doi.org/10.1037/0096-3445.133.1.46
https://doi.org/10.1037/0096-3445.133.1.46
https://doi.org/10.1016/j.tics.2009.02.006
https://doi.org/10.1016/j.tics.2009.02.006
https://doi.org/10.1037/0096-3445.135.2.207
https://doi.org/10.3758/s13421-017-0760-x
https://doi.org/10.3758/s13421-017-0760-x
https://doi.org/10.1007/s00426-014-0639-4
https://doi.org/10.1007/s00426-014-0639-4


3133Psychological Research (2021) 85:3119–3133 

1 3

Spivey, M. J., & Dale, R. (2011). Eye movements both reveal and 

influence problem solving. In S. P. Liversedge, I. Gilchrist, & 

S. Everling (Eds.), The Oxford handbook of eye movements (pp. 

551–562). Oxford: Oxford University Press.

Spivey, M. J., & Geng, J. J. (2001). Oculomotor mechanisms activated 

by imagery and memory: Eye movements to absent objects. Psy-

chological Research Psychologische Forschung, 65, 235–241. 

https ://doi.org/10.1007/s0042 60100 059.

Theeuwes, J., Belopolsky, A., & Olivers, C. N. (2009). Interac-

tions between working memory, attention and eye movements. 

Acta Psychologica, 132(1873–6297), 106–114. https ://doi.

org/10.1016/j.actps y.2009.01.005.

Theeuwes, J., Kramer, A. F., & Irwin, D. E. (2011). Attention on our 

mind: The role of spatial attention in visual working memory. 

Acta Psychologica, 137(2), 248–251. https ://doi.org/10.1016/j.

actps y.2010.06.011.

Thomas, R. P., Dougherty, M. R., Sprenger, A. M., & Harbison, J. 

I. (2008). Diagnostic hypothesis generation and human judg-

ment. Psychological Review, 115(1), 155–185. https ://doi.

org/10.1037/0033-295X.115.1.155.

Turner, H., & Firth, D. (2012). Bradley-Terry Models in R: The Brad-

leyTerry2 Package. Journal of Statistical Software. https ://doi.

org/10.18637 /jss.v048.i09.

Williams, J. J., & Lombrozo, T. (2010). The role of explanation in 

discovery and generalization: Evidence from category learn-

ing. Cognitive Science, 34(5), 776–806. https ://doi.org/10.111

1/j.1551-6709.2010.01113 .x.

Wynn, J. S., Shen, K., & Ryan, J. D. (2019). Eye movements actively 

reinstate spatiotemporal mnemonic content. Vision, 3(2), 21. https 

://doi.org/10.3390/visio n3020 021.

Publisher’s Note Springer Nature remains neutral with regard to 

jurisdictional claims in published maps and institutional affiliations.

https://doi.org/10.1007/s004260100059
https://doi.org/10.1016/j.actpsy.2009.01.005
https://doi.org/10.1016/j.actpsy.2009.01.005
https://doi.org/10.1016/j.actpsy.2010.06.011
https://doi.org/10.1016/j.actpsy.2010.06.011
https://doi.org/10.1037/0033-295X.115.1.155
https://doi.org/10.1037/0033-295X.115.1.155
https://doi.org/10.18637/jss.v048.i09
https://doi.org/10.18637/jss.v048.i09
https://doi.org/10.1111/j.1551-6709.2010.01113.x
https://doi.org/10.1111/j.1551-6709.2010.01113.x
https://doi.org/10.3390/vision3020021
https://doi.org/10.3390/vision3020021

	Information stored in memory affects abductive reasoning
	Abstract
	Introduction
	The reasoning process
	Visual attention
	Research objectives
	This study
	Using eye movements as a method to assess memory retrieval
	Hypothesis 1: differences experienced in task difficulty
	Hypothesis 2: elements of the situation model
	Hypotheses 3: integrative solutions

	Method
	Participants
	Apparatus
	The black box task
	Procedure
	Pairwise comparisons

	Results
	Performance
	Gaze analysis
	Hypothesis 1: differences experienced in task difficulty
	Hypothesis 2: elements of the situation model
	Hypothesis 3: integrative solutions

	Discussion
	Differences experienced in task difficulty
	Elements of the situation model
	Integrative solutions

	Summary
	Acknowledgements 
	References


