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Information-Theoretic Considerations for Symmetric,
Cellular, Multiple-Access Fading Channels—Part |

Shlomo Shamai (Shitzxellow, IEEE and Aaron D. WynerFellow, IEEE

Abstract—A simple idealized linear (and planar) uplink cellular ~ and planar configurations. The effect of random number of users
multiple-access communication model, where only adjacent cell per cell is investigated and it is demonstrated that randomization
interference is present and all signals may experience fading, is beneficial. Certain aspects of diversity as well as some features
is considered. Shannon theoretic arguments are invoked to gain of TDMA and orthogonal code-division multiple-access (CDMA)
insight into the implications on performance of the main system techniques in the presence of fading are studied in an isolated
parameters and multiple-access techniques. cell scenario.

In Part |, we specialize to the linear model and address
the case of practical importance where the cell-site receiver
processes only the signals received at this cell site, and where th
actively interfering users assigned to other cells (but not those
within the cell) are interpreted as Gaussian noise (worst case
assumption). We assume that the cell-site receiver is aware of
the instantaneous signal-to-noise ratios for all users assigned to I. INTRODUCTION
that cell while the users’ transmitters do not have access to this . . . .
side information. We first investigate several different scenarios ITH _the_ increased Intergst in cellular wireless com-
and focus on the effect of fading and intercell interference and munication systems as is reflected by the extensive
then provide a general formulation for an achievable rate region literature in the area and the emerging standards for practical

(inner-bound) of which all the different scenarios are special systems ([1]-[10] and references therein), intensive efforts
cases. The features of TDMA and wideband (WB) intracell 5o jnyvested to assess the theoretical and ultimate limitations

multiple-access techniques are examined as well as the role f th T ds thi d inf . h .
of (optimized) fractional intercell time-sharing (ICTS) protocol. of these systems. Towards this end, information-theoretic

With no fading, orthogonality within the cell is optimal (not arguments have been recently employed to gain insight into the
unique, however) with or without intercell interference. When implications on performance of the main system parameters
fading is present and intercell interference is not dominant, WB  and protocols, resorting to relatively simple models which lend
intracell access is found advantageous due to an inherent fading themselves to analytical investigation. Most of the models

averaging effect. This conclusion may reverse when intercell . . .
interference takes place and exceeds a given threshold; and@n@lyzed are basically single-user models, that is, the other

then intracell orthogonal signaling (TDMA) is preferable. With  interfering users in nonorthogonal accessing protocols are
intercell interference present, it is demonstrated that fractional interpreted as an additive noise (usually Gaussian) component
ICTS may prove beneficial as compared to full exploitation of ([11]-[18] and references therein). The capacity of a single-
time (no sharing) at each cell, where the latter is known to be user fading channel has also been extensively studied [4
optimal under no fading conditions and an ultimate receiver . ’
which optimally processes all the information received at all cell and referenpes therein], [19]_[261' Recgntly, more elaborate
sites. models which address the basic multiuser features of the
In Part Il, the model is extended to account for cell-site system were introduced and analyzed [27]-[50]. In some of
receivers that may process also the received signal at an ad-the above mentioned multiple-access analyses [27], [29]-[31],
jacent cell site, compromising thus between the advantage of the channel was treated as known and no time-varying fading

incorporating additional information from other cell sites on . S
one hand and the associated excess processing complexity off€nomena was addressed; while in others [18], [32]-[48], the

the other. Various settings which include fading, TDMA, WB, time-varying nature (fading) of the channel was accounted for.
and (optimized) fractional ICTS protocols are investigated and Shannon theoretic analyses which are mainly relevant to code-
compared. In this case and for the WB approach and large division multiple-access (CDMA) systems using single and/or
number of users per cell it is found, surprisingly, that fading may ) 1tiaccess communication models with or without fading
enhance performance in terms of Shannon theoretic achievable ¢ | Ild ted 431, [501-I701. Most of th
rates. The linear model is extended to account for general linear presgn are asolwe oqumen e [_ 1, [50]-{70]. Most of the
multiple-access information-theoretic models [28], [36]-[43]
_ _ _ __are basically adapted for an isolated cell multiaccess system
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for a tutorial review. See [74]-[76] for information-theoretic It is further assumed that the instantaneous signal-to-noise
considerations combined with multiuser detectors and [7idtio (SNR) value for each relevant user is available to the
for single-user-based variants, and other linear-transformatioaeeiver but not the transmitter, in contrast to cases where the
based processing techniques. transmitter is also aware of the fading state via a feedback

The efficiency of channel-accessing protocols using athannel [38]—[42], [44].
ementary Shannon theoretic arguments and treating activén this two-part paper, we investigate several different
interfering intra- and intercell signals as noise is discussedenarios and focus on the effect of fading and intercell
in [13], [17], [61], and [78]-[80]. Cases where the channehterference. In Part I, the features of TDMA and wide-band
is available to the receiver and transmitter and aggregate rg@4), code-division multiple access (CDMA)-like, techniques
are of interest are discussed in [32], [36], [38]—-[42], [44], [81]are examined as well as intercell time-division protocols as
and [82]. The capacity in terms of number of active users ppartial time-sharing (or frequency-band) reuse. With no fading,
cell (or in properly normalized units of erlangs) or informatiorintracell orthogonality is optimal (not unique, however) with
rates (with a certain level of reliability) per second per cell par without intercell interference. When fading is present and
hertz and the relative efficiency of various accessing protocaobe intercell interference is negligible, WB intracell approaches
is the subject of numerous papers. See, for example, [83]-[9%ie found advantageous, in agreement with the results reported

A simple model for cellular communication which accountsecently in [28] and [43]. This conclusion may reverse when
for the intercell interference was introduced in [27] (semtercell interference takes place and exceeds a given threshold
also [29]). The model in [27] assumes either a planar (twand then intracell orthogonal TDMA is preferable. This is also
dimensional) or linear (single-dimensional) cellular array corthe case when fading is assumed to affect only the transmitters
figuration where intercell interferences emerges from adjacentother cells, which models an idealized situation with perfect
cells only and characterized by a single paramétsra < 1. genie-aided unpenalized instantaneous power control within
The problem is treated within the multiple-access channeate cell. With intercell interference present, it is demon-
information-theoretic framework [95] where a super-receivatrated that intercell partial (or full) time-division (and/or
is assumed which has a delayless access to the informati@md-division) protocols may prove beneficial as compared
received at all the cell sites. It is concluded [27] that under this full exploitation of time/bandwidth resources at each cell.
model, the achievable rate per user (assuming all users opefidte latter is optimal for the setting considered in [27] (no
at the same rate) increases or decrease avifissumingy <« fading and an ultimate receiver which optimally processes the
1) depending on the value of the signal-to-noise ratio. Furtheignals required at all cell sites). A general formulation of
it is determined that under average power constraints, timem achievable rate region (inner bound) is given for which
division multiple access (TDMA) within the cell (intracell)the above mentioned specific scenarios are special cases.
achieves optimal performance while any intercell time divisiohhe inherent information-theoretic significance of intercell
(or time sharing) degrades performance. In [28], in contragtiotocols in the current model emerges in a natural way from
it was determined that intracell TDMA is suboptimal whenhe general formulation. In Part 1l, the model is extended
multipath fading is introduced under the assumption of rto account for two cell-site processing, that is, the cell-site
intercell interferencer = 0, i.e., an isolated cell scenario. Simreceiver processes the received signal from an adjacent cell in
ilar conclusions hold for frequency-division multiple accesaddition to its own received signal, and in this context various
(FDMA) [43]. settings which include fading, intracell TDMA, as well as WB

Here, we also focus on the uplink and introduce a simplsignaling and intercell time-sharing protocols are examined.
discrete-time, synchronous, idealized symmetric linear (dhis model compromises between the information-theoretic
planar) model for the cellular system which is similar to thadvantages of incorporating additional information from other
in [27]. We first specialize to the case of practical importanall sites on one hand and the associated excess processing
where the receiver at the cell site processes only the signamplexity on the other. Certain aspects of diversity as well
received at this cell site (no intercell site cooperation) arab different features of intracell orthogonal access techniques
it is ignorant of the codebooks employed by users of oth6FDMA versus CDMA) in a fading environment are discussed.
cells. The general problem falls within the class of multiplevarious aspects of random number of users and limiting
access (the users within the cell) and interference (the userd@havior of the information rates are also addressed. For
other cells which transmit information to their own cell sites$implicity and brevity reasons, the results are presented for
Gaussian channel, the ultimate capacity region of which isaaflat-fading model but most of the results extend to multiray
long-standing open problem [95], [96]. selective fading [4], [28], in a straightforward manner.

The actively interfering users assigned to other cells (butin the next section, the idealized, simple, linear, cellular,
not those within the cell) are interpreted as Gaussian noifse&led communication model and the underlying assumptions
which can be viewed as a worst case assumption, andare introduced and the corresponding results are presented
in particular realistic when the codebooks of the interferinig Section Ill. The extensions to two-cell-site processing
(adjacent-cell) users are not available at the cell-site receiverceivers and the two-antenna diversity systems are treated
The Gaussian approximation is also motivated by receintPart Il, Section I. Part Il, Section Il, addresses the planar
results on Euclidean-distance mismatched decoding in tbell configuration (and generalizations) and the discussion and
multiple-access Gaussian channel under the random-codsugnmary in Part Il, Section I, concludes this two-part paper.
(with Gaussian input distribution) regime [97], [98]. Technical details and proofs are placed in appendices.
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Il. SYSTEM MODEL formation rate? nats per channel use (unless otherwise stated).

Consider a simple, idealized, discrete-time, synchronoﬁg?e time-discrete model in (2.1) pre-assumes a symbol- and
infinite linear cellular, uplink communication model. Thd'@me-synchronous system [100], [101] though, as will become
model is basically similar to that considered in [27] where it i§/€a" in the following, the frame-synchronous assumption

assumed that the received signal at each cell site is interfef@f Pe relaxed in certain cases when time sharing is not
by the active users of the adjacent cells only. kgt stand employed. Both these assumptions are obviously idealized

for the received sample at ceh and discrete timg which and are invoked for the sake of simplicity and tractability.
is given by The received signaly?) at cell sitem is accompanied by

x x a white Gaussian noise which is represented by the zero-
Y = Z a4 Z m m mean, independe_nt ano_l identically distributed (i.i.d.) Gaussian
T SFACY) i SFACE sequence(n}'} with varianceE((n}")?) = o°.
o - The intercell interference is modeled by a single parameter
> 0 which represents the attenuation of the adjacent cell
+a cm/'xm/—'l—l 4, 21 Oé = : |
;_:1 GIT J 2.1) signals(m — 1, m + 1) when received at cell siter. For the
- H HPe] m m 7
sake of simplicity, we assume that;"; } and{ay"; }, {b;";}
and{c;";} are real-valued signals. The extension to complex
roper processes [102] is straightforward and involves only
er and rate rescaling by a factor &f

Here z7"; represents thgth-channel symbol of théth user
in the mth cell. The nonnegative coefficient§”;, b;";, and
i’ denote a possible fading processes experienced by

‘th user at timej and cellm, where o7, stand for the * oy primary assumptions in Sections Iil is that the cell
fading for the users of celin while b;, ¢;'; the fading of gjte pases the detection of all thé users that belong to
users in the adjacent ceftn — 1) and (m + 1), respectively, ig cell only on the information received at that cell site.
which affect cellm. It is assumed, unl_ess otherv_ws_e _stateq-,his is markedly different from the assumption made in [27],
that {a7";}, {b{";}, and {¢{";}, when viewed as individual \yhere an ultimate receiver which observes the information
random processes in the time indgx are all statistically eceived at all cell sites was used. Further, we assume that
independent of each other, identically distributed (having thge cejl-site receiver is ignorant about the codebooks used by
same probability law), and strictly stationary and ergodigne ysers assigned to other cells. In Part Il, these assumptions

Unless otherwise stated, all the fading random variables afg somewnhat relaxed and the cell-site receiver is allowed to
normalized to unit power process the received signals of two adjacent cells, where for

E(azlj)Q =E( le)Q = E(CZ’j)Q =1 this case it is assumed that the receiver is equipped with the

) , .codebooks of all the usergK of them) who are assigned to
where £/ designates the expectation operator. The nonfadifigbse two relevant cells.

case is treated as a special case where all the variances of thg,q cell-site receiver (say at cell) is assumed to be aware

corresponding fading random variables are set to zero. Theihe instantaneous signal-to-noise ratio of each user, that is,
inputs (codewords) of each user are assumed to be subjected

to an average-power constraift[99, ch. 7], that is, A . 5o .
SNR; =SNR (7;)%/4 1+a® SNR Z [0 )4 )?]

1 & —
N BURNSRt=La K@) . @3
=

where N stands here for the codeword length and the ewhere SNRZ P/a?, but the transmitter is aware only of
pectation is taken over the respective codebooks selectedtly statistical features of the fading parameters as no reliable
all the different users. Equation (2.1) implies perfect powdeedback (with a small enough delay) from the receiver to the
control within the cell when no fading is presentj{; = transmitter is assumed to be available.

¢ = ¢y = 1, ie, all intracell signals are received at We focus mainly on the case where all the users in the
the same power). The fading processes model then the timelular system operate exactly at the same average rafe of
varying changes which are not provided to the transmitteats per channel use.
due to the lack of an adequately fast reliable feedback link.In the following, unless otherwise stated, the signals of
Our discrete-time models follow directly from the ideallyadjacent-cell interfering userﬁrZ’jl}, {lefl} are chosen
bandlimited flat fading model [28], under the assumption dfom codebooks which are unknown at cell site and are
relatively negligible Doppler spread [36], which usually igreated as i.i.d. Gaussian noise samples. This is justified by
valid in cases of relatively slowly moving users and reasonal@ssuming that the codebooks of all users are chosen randomly,
system bandwidth [6]-[10]. Though the model considered governed by an underlying i.i.d. Gaussian distribution per
(2.1) is basically a single-ray model, the associated resuftgmbol [95], andndependentljor each message transmission.
can be extended to account for multipath fading as shorlly fact, the Gaussian assumption is a worst case and constitutes
discussed in Part Il of the paper. a saddle point as follows by a direct extension of the single-

It is assumed, as is also done in [27] and [28], that there arser case [103] (see Appendix | for short details).
exactly® K active users in each cell, signaling at the same in- The observation made in [97] and [98] indicates that for a

1in Part Il, Section IV, the effect of a random Poisson distributed nume’Onfaded channel, a receiver which uses a Gaussian based op-
of users in adjacent cells on the interference characteristics is examined. timal metric (Euclidean distance) cannot surpass the Gaussian
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capacity region in the case of an ergodic additive multiplg«,}/ ; and natural logarithms are used throughout. This result
access non-Gaussian channel when Gaussian distributed cisler special case of a general formulation to be presented in
words are selected. Recently [98], it has been also shote end of this section which is proved in Appendix |. See
that similar results hold in a fading environment when thalso [35]-[47] for a capacity-region derivation under fading
instantaneous signal-to-noise ratio is available at the receivenditions.
which in turn employs the optimally joint (for all users It should be emphasized that the rate (3.1) is not necessarily
assigned to the specific cell) weighted (according to thike highest rate possible even under generally the nonoptimum
instantaneous SNR values) Euclidean distance decoding(tdtbe shown) WB approach if the cell site is provided with the
is emphasized that the results of [97] and [98] apply to theformation of the adjacent-cell users’ codebooks. The general
mismatched Euclidean metric-based decoder while the saddiesblem is closely related to the determination of the capacity
point result assumes optimal maximum-likelihood decodinggion of a multiple-access and interference channel which in
of the non-Gaussian channel. For small intercell interferengeneral has not yet been solved [95], [96]. This point will be
(a — 0), the results in [104] support this assumption (evefurther demonstrated later in this section.
if the codebooks of the adjacent-cell users were available toNote that (3.1) implies, as mentioned also in Appendix I,
the cell-site receiver) and to some extent so do the importahat the receiver must be aware only of the instantaneous
observations on the output statistics induced by a singkEgnal-to-noise ratios of all users within the cell, SNR(2.3)
user capacity achieving codes [105]. Under these assumptiong, = 1, 2, ---, K and V j, but not of all the individual
no loss of generality is implied by considering = 0 fading values of the desired and interfering signéds ;},
and in short-hand notations where the irrelevant indexs {b,,;}, and{c, ,;}. This assumption is quite practical in cases
suppressed (andt1 is replaced by the respective signs) in  where the dynamics of the fading process (that is, the Doppler
(2.1), the relevant received signal is given by spread [106]) is much smaller than the bandwidth available
K K X which tra;slate}s ?l()—:-re}to thg {obsirvatiop (;ha(t:i th(laI inﬁeﬁlendent
L 0 - o+ ' processeqa; ;}, {be,;}, and {c., ;} are individually highly
vi= ;:1 Tt ;:1 bejoey+a ;:1 0T Cormelated forjeaclﬁ, vvjhen viewedjas processes in the discrete-
(2.4) time index j.
We turn now to examine a TDMA multiaccess protocol
In the next section, the information-theoretic implicationgyithin a cell (intracell) while no time division is exercised
under the current assumptions, of intracell multiaccess teetmong different cells (all cells use the full time resources).
niques (as WB and TDMA) and intercell fractional timeEvery user transmits with average pow€i at its assigned
division protocols, with and without fading are presented, arsdot (that occurs at rateé/ K of the channel signaling rate). It

formulated in a unified framework. follows straightforwardly (again, a special case of the general
formulation to be presented) that the achievable Fat@na
lll. ACHIEVABLE RATES: LINEAR-CELLULAR MODEL equals
In this section, we focus on the information-theoretic im- 1 a? SNRp
plications as predicted by the achievable rates of reliabld?rpMa = ﬁEa,b,c log {1+ 1+ a2 SNRp (b2 + ¢2)
communication of various intracell accessing protocols as (3.2)

WB and TDMA as well as fractional intercell time sharing
(division). The implications of fading and of the intercell in-

. ' Myhere SNR 2 K - SNR = K P/o?* is the total signal-to-
terference factow are also considered. We start by examining ..o atio of the system. The denominator in the argument
special cases and then provide a unified formulation. ,

of the logarithm reflects the fact that for each user there are

_ ) only two active interferers each located in a neighboring cell.

A. Wideband and TDMA Multiaccess Again, E, ; . stands for the expectation with respect to the
By wideband (WB) it is meant that each user in eacimdividual i.i.d. random variables, b, andc. We will consider

cell uses all the bandwidth/time/power resources available 3everal special cases and start with the simplest one.

him/her and transmits information continuously at the same

rate. The achievable ratBywp of each user within a cell in g, No Interferencéa = 0), No Fading

nats per channel use equals (ag,j = bej = cej = 1)

K As is well known [95] in this case, the WB and TDMA
SNRZ a? strategies yield the same optimal result
(=1

Eapclog | 1+ R

1+a%SNR > (b +¢})
(=1

1
Rws = 53¢

1
Rwp = Rrpma = K log (1 + SNRy). 3.3)

(3.1) The no-interference casgy = 0) leads to isolated cell
considerations and in this case the rate in (3.3) yields the
where E, 3 . Stands for the expectation with respect to theighest achievable rate as intercell sharing protocols and the
i.i.d. random vectorss = {a/}},, b = {b}/,, ande = interfering adjacent cell users are irrelevant here.
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C. No Interferencé« = 0), Fading Present where)(v) is Euler's psi function [107, Sec. 8.36] and for

In this case, the superiority of the WB approach over TDMAL integer

is demonstrated in the following inequality:

P(E+1)=-C+ i: (1/6)
{=1

K
1 1
RVVB = 2_K Ea IOg <1 + SNRT Z E CL?)
=1 where € = 0.577215 is the Euler constant [107, Sec. 9.73].

1 X1 ) Note that [107, Sec. 8.36.7, eq. (2)] fdf > 1, indeed
25K > % Falog(1+SNRyrai) = Rrova (34)  as expected (3.5), the asymptotic terms that (3.8) yields
=1 (1/2K) log (1 + SNRy) where the effect of the fading is
which follows by Jensens’ inequality. This interesting concliaveraged out and eventually disappears. For SNR 1,
sion has been pointed out in a continuous-time setting aitcdfollows by asymptotic results of the exponential integral
multipath fading environment in [28], and in the context ofunction that
FDMA in [43]. 1
An interesting observation for the WB strategy is that fora ~ frpma & 57
large number of userX > 1, the penalty incurred due to the

et 3K (log(1+ SNRy) — C). (3.9

fading process is negligible and Equation (3.9) indicates a penalty 6f1.78 dB in terms of
1 power efficiency which accounts in this caSNRr > 1) for
Rwe ~ —— log(1+ SNRy). (3.5) the fading process.
K>1 2K

We proceed to examine the more interesting case where
This follows from the proposition proved in Appendix Il whichintercell interferencey > 0 is present, and first investigate the
stems straightforwardly from the law of large numbers. case with no fading.
Consider now a special case were the random varighlgs

are i.i.d. Rayleigh and thus the random variable D. Intercell Interferencé« > 0), No Fading
K (ag,j =be,j =cej =1)
S=>"af By (3.1) and (3.2), it follows immediately that
=1

1 SNRr
is chi-square (Appendix I, (Alll.1)) distributed witlek  fws = Rrpma = K log <1+ m) (3.10)

degrees of freedom (Appendix Ill, (Alll.2), with2 = 1/2).

In this case which again demonstrates the equivalence of the WB and
1 00 TDMA intracell accessing strategies in this case. Indeed, under
Rrpma = K / ¢ ® log (14 SNRy - 5) ds these strategies our simple model is interference-limited and

0

1 ) for o SNRy > 1, that is, a large total normalized (to the
==K ¢SNRT) T B (—(SNRp) ™) (3.6) Gaussian noise varianeg®) interference power, the limiting
2 performance is governed by
where
Ei(z)= (/) dex 202
- (3.11)

is the exponential integral function [107, Sec. 8.21] (see also . ) ) ) )
[11] and references therein); while Itis in order to emphasize at this point that the results derived

o K1 under the assumption made here that other cell users act

Ry = 1 / s ¢=* log (1+SNR- s) ds like Gaussian interference and that perfect power control is
2K Jy TI(K) available, may change dramatically when the cell site has
_(=DF okt -1 W(SNR) SNR)-L knowledge of the codebooks used in the adjacent cells, or

T 2Kl ouk-1 {76 i(=n( )™ _ if power control is relaxed [46]. The achievable rate under
(g}) the Gaussian interference assumption (with either WB or

’ TDMA) and perfect power control is given in (3.10), which
is given in terms of the exponential integral function and itdemonstrates an interference-limited behavior in (3.11).

derivatives (which can be expressed explicitly [107]). The For comparison, if the intracell signals are also interpreted

1 1
/ac Rws = Rrpma ~ % IOg <]_ + —)7 20,2 SNRy > 1.

asymptotic behavior is determined by as Gaussian noise (i.e., single-user decoding (SUD) is done at
the cell site, as is usually done in practice [61]), the achievable
Rws rate for TDMA is unchanged (3.10), but for WB the achievable
SNR SNR— 0 rate is
2 )
~ Rwa(sup)

1
— log(1+ SNRy) + (#(K) —In K), SNR— SNR
2K =—log |1+
(3.8) 2 (K —1) SNR+ 202 SNRy + 1

). (3.12)
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Let K become large and then let SNR— oc. Then (3.12) interference region (1 — 20) Ny
becomes
1 1 =——— odd cells (1 — §)N,
Rwp(sup) = 53+ <—> (3.13) edt e r
2K \1+20? even cells (1 — )Ny
Thus Rwp(sup) too demonstrates an interference-limited be- Nr
havior. But this interference-limited behavior no longer occurs

When the Ce”_SI.te receiver knows the codebooks of the trarll‘.?_. 1. Intercell time-sharing (ICTS) protocal, < 6 < 1/2, intercell
mitters in the adjacent cells, and decodes these users too. Ugﬁgonm time-sharing parameter.

such an “adjacent-cell decoder” (ACD), we can achieve the

rate

(3.14a) with either WB or TDMA intracell strategy where neither
' the transmitter nor the receiver are making use of #he
priori agreed upon knowledge on the location of the interfered

Rwp(acp) = Rrpmaacpy = min (R, Rp)
where

Ry = % log (1 + SNRy 4 2 SNRy) (3.14b) fraction of the frame is
1
Ry = — log (1 +2a® SNRy). 3.14c
2= UK g ( ) ( ) u _1_910‘ - SNRy /(1= 6)
This rate is obtained by considering the cell and its two ICTSL= 9 % » SNRr(1 — 26)
. . . . 1420 ——————=
adjacent cells as a single multiple-access channel. Equation (1—6)2
(3.14b) represents the total rate of 8 users & within the (3.16)

cell and2K in the adjacent cells); and (3.14c) represents the

total rate for the two adjacent cells, when the signals from thge equation follows by noticing that whenever a transmitter

main cell are known [95]. is active (a fraction(1 — #) of the time) it uses average
Now it is easily verified that power of P/(1 — #) and the average interference power is

) (KP/(1-6))-((1-26)/(1-6)), where(1—26)/(1 - 6)
Rws > Rws(acp), SNRp < SNRy, - (3.152) is the fraction of time within the transmission in which active

Rwp < Rws(acp), ~ otherwise (3.15b) interference takes place. When the transmitters and receiver

where the threshold SNR is exploit the fact t_ha_t the_ fraction of time the_ interference

) . . occurrence isa priori available, but the transmitters do not

SNRy, = L+4a” — i‘é j V14 8a® (3.15¢) attempt to optimize their powers, the resultant rate is
(67
(Also, when SNR- = SNRyy,, thenR; = R,.) Thus we can
conclude that when the cell-site decoder knows the codebooks _1-20 |, SNRe/(1-6)
. . . ICTS2 g + 3

of the users in the adjacent channels, the system is not 2K 14 2a” SNRy
interference-limited. This result extends also to more compli- 1-6
cated linear and planar cellular models, as will be mentioned ] SNRy
in Part Il + K log <1—|— a _9)>. (3.17)

The fact that WB (or TDMA) predicted result (3.11), where
each cell utilizes the full time/bandwidth resources is ndthe equation readily follows by noticing that a fractibr- 26
optimal in general forae > 0, even under the assumptionof the time there is interference of powet?K P/(1 — 6)
that the cell-site decoder is unaware of the codebooks &g each transmitter employs powgY (1 — ) while for a
the adjacent-cell users for an unfaded or faded scenaffi@ction of 6, no interference is present at all and for another
is demonstrated by allowing for an intercell time-sharinfyaction ofé no transmission is attempted. See [79] for similar
(division) protocol. arguments termed there as adaptive TDMA. By the convexity

1) Intercell Time Sharing:Consider a fractional intercell of log(1 + «/z) as a function ofz > 0, it follows as
time-sharing (ICTS) protocol described in Fig. 1, where thexpected (as more information is incorporated in the receiver
transmission time is divided into frames dfx channel and transmitter) thakicrse > Ricrs:- The same rat&crse
symbols per frame and where the users in the even-numbeidilso achievable from (3.1). This is since the different
cells use the starting — 6 fraction of the frame (that is, interference levels can be viewed as a fading processes which
modulate the firs{1 — ) Nr symbols) while odd-numbered assumes only two values. Optimizing the transmitted power in
cell users employ the endingy — 6 fraction of the frame the interfered and uninterfered slots yields even a better result
(modulate the lasfl — #) Ny symbols) wherd) < 6 < 1/2is given here by
the intercell fractional time-sharing (division) parameter. The 1—-90 9
overlapped time fraction which is interfered is— 26 of the KRicrss = 5K log <1 + ) + K log (1 + pi2)
frame and forf = 0 no intercell time division is exercised (3.18)
while for ¢ = 1/2 full time division, which absolutely '
eliminates the interference, is employed. The transmission ratbere ;.; and 2 solve the equations as shown in (3.19a) at

_
1+2a?
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the bottom of this page, and To see that the benefits of intercell time shardwnot stem
2 SNRy for 9 =0 from the suboptimal detection in the WB case with no intercell
’ time sharing(# = 0) due to the Gaussian assumption invoked
pz = SNRy/(1-96), fora=0 . (3:190) {5 model the intercell interference, consider the case 1.
(SNRr — (1 —28)p11)/6 For this case, there is full symmetry (power-wise) between
The rates of interesRcrs,, Ricrse, Of Riorss should then the current cell users and the interfering signals. Thgrgfore,
be optimized overd < # < 1/2 to determine the best the achievable rat&c of the interference channel providing
intercell fractional time-sharing strategy. It is evident tha{pe_ ceII-sllte recelvc_ar with the codebooks of all the users in the
¢ increases with the increase of the normalized interferen@gighboring cells is
power o2 SNRy and there is a threshold beyond which 1 )
the optimal intercell cooperation strategy dictates full time e = 6K log (1 + 3SNRy). (3.23)

divi_sion (Sﬁ'aringf)’ that iSQF: 1/2, wh:chki)n our mgde_l imﬁlies This is since for a fully symmetric case the capacity of the
n;) |rr]1tegce_ mt_er ersnce. or _e;:amp e, y(;:eonm ering the Zerase rference channel equals that of the multiple-access channel
of the derivative offiicrsz With respect t [95], [96], which for the case at hand had users, K

0= JRicrs2 2loe (14 SNRp from the current cell and< from each neighboring cell). The
Y (1 —6) +2a2 SNRy superiority of the rates in (3.22) as compared to those in (3.23)
SNRy is readily verified.

+ log <1 + m) Note that though the rate (3.23) corresponds to the inter-
(1—26) SNRy ference channel, it is not the optimum that can be achieved

+ 5 5 (as already concluded by finding a higher rate (3.22)) and
(1 =0 +2a2 SNRy)(1 -6+ (202 +1) SNRy) that is since the WB and no intercell cooperation assumptions

+ 0 SNRy (3.20) Wwere imposed. It follows thus that WB and no ITS is not
(1-6)(1-6+SNRy) necessarily optimal when the system is considered as a whole,

it is concluded that the optimal fractional ICTS stratégy,) multiaccess/interference system. Had the capacity region of the
is either §,,c = 0 (N0 ICTS) or 6 = 1/2 (full ICTS) general system been known, its features would have revealed
according to also what is the optimum intercell sharing (division) protocol.
) 4 It is already demonstrated (at least for the case 1), that
6, = {0, SNRy < (1 —4a7)/(8a7) } (3.21) intercell cooperation is theoretically demanded. Note that in
' 1/2, otherwise this case,« = 1, with WB intracell channel accessing and
o intercell time sharindd = 0) each cell site can decode,
jith no loss of optimality, all the users within this cell and
%re two adjacent cells. However, with full ICT&= 1/2, the
cell-site receiver is not able to decode the users in the adjacent

= cells as on their assigned time slots the adjacent cells interfere
(()23 gBS) ;{] i;or_soNf@”Telr%ggng?ﬂzo (Sllﬁlgf fg?lvﬁggl?]% with each other while no active signals of the users within the

. cell are present. Thus far = 1, the maximum achievable
ICTS (6 = 0), fractional ICTS(0 < 6 < 1/2), and full ICTS . : - o ;
(6 = 1/2) are advantageous are readily found by the curv'ensformatlon rate iskt = (1/8K) lo_g(l +4 SNRT.)’ which
specified bydRicrss /98 — 0 for 6 — 0 and 8 = 1/2, and IS smaller than the actual transmitted rate as in (3.22) and,

are shown in Fig. 3 therefore, the adjacent-cell users cannot be reliably decoded
As is readily seen from the expressionsRifrs:, Ricrss, (and, of course, their decoding is not required at the cell site).

. : : k i At this point, it should be emphasized that for an ultimate
and Rycrss the fractional intercell time sharing eliminates the ” . . . ; ; .
: o . . : ceiver which processes the information received in all cell
interference-limited behavior of the system with no interce

time division with either WB or TDMA intracell accessing.sfItes as c_onsMered by [27.]‘ the optimal strategy is no intercell
time-sharing(# = 0), that is, in every cell the full resources

For example, full intercell cooperation, thatés= 1/2, results 2 T
P P / are used for the cell users, resulting in interference to other

In no intercell interference and in this case for any cells. Here, when decoding is based only on the information
received in the current cell, the conclusion is different and

1 the usefulness of ICTS has, under certain conditions, been

Ricrsy = Riors2 = Riorss = 1K log (1 +2SNRy). demonstrated. The significant role in an information-theoretic
(3.22) context played by the ICTS will further be highlighted when

The same conclusion follows for the ICTS1 strategy (3.1
When power is optimized, as is done in the ICTS3 strate
fractional ICTS0 < 6 < 1/2 may turn optimal as is
demonstrated in Fig. 2, wher& Ricrs3 IS shown versus

SNRr, for4 =0
SNRr /(1 - 6), for« =0

(14 40260 — ) + /(1 + 4020 — 6)2 + 8(SNRr)a26(2a2 + 1)
402202 4+ 1)6

11 (3.19a)
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Fig. 3. The region ofxry anda? for which full ICTS (¢ = 1/2), fractional
ICTS (0 < 8 < 1/2), and no ICTS(# = 0) are optimal for the ICTS3
(3.18), (3.19) strategy.

it emerges in a general formulation of an inner bound on the
achievable rate region taking the form of a statistical relation
of two auxiliary random variables.

We note here that because of the well-known duality be-
tween time and frequency, all of our TDMA results can be
interpreted in the obvious way to apply to FDMA. Indeed,
intercell time and frequency sharing is common in cellular
systems and mainly termed as the frequency (or time) reuse
factors [1]-[10]. Here we have demonstrated that from the
Shannon theoretic standpoint, a reuse factor less this
preferable in systems with high intercell interference, and
where the cell-site receiver cannot access the received signals
at other cell sites.

In Part 1l, where the channel model is extended to account
for interference from distant cells (and not only neighboring
adjacent cells) it is demonstrated, in the linear cellular model,
that ICTS plays a role even when interference emerges from all
cells (assuming a forth-power decay of the interference power
with the distance of the interfering cell).

E. Intercell Interferencéa > 0), Fading Signals

We proceed now to consider the effect of fading and start
by examining an idealized situation where fading affects only
the interfering signals.

1) Adjacent-Cell Faded Interfering Signalsthis scenario
where the desired signals are assumed not to fade while
the interfering signals do fade serves as a naive model of
ideal genie-aided power control where no power penalty
(unpenalized) is associated with the absolute neutralization
of fading? This naive model, which we do not claim to be
practical, demonstrates the interesting effect of the fading
on the different intracell accessing strategies on one hand

2The average power needed to overcome the fading is increased by a factor
of E(a=2) which may not be even bounded (as for the Rayleigh fading case).
Had the realizations of the fading values been revealed to the transmitter, the

best strategy under average power constraint is to use time “water-pouring”
that is distribute the power at the transmitter optimally according to the quality

Fig. 2. The total cell capacityk Rjc1s3 (nats/channel use) versus theof the actual channel [48]. In an isolated cell scenario, a TDMA-like strategy,
fractional intercell time-sharing parameferK 6 < 1/2 for « = 0.2 and (a) when only that user who enjoys the best channel is transmitting adapting its

SNRr = 10, (b) 70, and (c)100.

power accordingly, is shown to be optimal [32], [38].
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and facilitates to better understand the results for the mdinée proceed now to the case where both the desired signals of
interesting case treated in Section 1lI-E2, where all signaise cell users and the signals of the adjacent cell interfering
undergo fading. In this idealized case following (3.1) and (3.2)sers experience fading.

the achievable rates with WB and TDMA intracell accessing 2) Intercell Interferencéga > 0) and Fading: In this case,

strategies (with no ICTS) = 0) are given, respectively, by all signals undergo fading, and the achievable rates with WB
and TDMA intracell strategies and no ICT® = 0) are

Rws given by (3.1) and (3.2), respectively. In this case, the relation
betweenRwg and Rrpuma Can go either way, depending on
the actual parameters SNR«, and the pdf of the fading

= % Ey, . log |1+ SNET variablea. For Rayleigh fading{a,, b¢, ¢/}, the expectations
1+ a2 SNRy Z i(bQ + ) in (3.1) and (3.2) can be expressed in terms of single integrals
~K en by writing the relevant logarithms in (3.1) as the difference
(3.24) K K
Rrpma log <1 +a? SNR Z (b7 + c2) + SNR Z a?)
1 SNRr =1 (=1
=—F,_.log |1 . (3.25 !
oK T log < +1+a2 SNRT(b2+c2)> (3.25) K
_ _ . —log [ 14 SNR Z(bg—i—cg)
Using the convexity ofog (1 + cz~!) as a function of: > 0 o

(for any ¢ > 0) yields by Jensen'’s inequality

and recognizing in the first part of the expectation the random
Rrpma 2 Rws. (3.26)

variable
For Rayleigh fading, the random variable X X
Koo, a® SNR > (b7 +¢f)+SNR > af
Z (0 +ct) =1 =1

=1
is chi-square-distributed witdK degrees of freedom having
the probability density function (pdf) as in Appendix I, T ,
(AlIL.5) (where M = 2K ando? = 1/2) and the expectations parF of the .expectauo.n is done with respect to the random
in (3.24) and (3.25) are readily given as signal integraysgrflblgTS,\(lllg)A-?Egnsd;r;IelIér(pijurkgi{tswzer?A%: 2K(§;(;
expressed explicitly in terms of the exponential integral funés,— @ ' 9 PR IDMA (3.

i d its derivati imilar to (3.7)). F le. th where in Appendix IIlLK =1 and M = 2 are used).
lon an . its derivatives (similar to (3.7)). For example, We will focus on the case wherE > 1 for which Rwg
expression for

is the random variabléV in Appendix llI, (Alll.5), (where
M = 2K, 62 = SNR, ands} = «® SNR). The second

is given by
1 [ SNR;
Rrpma = o / ve™" log <1 + —) dy N
2K Jo L+a® SNRyv Rws = 57 log <1 + > 2RT ) (3.30)
_ 1 log (1 + SNRy) . 1+ SNRy K3 2K 14 202 SNRp
oK |[® o2 SNRy

in Appendix Il, averaging out thus the effect of fading. The

which again results by the law of large numbers, as detailed
. o((1+SNR7) /o SNR7) 2. <_w> g M g

a? SNRy rate Rrpuva (3.2) experiences no such averaging by the very
+ <1 — ;> nature of a TDMA protocol, and still when comparing the
a? SNRy rates Rws (3.1) and Rtpuma (3.2) the result can go either
. o(1/0?SNR) <_ 1 )} (327) depending on the system parameters. We demonstrate
‘N a2 SNRp ' this interesting relation in the special case of the interference-

results straightforwardly using integration in parts and resulligq_ited regime which results by letting the additive Gaussian

2 _ H _ 2 .
of [107, sec. 3.352 and 4.337]. Féf > 1, the asymptotic "°'S€ ?Owem TKO’ thf‘t is, SNR= P/o* — oc. For this
expressions are special case ank >

1 1 1 1
B~ — log — 2 B~ — log =
R“BK>>12K log <1+2a2>’ a>0 (3.28) Rwp 5K log <1+2a2>’ a>0, K>1, SNRr > 1

while (3.31)

Rrpma  ~ as follows from (3.30) with SNR — oo resembling the
SNRr>1 no-fading interference-limited case (3.11). In Appendix IV
1 1 2 (1 AIV.10) with M = 2 and s = o?), it is shown that for
= llog a4+ C—(1— = )M E (S >0, (AIV.10) with 2 =), .
2K{ og "+ < oﬂ)e 2 ) Rayleigh distributed i.i.d. fading random variablés, b, c),
(3.29) the interference-limitedSNR — oo) expression forRrpua
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is given by

RrpMma = K

1
Ea,b,c 108 <1 +

log o?

1 —
- 2K(1 - a?) < 1—a?

CL2
=)
- 1), a>0. (3.32)
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It follows that Rrpyma > Rws for o2 > 0.17712 while : \ _
Rwp > Ropuma for a2 < 0.17712. This indicates, as readily follow by the same arguments used in the nonfading
expected, that with fading and relatively strong intercell intef2S€. o )

ference, TDMA intracell accessing strategy is advantageous/Again, we specialize to the cagé>> 1 anda” SNR — oo.
while for low intercell interference, a WB approach whictH/se of the WB system alleviates the effect of the fading and

is capable of achieving an average effect on the fadiiflds the result

where the parametdr < § < 1/2 representing time sharing

is to be optimized. For the special case of no fading (that is,
ag=bp=c,=1,/4=1,2,---, K) with ICTS both (333)
and (3.34) coincide withRrcTs2 in (3.17). The expressions
for intercell time-sharing strategies that are associated with
ICTS1 (3.16) (no use either at the receiver or transmitter of the
available knowledge on interfered symbols) and ICTS3 (3.18)
(where the transmitter exercises optimal power distribution)

phenomenon is preferable. The later conclusion conforms with 1— 926 1
the results of [28] where an isolated cell scengrio= 0) was Rwecrsz) K1 2 log <1 - ﬁ)
examined. SNR>1

3) Intercell Time Sharing, Fading PresenfAs we have al-
ready concluded for the case of no fading, when intercell
interference is present, a fractional intercell time-sharing str
egy proves advantageous in certain range of parameters;{S
and «). Incorporating fractional ICTS in the presence o

o SNRy

or the TDMA intracell strategy with Rayleigh fading and the
sumption SNR > 1, by the results in (3.9) and (3.32), it
s concluded that

fading is straightforward and follows the arguments presented )
in Section 1ll-D1. Note, however, as opposed to the casg 1—26 <—10g a 1)

of no fading, the intracell WB and TDMA approaches are
not equivalent. For reasons of conciseness, we shall only
present the results for the case where the receiver exploits

DMA(TL ~
TOMAUICTS?) e oNRys1 2K(1—a2) \ 1—a?

0 ‘ SNRy

the knowledge available on the location of the interfered (3.36)
and uninterfered symbols but the transmitter does not adapt

its power to optimize performance (analogous to ICTS2 fRbviously, sincea® SNRy >> 1, the optimized strategy in
Section 11I-D1), rather, constant power is used. Also here 8th cases is full intercell time shariry,; = 1/2, and in

in Section 1I-D1,0 < # < 1/2 stands for the fractional this caseRwpacrs2) > Rrpmaacrsz) as is evident by com-
time-sharing parameter, wher@ = 0 corresponds to no paring the expressions (3.35) and (3.36). For nonasymptotic
sharing whilef = 1/2 corresponds to full sharing (division)cases (3.33), (3.34) with optimized intercell time sharing, the
which absolutely eliminates the intercell interference. Undégvantage of TDMA over the WB strategies for large intercell

an intracell WB strategy the rate is given by

1-26

Rwsacrs2) = Sk Ea b, c

-log | 14

0
+ﬁEa IOg <1+

1 K
SNRy/(1 - 6) 4= > a?
=1

1+

o’ SNRr 1 ¢

1-6 K

(=1

.
SNRy 1 o 2)

(OF +<f)

SNRr o2
(1-0) K &

(3.33)

while for a TDMA intracell protocol, the rate equals

1-—26
Rrpmaacrs2) = oK

-log

NG
2K

a,b,c
SNRr
a
1+ 4-9)
a®*SNRp .,
E, log <1+%a2> (3.34)

interference diminishes or absolutely disappears (as demon-
strated before for SNR > 1) as now there is yet another
mechanism (fractional intercell time sharing) to control the
intercell interference.

This observation demonstrates the theoretical importance
of intercell resource (time or bandwidth) sharing protocols
even for an intracell WB strategy in the presence of fading.
Combining thus the WB intracell channel access with a
intercell time-sharing protocol may provide improved rates
(in terms of Shannon theoretic predictions) in the presence of
fading and intercell interference, restoring thus the advantage
of WB strategies as was found in the presence of fading and
isolated cells (no intercell interference,= 0) [28].

F. General Formulation of an Achievable Rate Region

In the preceding subsections of this section, we have exam-
ined a variety of cases with different intracell access protocols
as WB and TDMA and fractional ICTS, in a faded and unfaded
environments.

In the following, a general formulation of an achievable
rate region (inner bound) is given encompassing all the cases
discussed previously as special cases. Here, we relax the
demand that all users signal at the same fatnd possess the
same normalized power SNR. Let thidn user (out of thek)
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in each cell signals at an average information fafeand uses  For the symmetric case in focus in this work, i.8, = R,
average powet?;, where the normalized signal-to-noise oBNR, = SNR,Z = 1, 2, ---, K it is straightforwardly verified
the /th user is SNR 2 Py/o%. The ratesR;, R, ---, R in Appendix |, that the only equation in (3.37) to be considered
specified by the following theorem are achievable (inndwhich provides the tightest constraint) is the one which

bound) in each cell. corresponds to the set of all users, i.e., the cardinality of
Theorem 1: An inner bound on the achievable set of ratedesignated by|L || equalsK.
Ry, Ry, .-+, Rk is given by We turn now to some special cases which were treated
U U Z Ri < Eug,u s Bape befqre and gxamine them under the general setting here.
Plug,uy) o) beL First considerintracell TDMA and no ICTS#é = 0). The
result in (3.2) for equal rates and powers is reproduced by
Zagag(%’ 1) taking ug, 1 € (1, 2, ---, K) equiprobable and independent
dog |14 el P(ug, u1) = P(ug)P(ur) = 1/K* wg, w1 =1,2, -+, K
) K s oo (3.38a)
I+a Z (0f + cf)o(u1, uo) and the signal-to-noise ratio assignment
=1
SNRr, (=3
where the equation should be satisfied for any subseff 0, otherwise.

the K users and where the union is taken over all functiorfyn0ther assignment which yields the same result is taking
o¢(ug, u1) > 0 such that the normalized average powero, u1 10 be dependent and governed by the joint distribution

constraints Plug =4, u; = k)
EuO’ulO'ZQ(U,o, U,l):SNRg, £=1,2,--., K (3.37a) i7 b=kt k=12 - K
and over all joint distributionsP(uo, u1) of the simpleauxil- =4 K otherwise (3.39a)
iary random variables, and«; which satisfy the symmetry 0,
condition and the signal-to-noise ratio assignment
SNRr, ¢{=j=m
P(uo, u1) = Plug, uo). 3.37b 2.4, = ’ 3.39b
(o, 1) (w1, %) ( ) ot m) {0, otherwise.} ( )
The cardinality of the simple random variablag and «; In the latter case (3.39), there exists a kind of ICTS in terms
individually is no larger thark + 2. O that the identically numbered users operate simultaneously in

The detailed proof of the theorem and further commentdl cells while the first selection (3.38) dictates that only one
appear in Appendix |. Here we outline the basic intuitiomser operates in each cell, not necessarily the identically num-
behind this result, indicating the central role, played by thsered users. The role played by the auxiliary random variables
auxiliary random variables,, and ;, and demonstrating v, «, is clear here. Their values identify, respectively, the
that all the cases discussed so far are included within thijsmber of the active users in the even- and odd-numbered
formulation. cells and their statistical relation corresponds to the intercell

The basic idea of the proof in Appendix | is the interprecgoperation protocol. Note that the power assignments as in

tation of the values taken by the auxiliary random variabletg_?)gb) and (3.39b) guarantee that only one active user per
uo andw; individually as the intracell access strategies of thg)| can operate at the same time.

even- and odd-numbered cells while the statistical dependencqhe second and last example is that considered in Section

betweenuo, uy reveals the intercell cooperation (if such; g3 \here the intracell access protocol is WB but fractional
exists). The usual time-sharing interpretation is associated w, S with parameted < 6 < 1/2 is exercised. Nowio, u;
g —_— N ?

the auxiliary simple random \_/anable@, Ui The _probabl_hty take on individually three possible values, $ayl, and2 with
that g and «; take on certain values is associated with thtTj|e 0int odf specified b
fraction of time the inter- and intracell access strategy, whic J P P y

is uniquely determined by the value of andx,, is used. All 1-20, k=m=1

cells with the same “parity” (even or odd) employ exactly the 0, k=2 m=0
same strategy. The power assigned to ésera certain celin Plug =k, ug =m) =
is o2(x h designat tively, the strategy of 9, k=0,m=2
:(z, y) wherez, y designate, respectively, the strategy o
the cells having the same and different parity as thatoThe 0, otherwise
standard constrained multiple-access achievable region [27], (3.40a)

[108], [109] assuming random Gaussian codebooks which are, _ _
redrawn per message and the fact that a convex combinatiyfile the power assignment is

of achievable rates is also achievable [95] are the steps which SNRy, k=2,m=0
facilitate the dgrivation of _(3.37). The symmetry condition o2k, m)={SNR,, k=m=1
(3.37b) along with the specific power assignment provide the

necessary invariance to the specific cell considered, yielding 0, otherwise

thus exactly the same rate region in all cells. (3.40b)
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Here, the valu® of the auxiliary random values indicates no Partition now the cells into even- and odd-numbered cells
transmission, the valug, designates interfered (by adjacentvhere the counting reference point is of no relevance.uget
cell users) transmission, while the vatidenotes uninterfered and«; be two simple integer-valued variables with finite and
transmission. The statistical dependence betwegemand «; equal cardinalityijug|| = ||u1||. The values of these variables
as implied by (3.40a) rules out all possibilities but thosare revealed both to the transmitter and the receiver and,
of interference, that is, signals in adjacent cells are actiie general, the transmitters of all users in each cell select
simultaneously, or no interference, which takes place whéme assigned powers of the users and their respective rates
signals in a given cell are active and in an adjacent celtcording to the values of these variables. In particular, we
no active transmission is allowed. The power assignment fiy exactly the same strategies to be used in all even and odd
(3.40b) which does not depend dhspecifies the intracell cells separately and Ie:t?(upa,,(m), Upar(m+1)) Stand for the
WB approach. Now SNRand SNR can either be optimized power assigned to usér(out of K) in a certain celbn, where
satisfying the average power constraint par (m) = 0, 1 denotes the parity of:. All the cells with the
(1—26) SNR, + 6 SNR; = SNR (3.40c) Same parity asn employs strategy.,a: (), and the adjacent
cells (of different paritypar (m + 1)) use strategyi,,, (m+1)-
Let R¢(upar (m)s Upar (m+1)) D€ the corresponding rate of
alljserﬁ of cell m where the notations explicitly indicates the
dependence of strategies.. ., (in cells of paritypar (m))

(which leads to the strategy ICTS3) or chosen equal SNR
SNR, = SNR/(1 — 8) which implies strategy ICTS2 (3.33).
The information-theoretic significance of the fraction

ICTS as reflected by the statistical dependence of the auxiliar ) s
random variablesy, and u, is highlighted again by the aP{dupar (m-+1) (in cells of paritypar (m+1)). Note that under

“converse” proved in Appendix I. The “converse” Whichthe same strategy usérin all cells of pavity par (m + 1)

agrees with the achievable part (3.37) for the symmetric ca%gnals At rately (tpas (m-+1), Upar (m)) AN employs: power

_ : H H .y (U'par (m+1)» U’par (rn))'
(1L o K.) IS _proved n _Appendlx_l un_der the Gaussian All users in all cells employ randomly generated codebooks
approximation, i.e., the active interfering signals are treated

Gaussian random variables having the same power. Definit nY%] which are regenerated independently for every transmitted

this limits considerably the general scope and significance Or}éssage in synchronism with the cell-site receiver (which,

) . ! . of course, knows for every message what is the current
this result, which cannot be viewed as an ultimate CONVerse . 1 ook used by his assianed cell users and is absolutel
theorem. Yet this result indicates that fractional ICTS emerges y 9 y

. . . . . lgnorant of the codebooks employed by other cells users).
naturally by information-theoretic considerations, even if he random codebooks use Gaussian symbol distribution (in
is not pre-imposed as was done in the derivation of tl{

achievable part Re sense of [95, ch. 1G))and the codebooks (of code
' lengths N — o) for the /th user satisfy, of course, the
rate constraint; (Upar (m), Upar (m+1)) @nd power constraint
APPENDIX | 07 (Upar (m)> Upar (m+1))- Since all transmitted symbols by
ACHIEVABLE INFORMATION RATES the users of adjacent cell ta are viewed (under Gaussian
Towards proving the achievability of the rates specifie@ndom coding which is independently chosen per message)
by (3.37) and the special symmetric case of equal rates dtwj Gaussian i.i.d. random variables. _ _
powers ((3.37) with|L|| = K), we first consider the direct part 1he channel as described by (2.1) (focusing on ggjlis
(achievability). Then, for the symmetric case in focus herfhus memoryless and by the standard results for multiaccess
we provide a “converse,” which holds under thaderlying channels, all rates
Gaussianapproximation for the interfering users assigned to
other cells.
Consider now the channel described by (2.1) and |§&tisfying
the channel outputs b¢y;"}, {aZ’j}, {bZ‘j}, and {cZ’j},3
ve=1, - --, K, m, j. Assume further thaideal interleaving Z Ri(tpar (m): Upar (m+1))
is employed by all users at all cells, which under the current,; o

{Rl (U'par (m)s Upar (rn-l—l))v Tt RK (U'par (m)s Upar (rn-l—l))}

strict stationarity and ergodicity assumptions imgligsat all K

ap;, by';, and ¢, can be treated as i.i.d. random variables < I<ym7 U e, b ey U =20 U a;;"),
in all indicesm, ¢, and also in the time indey abusing =1 el teLe
somewhat notations (as to save the introduction of alternative VL C(1,2, -, K) (AL1)

notations for independent fading variables).
are achievable, wherke stands for a subset of thE users
3It is shown that.the realization of all thg fading random'varlat{legz}, and L¢ for the complement set. The time indg‘xis omitted
{b77;} and{cy® ;} is not needed and only instantaneous signal-to-noise ratid: ihe relevant channel is memoryless as indicated before

vallies for all the specific cell-assigned users are required. . . .
4Throughout, we have assumed t§at” .} are ii.d. processes in incleXesand hence the achievable rate region assumes a single letter
) " Jd.d.

m and ¢ (that is, for different users and cells) and strictly stationary ang@haracterization. Note now that since the fading variables
ergodic in the discrete time index The ideal interleaving assumption used

here for the sake of simplicity only in proving the achievable part (a rigorous °No deletion of codebooks with average small normalized power as
treatment that avoids interleaving is based on the ergodicity property (or ex@mpared tosnr, — € or large average power is done (in contrast to [99])
a relaxed assumption of asymptotic mean stationarity) yields the same residtier in those atypical events (fof — oo) error is declared as in [95, ch.
and follows directly using the approach in [110]). 10].
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and the channel inputs are statistically independent, as (again assumingar (m) = 0, with no loss of generality) cells

transmitters are not aware of the fading parameters and noting that the capacity regionfr (m) cells is given by
K K the characterization in [108] and [109], that is, the multiple-
I<U {a, b, ) U {xzn}> -0 access channel with input constraints. Similar arguments as
Pae] Pae] used in Han [111] for the latter case, which rely on the

_ Eggleston Theorem [95, ref. 95] yield thitg|| < K + 2.
and therefore we get (Al.2) (at the bottom of this page). Thge same argument applies to upper-boljng|.

expression on the right-hand side is easily evaluated noting thage proceed now to examine the symmetric conditions
given the realization of}", b;", ¢, the channel has Gaussiangng, — SNR, R, = R V/ = 1,2, ..., K. Under these

; ; ; -1 +1 5
inputs 27", [ € L, and Gaussian noises™ ™", x;""", andn,  conditions due to the full symmetry among &l users, the

where expression in (3.37) does not depend on the specific set of
E(z)? = ag(u,,a,,(m), Upar(m+1)) usersL but only on the cardinality of that séf_||. Assume
E((xzn—l)Q) _ E(($2n+1)2) _ ag(upar(erl)’ Upar(m))- now that the inequality fof|lL|| = ¢ is satisfied with equality

in (3.37) (a “tight constraint set” in the terminology of [112]).
Inspection of (Al.2) reveals that no degradation in achievabf®onsider nowl; and L, which differ in a single element
rates is incurred if the instantaneous signal-to-noise ratio (user) and have the same cardinality= ||L;|| = ||L2|| (for
examplel; = (1, 2, 3) andL, = (2, 3, 4)). By [112], the set
IR ofheqhuation correlspondir;]g fo=101;UL,, the cardlijnality of
2, 2\ 2 which isg+1, is also a tight constraint set. Hence, by repeating
<1 + ;_; (0% + )0t (Upar (m): pae (’"J’l)) the arguments it follows that under the symmetric conditions
B here,||L|| = K is also a tightest constraint set, proving thus
for all users¢ = 1,2,.--, K is available to the cell- the claim. This follows also directly by the results in [113].
site receiver rather than the actual realizations of all fadlng The Gaussian approxima’[ion can be considered as a worst
parameters individually. The rates for all cells having () case noise in terms of a saddle-point argument in the sense
parity is the same while the rate in all cells havipg (m+1)  of [103]. Taking the desired users at cell to be Gaussian
parity is given by (Al.2) wher@upa: (m,) @nd upar mt1) @re it follows directly by similar arguments as in [103], that
permuted. Assign now a probability distribution t@, w1, under given signal-to-noise ratios of all interfering signals,
invariant under permutatiop(uo, u1) = p(u1, uo). SinCe the Gaussian noises yield the minimum value for the average
any convex combination of achievable rates is achievablgytual information expression in (Al.1). This is readily veri-
Euy,u { Re(uo, u1)}j<, is achievable where, with no loss offied noting that under the realization of the fading parameter
generality, itis assumed thpar (m) = 0. To satisfy the power the corresponding channel is additive with a given power for

2 2
Ay 0y (U'par (m)» Upar (rn-l—l))

constraints it is required that the noise. The complementary part of the saddle point holds
E. o2 —FE 52 < SN as well, that is, if the interfering noises are Gaussian, the
a9 (U0, 1) usua 7t (o) < SNR, optimizing inputs with given signal-to-noise ratios are also

V=12, K. Gayssian.

The proof of the rate region in (3.37) is completed by noting W€ SPecialize now to the symmetric case of equal SNR and

the full symmetry ofu andw; which allows their permutation "ates for all users. Consider the sum-r3&_, R, = KR
with no effect on the rate region and thus the same rate88d Py the Fano inequality
achievable for cells of paritpar (m) = 0 andpar(m) = 1.
As indicated before, the rates in (3.37) are achievable provided N K K
the instanta_neous signal-to-noise ratio (at any Ume known_ KR< % Z I <y§", U (g b, ks U {lej}>
to the receiver and the knowledge of the individual fading J=1 =1 =1
parameters is not required. The operating strategy designated (Al.3)
by ug and u; for cells of different parity is available also to
the transmitter.
An upper bound on the cardinality of the random variablashere N stands for the length of the codewords used. The
up andw; is found by first fixing strategy:; in par (m + 1) average power constraint to which all users in all cells are

K
m m m . m
I(?J 7U{aév ¢yt Uxé
£=1

fcl

U xzn) :I<yrn; U xzn

fele fel

K
m m m m
U xé?U{aév ¢ Ce
(=1

fele

2 2
Z Az oy (U’par (m)s Upar (rn—l—l))

1 teL
=FEap,c 5 log [ 1+ = . (AL2)

1+ Z(bg + 6[2)0—[2 (U'par (m+1)» U’par (rn))
=1
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subjected indicates that which means that the power assigned to ugem cell

m depends on two simple auxiliary random variables
Upar (m) Upar (m41) WhiCh can be viewed as the relevant
decomposition of the single random variable The full
symmetry between odd- and even-numbered cells, that is,
and m (where E here stands for the expectation over th#variance under parity permutations, implié¥ug, u1) =
codebooks). Assume (as indicated by the worst case &¥«1,uo) Which concludes the proof of the “converse”
sumptions) thab:Z’,—l and a;Z’;fl, the signals that correspond(under the Gaussian approximation) for the symmetric case.
to the other-cell interfering” users, are Gaussi@ayssian The fact that the cardinality ofug| = |ju] is finite and
Approximation. It follows by the left—hand side equality depends only on the number of users, stems readily from
in (Al.2) and the fact that under a given realization of théhe results for a standard input-constrained multiple-access
fading variables{a}";}, {07*;}, and {c};} the channel is channel [108], [109], as established by Han [111]. The
Gaussian, that Gaussian inputs with thepriori prescribed invariance to user permutation within a cell dictates further
signal-to-noise ratios maximize the corresponding averaggmnmetries in (3.37) which imply that the values taken on
mutual information expression (the other part of the saddy o7 (tpar (m), Upar (m+1)) @reé permutations of the values
point argument). In conclusion, for al:, we must have taken on byo?(upar (m)s Upar (m+1)) @S IS demonstrated in
(AL4) (shown at the bottom of this page). Note now thahe specific examples treated in Section IlI-F.

E(zy;)?, E(z]'7h)?, and E(z]'1)? are independent of the
fading variables. In the expression (Al.4), there should be an
absolute symmetry with respect ta. Further note that this
expression is invariant under user permutation within the cell . ) .
and also with user permutation within the adjacent interfering Eauations (3.5) and (3.30) follow immediately from the
cells (having a different parity thapar (m)). That is when ollowing proposition. '_-et{‘gk}' 1 < k < oo, be a sequence
cell m is considered there is full invariance to which cell Of independent r.v.s witta; = 1. Define, forl < K < oo
subset of interfering users are assigned. Since we examine the I

case of infinite linear cgllular model_, o_nl_y the parity yalue of Uik =02+ P Z a2 (All.1)
the cell matters and not its nominal (infinite) enumeration, thus

~
E(1/N)> (z';)» <SNR forall£=1,2, -, K
J=1

APPENDIX Il

k=1
there is no loss in generality as far as maximization of (Al.4)nq
is considered forll m, in assuming that cells of the same . 9
parity employ the same access strategy. Consider a discrete Uk =BUx = 0"+ PK. (All.2)
random variablas, then it follows as shown in (AlL.5) (see the Pronosition:
second expression at the bottom of this page), where posttion:
Bt ) () = B () < SNR b, £ log (Uxe/UR) = 0.
This is since (Al.4) is a special case of (Al5), where= Proof: By Jensen
1,2, ---, N with equal probabilityN—!. Now note that the
full symmetry with respect tgar (m), that is, when even- Elog Uk <log EUk =log Uy, (AIL.3)
and odd-numbered cells change roles, facilitates to specify the
power of user? of cell m for a givenu as so that
K () = 0 (tpar () par (1) (A1.6) £ log (Ux /U) < 0. (All.4)
K
LN > (g P E(y)?
KR< Zl Eopcy log [ 1+ —= . Vm (AL.4)
= L+ a2 30 [0 )2 B2 + (e 2By )

{=1

K
1 D a2 ()
KR < EEopeylog [ 1+ . =1 (AL5)

K
1+ a2 Z [(bm )22 (m-l—l)(u) + (cem )20 (m-l—l)(u)]
{=1
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On the other hand, by the Strong Law of Large Numbers where the right—hand side equality in (Alll.5) follows [107,
. Sec. 3.383], and whereFi(; ; ) stands for the degenerate
o2 +PK<i Z ai)] /[0 + PK] — 1 hyp_ergeometrl_c function [107! _Sec. 9.9]. C_ons_lder a random
K variable @ which when conditioned onV/ is given by 7°
(All.5) (Alll.1) and let M be a Poisson random variable with pa-
rameter )\, that is,

Uk /Ui =

with probability 1, as K — .

.. m,—A
Thus defining Ay by prob(M =m) = A e' ) m=20,1,2, ---. (Alll.6)
m.
Ui
Ax = {U{: >1- 6} (All.6a) The unconditioned distribution of is
K
m —(1//(20' ) ,—Aym
we have fow) =e™? 1/+Z 2)) emAN
Uk Uk B — v 2ab (m=-1! m!
ElOg U* = Pr(AK)E|:IOg A[;:| 2042
K IS
:6—)\6 —)\ —(l//20'2)
+Pr(A5)FE [log g{: } )+ Z 2ab
1
Yp P(Ag) log (1 =€) + P(A%) 1 T (1)
Z K ) 10g € og ( 21 PK) ! ! - .
k) _ —eA§ ~(\H(/203) ]2
i, =9 0 () ) e mrt(5)
Step a) in (All.6b) follows from the definition ofi, and v>0 (AlL7)

step b) from (All.5) invoking Chernoff which guarantees that .
Pr(AS) < e~ whereb > 0. The proposition now follows whereé.(v) and I;(z) are, respectively, the Kronecker delta
from (i°~“-_4) and (AlL6b). function and the modified Bessel function of the first kind and

first order. The last equality in the right-hand side of (Alll.7)
follows by [107, Sec. 8.447]

APPENDIX I
RELEVANT PROBABILITY DENSITY FUNCTIONS L i (/2) 2’“+1/k' "
Let the random variablé& and 7" be defined by —
K M
S=>d T=> b (Alll.1) APPENDIX IV
k=1 k=1

Consider first the random variable

where{a;} and{b;} are independent Rayleigh random vari- 9

ables and individually i.i.d. satisfyingz(a?) = 202 and Eat = Ma— (AIV.1)
E(?) = 20}. The corresponding pdfs areK and 20 )
chi-squared specified by ;af
1 (— —(v/202 . .
fs(v) = 2K (02K (K — 1)! P = /200), v2>0 where alla, a;, £ = 1, .-+, M are i.i.d. The cumulative
(Al 2) distribution function of¢y, is given by
fr(v) = L p(M=1) o=(v/20%) v>0 a
T 2M (g2 )M (M — 1)! ’ = prob (é3; < v) =prob| a® — v Z a?<0]. (AIV.2)
(AllL.3) =1
Consider the random variable Sincea? |s chi-square distributed with two degrees of freedom
and Eé L a2 is a chi-square random variable withd/
W=5+T (AllL4)  degrees of freedom (see (Alll.2) with = 1 and K = M,

the pdf of which is given by respectively), the pdf, («) of the random variable

v M
() = / Fs(r) frlv =) dr r=0 S a? (AV.3)
JMAK-1 —(z//2crb)2ls+1\l( 2K (;2)M -

M+ K-k

1 1 min (e, 0) (_1)A4—1$A4—1
_ > — AN v w/y) —(a—w)
<K K+ M; <2 5 —202)1/>, v>0 (@) / T e e dx

— o0

(AllL.5) (AIV.4)

is given by the convolution integral
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which for « > 0 yields

(1]

c
= > )
() CrLA a> 0. (AIV.5) 2
Thus by (AIV.2) 3]
[T a1 [4]
prob (ép < v) =1 /0 frl@)da=1 Or o
(AIV.6)
and the corresponding pdf is [6]
5 M [7]
= — = >
fe(w) EY prob ({ < v) (v + HM+T’ v 20. [8]
(AIV.7)  [9]
Consider now the expectation (wheres a positive parameter) ol
[11]
E. loe < §M>
¢ log 14+ =
S [12]
—/WL(IO‘( +&) —log s)d¢  (AIV.8)
IR °° |
for which, integration by part yields [13]
Em /Oo d§

Eelog |1+ ) = —_

‘ °g< i ) o AHOM(TE) i
1

=3 F(1; M; M+1;1—5) (AIV.9) 5]

(see [107, Sec. 3.197, eq. 9], whef(-; -; -; -) is the 5
hypergeometric function [107, Sec. 9.10]). By equation [10{’1, ]
Sec. 9.137, eq. 4], the following recursion is readily found: [17]

M™F(1; M; M +1, Z)

F(1,1,2,2) ¥ (18]
== uT - > T (AV10)
=1
[19]
Observing that [107, Sec. 9.121, eq. 6]
[20]
I(1;1;21—5)=—[ln s/(1 - s)]
[21]
and substituting this in (AIV.10) yields the solution
M-1 22]
(pptmy o mlns O~ 1
E¢ log <1 TS )T 1—s)M ;::1 01— s)M=t" (23]
(AIV.11)
[24]
For M — oo the expectation yields
[25]
—[ns/(1=s)M4+[ns/(1-5M]=0
as expected. It can also be checked that [26]
. Em 1
lim Ee¢ log [ 1+ 2=} = —. AlV.12
s (105 =g eV
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