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Infrared absorption cross sections for nitrous acid (HONO) were measured using HONO spectra recorded
simultaneously by UV/visible and FTIR spectroscopy. HONO was prepared by the reaction of HCl(g) and
NaNO2(s) and was introduced into a 561 L environmental chamber equipped with parallel sets of White
optics with total path 52.5 m for UV/visible and FTIR spectroscopy. Alternatively, HONO was prepared in
situ by reaction of ClNO(g) with water vapor. Absolute concentrations of HONO were determined
independently using the UV spectrum and published UV absorption cross sections. All experiments were
carried out at 750 Torr total pressure in N2 at 294-297 K. We report both Q-branch intensities and integrated
absorbances for the HONO modes trans-ν3 (1263 cm-1), cis-ν4 (852 cm-1), and trans-ν4 (790 cm-1). For
trans-ν3 and cis-ν4 we also include synthetic reference spectra composed of Gaussian functions which give
an accurate reproduction of our experimental references, and can easily be generated by computer for ease of
use in other laboratories.

Introduction

Photolysis of nitrous acid (HONO) is an important source of
the OH radical in the polluted troposphere. For example, Winer
and Biermann1 reported that HONO photolysis accounted for
almost all the OH produced during the first few hours after
sunrise on a typical day in Long Beach, CA. OH is a key
reactive species in the troposphere, initiating the oxidation of
CO and SO2 as well as volatile organic compounds (VOCs). A
byproduct of VOC oxidation is the catalytic oxidation of NO
to NO2, which is the only known anthropogenic source of
tropospheric ozone.2 In addition to being a source of OH, HONO
has been shown to form nitrous oxide3,4 in a surface reaction
whose mechanism is not yet well-defined. This is potentially
significant on a global scale, since there are uncertainties in
the budget5,6 of N2O.

In polluted areas, HONO accumulates at night, with concen-
trations occasionally as high as 10 ppb, depending on local
chemistry and meteorology.7 HONO is formed by heterogeneous
chemistry of NO2 in the presence of water on the surfaces of
reaction chambers7-17 and indoor environments.18-20 HONO has
also been observed from reactions of NO2 on soot.21-24

However, the specific mechanisms by which these reactions
proceed are still elusive, and are the subject of continuing
laboratory studies.

HONO is often measured in laboratory studies by UV/visible
differential optical absorption spectroscopy (DOAS) or by
Fourier transform infrared spectroscopy (FTIR). DOAS25 is a
sensitive and specific technique that makes use of differential,

rather than absolute, absorption cross sections. Ultraviolet
absorptions may consist of both broad and structured compo-
nents, and DOAS employs nonlinear least-squares analysis to
separate the structured part of the spectrum from the broad part,
which may contain contributions from unknown or unidentified
species. DOAS has better sensitivity to HONO than IR,
primarily because the detector noise is lower, and because other
common atmospheric species such as water vapor do not
interfere. However, in laboratory studies, ppb sensitivity is often
not required, and FTIR has the advantage that it can be used to
simultaneously measure many species such as HCl, ClNO,
HNO3, and N2O. These species cannot be detected by DOAS
because they do not have a structured UV absorption spectrum.
A number of laboratories12,26-32 have chosen FTIR in addition
to, or instead of, DOAS as a HONO measurement technique.

Despite the widespread use of FTIR to measure HONO, there
have been relatively few measurements of the HONO IR
absorption cross sections. The absolute cross sections available
in the literature include those of Chan et al.29 and of Sakamaki
et al.8 Kagann and Maki30 published integrated cross sections
of 10 absorption bands, including spectra of the bands at 3590,
1699, 1640, and 1263 cm-1. Wallington and Japar27 have used
unpublished cross sections measured in their lab. Tunable diode
laser spectroscopy (TDLS) line intensity measurements have
been made by Maki,33 and, using very high-purity (NO2-free)
HONO, by Becker et al.34

HONO exists in equilibrium with NO2, H2O, and other
compounds such as NO or HNO3, so samples with 100% purity
cannot be prepared. Febo and co-workers35 have prepared
samples that contain very low levels of most impurities, but
even these are not entirely free of NO2. As a result, a major
challenge in measuring the HONO cross section is determining
the amount of nitrous acid present in the gas mixture. This is
probably at least a partial source of the discrepancies, on the
order of 30-40%, in the cross sections reported in various
studies.8,29 A second challenge in measuring IR cross sections
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is that many likely impurities, including water, HNO3, NO2,
NO, N2O4, N2O, and others, may overlap the HONO bands.

We report here FTIR absorption cross sections for HONO
determined for the first time by simultaneous FTIR and DOAS
measurements, using the revised UV/visible cross sections of
Bongartz et al.36,37 This approach avoids the problem of
indirectly determining the HONO concentration. In the event
of future revisions to the UV cross sections, the FTIR cross
sections reported here can easily be rescaled accordingly.

Experimental Section

Experiments were conducted in a 561 L environmental
chamber. The chamber is described fully elsewhere,38 so only
a brief description will be given here. It is rectangular, 48×
48× 220 cm, consisting of an aluminum baseplate and stainless
steel frame with 17 removable panels (41× 41 cm) made of
aluminum. The surface-to-volume ratio is 0.08 cm-1. With the
exception of windows and mirrors, the inner surfaces of the
chamber are coated with halocarbon wax (Halocarbon Products
Corp., Series 1500) to minimize surface reactivity. Pressure
measurements are made with a Leybold CMH1000 capacitance
manometer accurate to(0.25% (at atmospheric pressure) and
a Vaisala HMP234 temperature/humidity gauge accurate to(0.1
°C and(2% RH. The chamber can be evacuated to<10-3 Torr
using a mechanical pump and two sorption pumps.

The IR system (Mattson Infinity AR), with its entire external
optical path and HgCdTe detector, is enclosed in a Plexiglas
box that is purged with dry nitrogen during the experiments.
IR spectra consisted of 32 coadded scans at 0.5 cm-1 resolution.
The IR beam enters and exits the chamber through 1° wedge
ZnSe windows, which are resistant to water and somewhat
resistant to nitrogen oxides. A set of gold-coated White optics39

(base path length 200 cm) allow multiple passes through the
chamber. In this work, 26 passes were used, increasing the path
length to 5253( 7 cm.

The DOAS light source is a high-pressure xenon arc lamp
(Oriel). A quartz entrance/exit window is used. A second set of
White cell optics is used for the UV beam. These are installed
parallel to the IR optics and have a protected aluminum coating,
but are otherwise identical to the IR optics. The light exiting
from the chamber is focused on the entrance slit of a Jobin
Yvon-Spex (model 460MST24) monochromator equipped with
a holographic grating (1200 grooves/mm blazed at 330 nm) and
a 1024-channel diode array detector. The dispersion of 0.0433
( 0.0002 nm/pixel gives a spectral range of approximately 44

nm. HONO/NO2 bands were monitored in the 340-380 nm
region with a resolution of 0.27 nm. Absolute wavelength
calibration is maintained by recording a mercury lamp spectrum
at the beginning of each experiment.

HONO was produced by the reaction of HCl(g) with
NaNO2(s) using a modification32 of the method of Febo et al.35

Nitrogen gas (Oxygen Service Co., 99.999%) was flowed over
a solution of 5.2 M HCl (prepared from Fisher HCl, 12.1 M)
held at 0°C with an ice bath. The HCl/H2O/N2 gas mixture
flowed upward through a glass frit which supported about 20 g
of NaNO2 powder (Fisher, 99.6%). In some experiments it was
necessary to add about 2 mL of Nanopure H2O (Barnstead, 18.2
MΩ‚cm) dropwise to the NaNO2 prior to starting the flow of
gas. This prevented large quantities of unreacted HCl from
passing through the NaNO2 and destroying the HONO product.32

In other experiments, “super free-flowing” grade NaNO2 was
used, described by the manufacturer as being sieved to remove
clumps (Aldrich, 99.5%). This allowed low-humidity spectra
to be recorded, although some HCl did enter the product stream,
limiting the amount of HONO that could be produced to about
1.5 ppm for these experiments. The free-flowing NaNO2 allowed
lower N2 flow rates to be used, which greatly decreased the
amount of NO2 impurity. HONO was introduced into the
chamber as it was produced, and the chamber was filled until
the relative humidity was between 10 and 30%.

In order to study a range of concentrations, six experiments
were carried out in which an initial concentration of HONO
was reacted with an excess of gaseous HCl:

This slow32 reaction proceeded over a period of hours, producing
a range of HONO concentrations. Two other experiments used
the reverse of (1) to produce HONOin situ. In these experi-
ments, ClNO was prepared32 by condensing Cl2 (Matheson,
99.5%) and an excess of NO (Matheson, 99%) into a trap at 77
K and then warming to room temperature. Unreacted NO was
pumped off using a trap held at 196 K by a CO2/acetone bath.
ClNO was added to the chamber, which was subsequently filled
with 750 Torr of N2 at a controlled humidity. Initial HONO
concentrations varied between 0.5 and 3.5 ppm; NO2 impurities
between 0.07 and 5.7 ppm. All spectra were taken at ap-
proximately 750 Torr total pressure in N2. All pressure measure-
ments were accurate to(0.1%, and volume measurements to
(0.3%. The conditions for each experiment are summarized in
Table 1.

TABLE 1: Experimental Conditions a

10-11 aν
c

expt

method of
HONO

synthesisb
[HONO]max

(1013 molecules cm-3)
[NO2]max

(1013 molecules cm-3)
[HNO3]max

(1013 molecules cm-3)
[H2O]max

(1016 molecules cm-3) 1263 852 790

2 NaNO2 + HCl 7.2 13. 0.4 14. 242 1.68 1.94
3 NaNO2 + HCl 8.4 14. 1.0 14. 243 1.70 1.94
4 ClNO + H2O 1.5 0.18 <0.1 14. 226 1.70 d, e
5 ClNO + H2O 1.2 0.16 <0.1 7.0 231 1.73 e
6 NaNO2 + HCl 2.9 1.9 0.4 7.0 229 1.72 1.92
7 NaNO2 + HCl 2.5 1.9 0.4 4.0 245 e 2.02
8 NaNO2 + HCl 4.1 1.9 0.4 3.0 234 1.71 2.02
9 NaNO2 + HCl 4.0 2.0 0.2 3.0 233 1.66 1.90

a All experiments were done in∼750 Torr of N2 and 21-24 °C. Details are given in the Experimental Section and by Wingen et al.32 Experiment
no. 1 was not used in the present analysis so is omitted here.b NaNO2 + HCl: this reaction was used to generate gaseous HONO, which was
flowed into the chamber. ClNO+ H2O: gaseous ClNO and H2O were introduced into the chamber and HONO production from the reverse of
reaction 1 was followed with time. See text for details.c The concentration associated with referenceν, from eq VI. Reference spectra were initially
scaled differently, soaν does not have the same order of magnitude for each absorption band.y-intercepts were fixed to zero except where noted.
d The HONO 790 cm-1 band did not give reliable results for this experiment due to large changes in the baseline over time.e y-intercept was floated
in order to get an acceptable fit.

HCl + HONO f ClNO + H2O (1)
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Reference Spectra. Concentrations for HNO3, NO2, and H2O
were determined by fitting a reference spectrum of the pure
gas (recorded in our chamber) to the experimental spectrum.
The reference sample was repeatedly diluted, producing a set
of six or seven calibration points at different concentrations for
each gas. NO2 was synthesized by combining an excess of O2

(Oxygen Service Co., 99.993%) with NO which had been passed
through a trap at 196 K to remove impurities such as HNO3;
the excess O2 was removed by pumping through a CO2/acetone
bath, which retained the NO2. Measured NO2 pressures were
corrected for N2O4 using the equilibrium constant40 [N2O4]/
[NO2]2 ) 2.5× 10-19 cm3 molecule-1. The dry HNO3 sample
was prepared from the vapor above a 2:1 mixture of H2SO4:
HNO3 (H2SO4, Fisher, 18 M; HNO3, Fisher, 15.8 M). Our
infrared spectra give an average cross section (0.5 cm-1

resolution, base 10) of (5.1( 0.9, 2σ) × 10-20 cm2 molecule-1

for the NO2 band at 2920 cm-1, in good agreement with the
value of Sakamaki et al.8 of 4.67× 10-20 cm2 molecule-1. Our
HNO3 calibration gives an integrated (base 10) cross section of
(8.48( 0.34, 2σ) × 10-17 cm molecule-1 over the range 840-
930 cm-1, in good agreement with the value 8.13× 10-17 cm
molecule-1 obtained for the same range by Hjorth et al.41 The
high water concentrations present (2000-6000 ppm) meant that
water absorptions were not linear with respect to concentration,
so the reference spectrum used for analysis was chosen to be
as close as possible to the actual concentration used in the
experiment. The water reference spectra were obtained from
mixtures of dry and humidified UHP N2.

Data Analysis

Spectroscopic Analysis. Spectral analysis was done using
the program MFC.42 The details of the analysis are described
elsewhere,43,44 so only a short summary will be given here. In
a gas mixture withmabsorbers, the intensityI(λ) at the detector
may be written

HereI0(λ) is the source intensity transmitted through an empty
chamber, andl is the path length.R(λ) represents other changes
in the background intensity not due to absorption, including
scattering and time variation of the detector sensitivity.Cj and
σj are the concentration and absorption cross section, respec-
tively, of the jth absorber. We further make the simplifying
assumption thatσ(λ) can be split into a structured part,σS(λ),
and a broad, structureless part,σB(λ). Taking the logarithm of
(I), and showing the contributions of the structured and broad
absorptions separately, one obtains

The broad component of the absorption can be simplified to a
single function of wavelength

giving

R(λ) andB(λ) are both broad and can be described by a low-
order polynomial inλ. If the structured absorptionσSj(λ) of the
jth individual absorber can be fit by an independent reference
spectrumSj(λ), then the concentrationCj can be determined by
a linear least-squares using the model functionF(λ) to fit the
observed spectrum:

Herecj are the scaling parameters for the reference spectraSj(λ)
which give the best fit to the observed spectrum. Thecj are
proportional to the true concentrationsCj. P(λ) is a polynomial
of sufficiently high order that it will fit the broad part of the
absorption spectrum very well, but not so high as to reproduce
structured absorptions. For the work described in this paper,
polynomials of order 0-3 were typically used. The polynomial
is not strictly independent of the concentrationsCj becauseB(λ)
in expression III depends onCj, and the scattering terms inR(λ)
may also depend onCj. However, our analysis depends on
correctly measuring the structured (differential) part of the
absorption only, and no physical significance is given to the
polynomial.

In the above discussion, we have neglected the effects of using
a discrete diode array; however, these effects were included in
our analysis for the UV spectra. In particular, we used a “shift
and squeeze” method to compensate for the possibility that the
grating position or dispersion might change slightly between
experiments. For a complete discussion, see Stutz and Platt.44

UV and IR HONO referencesSHONO
UV,IR (λ) were created from

spectra of the experiments summarized in Table 1. In the IR,
interfering absorbances were subtracted, where necessary. The
amount of a reference to be subtracted was determined by fitting
the reference to the experimental spectrum in a nearby region
that contained no HONO absorption. While less direct, this is
the only method of subtraction that could be used, given that
no authentic HONO spectrum was available. In the case of water
where relative intensities of the bands in the subtraction region
and the nearby fitting region may differ greatly, we used only
water spectra that represented the same approximate concentra-
tion present in the experiment.SHONO

UV (λ) was determined from
a single UV reference spectrum, while averaging was used to
correct for possible subtraction errors in the IR spectra. Eight
selected HONO spectra, one from each experiment, were
averaged to create the threeSHONO

IR (λ) (ν ) 1263, 852, or 790
cm-1). SHONO

UV (λ) was calibrated by fitting it to the published
spectrum of Bongartz et al.36,37 The literature spectrum was
convoluted with our instrument line shape to produce a spectrum
SHONO

LIT (λ) with the correct resolution (0.27 nm) to match our
experimental spectra. Fitting our referenceSHONO

UV (λ) to the
convoluted literature spectrumSHONO

LIT (λ) gave the absolute
HONO concentration forSHONO

UV (λ). Figure 1 shows the DOAS
reference spectrumSHONO

UV (λ) compared to the literature refer-
ence36,37 SHONO

LIT (λ) and to a reference spectrum of NO2. The
differential optical absorption cross sections of our reference
NO2 spectrum are in excellent agreement with the literature.45

In all experiments, UV and IR spectra were recorded
simultaneously. The HONO concentrationCHONO(t) was deter-
mined by fittingSHONO

UV (λ) to the experimental spectrum corre-
sponding to timet. The IR spectra were fit according to eq V
using the uncalibrated references for the three different absorp-
tion bandsSHONO

IR (λ), producing three time profilescHONO,ν(t),
wherecHONO,ν are scaling parameters for the HONO references
andν is either 1263, 852, or 790 cm-1.

I(λ) ) I0(λ) exp[-R(λ) - l∑
j)1

m

σ(λ)jCj] (I)

ln
I(λ)

I0(λ)
) -R(λ) - l∑

j)1

m

CjσBj(λ) - l∑
j)1

m

CjσSj(λ) (II)

B(λ) ) l∑
j)1

m

CjσBj(λ) (III)

ln
I0(λ)

I(λ)
) R(λ) + B(λ) + l∑

j)1

m

CjσSj(λ) (IV)

F(λ) ) P(λ) + l∑
j)1

m

cjSj(λ) (V)
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For each experiment, then, an absolute concentration-time
profile CHONO(t) and three relative absorbance-time profiles
were obtained. The constant of proportionality,aν, could then
be determined by a weighted linear regression for the best fit
to the equation

whereCHONO(t) is obtained by DOAS and they-intercept is
specified to be zero. From eq V,cHONO,ν(t) is a unitless coefficient
so thataν has units of concentration and gives the concentration
of HONO. If the y-intercept is floated, nonzero values result;
however, these are small (less than our detection limit) and
fluctuate around zero, thus not indicating a systematic offset in
one direction. Figure 2 shows the results of the regression (VI)
for a typical experiment, no. 6. These are similar to Beer-
Lambert law plots, although the axes are reversed from the usual
orientation and thex-axis is in relative, not absolute, absorbance
units. As can be seen from Table 1, the values ofaν vary by
less than 5% between experiments. The absorption cross sections
can then be easily determined:

wherel is the infrared path length. Typical spectra are shown
in Figure 3. The quality of the spectra is typical for the low
concentrations used in the environmental chamber experiments.
Below we discuss the methods of analysis used to extract reliable
concentrations from these spectra.

Results and Discussion

Comparison with Previous Studies. The single point Q-
branch cross sections and integrated cross sections are sum-
marized in Tables 2 and 3. IR absorption cross sections from
the literature are included for comparison. All values are reported
here as base 10 (i.e.σCl ) log10(I0/I), which is standard for
most FTIR spectrometers). We have given both absolute and
effective cross sections. In the latter, the assumption is made
that a particular absorbance is due to all the HONO in the
sample, rather than just thetrans or cis isomer. This reflects
the way that most measurements are actually made, because it
is difficult to independently determine the concentrations of the
transandcis isomers. The absolute cross sections of thetrans
andcis isomers are then determined based on the equilibrium

ratio R, defined asR ) [trans]/[cis], which is temperature-
dependent and is, unfortunately, not firmly established.37 Previ-
ous studies have used different values ofRand when converting
the published values for comparison to our own, we have used
the value of the ratio quoted in the actual study. The following
relations were used:

In calculating absolute cross sections from our own results, we
have usedR ) 2.3, calculated from data given in the JANAF
thermochemical tables.46

As seen in Table 2, our results are 25-30% lower than those
of Chan et al.29 These authors measured the concentrations of
NO, NO2, and H2O in their reactor and calculated the partial
pressure of HONO using the best known estimate of the
equilibrium constant for reactions (2,-2):

HONO and the other oxides of nitrogen are also involved in
other equilibria as well,2,7 e.g., reactions (3,-3):

Becker et al.34 noted that other tunable diode laser line-strength
measurements, in which HONO concentrations were calculated
by the equilibrium method, differed from each other by as much
as a factor of 3.

Sakamaki et al.8 determined cross sections of HONO in their
fluoropolymer-coated environmental chamber using a chemi-
luminescence NOy analyzer as described by Cox.47 This

Figure 1. DOAS (UV) spectra of HONO and NO2: (a) spectrum of
HONO from refs 36 and 37; (b) HONO reference spectrum used in
this work; (c) NO2 reference spectrum used in this work. Comparing
(b) to (c) shows that there is no significant contribution of NO2 to our
HONO reference spectrum (b).

CHONO(t) ) aνcHONO,ν(t) (VI)

σHONO
IR (λ) )

SHONO,ν
IR (λ)

aνl
(VII)

Figure 2. Linear regression fits of uncalibrated concentrations (from
IR spectra) to absolute concentrations (from DOAS spectra). Data from
experiment 6.

σcis
eff ) σcis( 1

1 + R) σtrans
eff ) σtrans( R

1 + R) (VIII)

NO + NO2 + H2O T 2HONO (2,-2)

2NO2 + H2O T HONO + HNO3 (3,-3)
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instrument measures either NO or total NOy (defined as NO+
NO2 + HONO + HNO3 + N2O3 + PAN + organic nitrates+
...) in a gas sample. A scrubber, consisting of a trap containing
a 0.1 N aqueous solution of NaOH, was placed in-line before
the NOy analyzer. The trap was intended to remove HONO
while leaving NO and NO2 in the gas stream. Measurements
were taken with the scrubber in-line and with the scrubber
bypassed, and the difference in total NOy was taken to be due
to HONO. This technique had the disadvantage that some NO
and NO2 are taken up in the trap, with uptake fractions of
approximately 20% and 40%, respectively, reported by Saka-
maki et al.8 for their system. This was given by the authors as
the primary source of uncertainty in their experiment.

As shown in Table 2, our value for thecis-ν4 cross section
maximum at 852 cm-1 is in excellent agreement with that of
Sakamaki et al.;8 however, our value for thetrans-ν3 maximum
is 33% larger. As seen from the ratioQ1263/Q852, this reflects a
difference in the relative intensity of the two Q-branches, so it
cannot be attributed to error in measuring HONO concentrations.

However, our measured ratio of the Q-branch cross sections is
in very good agreement with that of Chan et al.29 One cause of
such a discrepancy might be a difference in the actualtrans/cis
ratio present during the experiments; the studies of Sakamaki
et al.8 were done at 30°C, while ours and those of Chan et
al.29 were carried out at 23°C. However, the calculated46 trans/
cis ratio changes by only 2% over this temperature range, so it
cannot explain the large observed difference in the Q-branch
ratios. It is more likely that these ratios are affected by
differences in subtraction of water from the spectra.

Water Subtraction. Water has a large effect on determination
of HONO Q-branch cross sections, because water absorptions
underlie the Q-branches at both 852 and 1263 cm-1. Water
subtraction is especially difficult because, at high partial
pressures, water absorption is not linear with respect to
concentration and subtraction of large peaks tends to produce
noisier spectra.48 We have found it is possible to subtract water
relatively well by using a reference spectrum taken at very nearly
the same partial pressure of water that was present during the

Figure 3. Example of water subtraction from IR spectra. In upper plots, asterisk (/) indicates position of HONO Q-branch. (a) Low water vapor
concentration; subtraction works very well. (b) Higher water vapor concentration; some residual water lines remain in spectrum. In both of these
cases the HONO absorption at the Q-branch is large relative to the water absorption, so the Q-branch intensity remains fairly accurate. The thin line
is the water reference spectrum in each case.

TABLE 2: Infrared Absorption Cross Sections: Q-Branch Intensity at Given Wavenumber

effectivea cross sectionσ
(10-19 cm2 molecule-1, base 10)

absoluteb cross sectionσ
(10-19 cm2 molecule-1, base 10)

790 cm-1 852 cm-1 1263 cm-1 trans/cis ratio used 790 cm-1 852 cm-1 1263 cm-1 Q1263/Q852

this workc 1.92( 0.19 2.72( 0.27 3.64( 0.36 2.30 2.8( 0.28 9.0( 0.9 5.22( 0.52 0.58
Chan et al.29 3.79( 0.38 4.82( 0.48 2.29 12.5( 1.3 6.93( 0.70 0.56
Sakamaki et al.8 2.86 2.78 2.27 9.34 4.00 0.43

a Calculated fromσ ) (1/lCHONO)log10(I0/I), whereCHONO is the total HONO concentration (trans plus cis). b Corrected for thetrans/cis ratio.
c Error bars are 1 standard deviation. Those of Chan et al.29 are not stated, and Sakamaki et al.8 do not give error bars for their cross sections.

TABLE 3: Infrared Absorption Cross Sections: Integrated Band

integrated effectivea cross sections
S(10-18 cm molecule-1 base 10)

integrated base 10 absoluteb cross sections
S(10-18 cm molecule-1 base 10)

740-820 cm-1 820-900 cm-1 1220-1300 cm-1
trans/cis
ratio used 740-820 cm-1 820-900 cm-1 1220-1300 cm-1

this work 2.4( 0.2 4.4( 0.4 7.2( 0.7 2.30 6.3( 0.6 15( 1.5 10( 1.0
Kagann and Maki30 8.1( 1.0 2.0 12.2( 1.5

a Calculated fromS ) (1/lCHONO)∫band log10(I0(νj)/I(νj)) dνj, whereCHONO is the total HONO concentration (trans plus cis). b Corrected for the
trans/cis ratio.
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experiment. Figure 3a shows the region around the 1263 cm-1

band before and after subtraction of water; the water vapor
concentration in this case was approximately 4× 1016 molecules
cm-3, about 1000 times the HONO concentration. At higher
water concentrations, subtraction becomes more difficult, and
the resultant spectrum may contain residual water lines, as
shown in Figure 3b, where [H2O] ≈ 1.5× 1017 molecules cm-3.
The effect of these lines can be determined by examining the
Q-branch absorbance ratioQ1263/Q852. The different water lines
underlying these two Q-branches make this ratio very sensitive
to water interference.

Table 4 shows the absorbance of HONO and of water (AHONO

andAH2O, respectively) and the absorbance ratio of HONO to
water at 1263 and 852 cm-1 for some typical spectra where the
water vapor concentration varies from (0.39-1.6) × 1017

molecules cm-3. If AHONO/AH2O is large, small errors in water
subtraction will make little difference in the ratioQ1263/Q852.
This is the case for the first two spectra listed, where the water
absorbance at either Q-branch is no more than∼20% of the
HONO absorbance. In the third case listed, the water peak is
approximately 40% as large as the HONO absorbance, and for
this case a significant difference inQ1263/Q852 is seen. This
difference in Q-branch ratios is of similar magnitude to that
described above between our results and those of Sakamaki et
al.,8 and provides a likely explanation for the discrepancy.

High-Resolution Studies. Kagann and Maki30 measured the
spectra of equilibrium mixtures of NO, NO2, and H2O. They
calculated the concentration of HONO based on the equilibrium
of reaction 2,-2 as well as several other equilibria in which
N2O3, N2O4, and HNO3 are formed, but apparently not reaction
3,-3. Their results cannot be compared to those of Sakamaki
et al.8 and Chan et al.29 because they did not report Q-branch
maxima. However, our integrated base 10 band intensity of (7.2
( 0.7) × 10-18 cm molecule-1 for the trans-ν3 band at 1263
cm-1 is in good agreement with their reported value of (8.1(
1.0) × 10-18 cm molecule-1 (see Table 3).

Becker et al.34 have published TDLS line intensities, but we
cannot compare these to our results, because their reported high-
resolution lines cover only a small part of the P branch near
1255 cm-1. To our knowledge, theirs is the only TDLS study
in which line intensities were reported.

Model References. Least-squares fitting using reference
spectra is often preferable to integration or Q-branch measure-
ments because it is not as strongly dependent on the location
of the baseline or on the intensity of any one peak; it can
therefore extend the effective sensitivity of IR measurements
to much lower concentrations. There are advantages to more
traditional methods, however: Q-branch intensities are very
useful for quickly estimating concentrations, and band integra-
tions are resolution-independent. For this reason, we have
reported in Tables 2 and 3 both the results of a fit approach as
well as the Q-branch cross sections and the integrated absor-
bances.

Figure 4 shows our measured reference spectra for thetrans-
ν3 band at 1263 cm-1 andcis-ν4 band at 852 cm-1 as well as

simulated spectra using a sum of Gaussian functions:

The choice of Gaussian functions was based on similarity to
the experimental spectra, but does not have any physical
significance. The parametersRm, âm, and γm determine the
intensity, width, and position, respectively, of themth Gaussian
function. The smallest number of functions which gave a good
fit to the data wasM ) 5. The optimum values of the
parameters, given in Table 5, were determined by least-squares
fitting.

Figure 5 compares the HONO concentration-time profiles
for a typical experiment (no. 5) using in one case the measured
HONO spectra, and in the other case the simulated spectra
determined by the Gaussian fit approach. The agreement
between the two is excellent, differing by less than 5% in all
cases.

Uncertainty, Detection Limit, and Linearity . A conserva-
tive estimate of our uncertainties was calculated by propagating
the errors in the regression (VI) and the spectral fit (V), as well

TABLE 4: Absorbance Ratios of HONO to Water for Q-Branches of Some Typical Spectraa

852 cm-1 1263 cm-1

[H2O]
(1017 molecules cm-3)

AHONO

(10-3 abs units)
AH2O

(10-3 abs units) AHONO/AH2O

AHONO

(10-3 abs units)
AH2O

(10-3 abs units) AHONO/AH2O Q1263/Q852

1.6 100 11 9.1 130 5.1 25 0.56
0.39 25 1.3 19 35. 7.2 4.9 0.61
0.72 23 9.3 2.5 21 7.9 2.7 0.40

a Q1263/Q852 ) (1/R)(AHONO(1263)/AHONO(852)), where thetrans/cis ratio R ) 2.30.

Figure 4. (a) Actual trans-ν3 reference spectrum (circles) compared
to 5-Gaussian model spectrum (solid line). Inset shows the five Gaussian
functions used. (b) The actual and modelcis-ν4 references. Spectra were
recorded at 0.5 cm-1 resolution with 1 level of zero filling.

S(νj) ) ∑
m)1

M

Rme-âm(νj-γm)2 (IX)
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as errors due to water subtraction and to the uncertainty in the
DOAS measurements and in the IR and UV path length. Our
conclusion is that the limiting source of error in our experiments
is the signal-to-noise ratio of our IR HONO spectra, which is
on the order of about 10% for each band. This gives the 1σ
error bars quoted in Tables 2 and 3. We used different HONO
sources (ClNO+ H2O and HCl + NaNO2) to reduce the
possibility of systematic error relating to impurities, and Table
1 shows that our reproducibility foraν between the two types
of experiments was about 5%, consistent with our error estimate.
The errors associated with the maximum UV cross sections of
Bongartz et al., from their Table 2, range from 0.9 to 1.8%
(1σ), so these do not contribute very significantly to our error.
Although some recent measurements (e.g., Pagsberg et al.49)
give slightly different values, the Bongartz et al. cross sections
are in good agreement with a very recent measurement by Stutz
et al.50 in which very high-purity (almost NO2-free) samples of
HONO were used.

Our IR detection limit at 52.53 m is between 50 and 80 ppb,
and the IR measurements are in very good (e10%) agreement
with the DOAS measurements for HONO concentrations of 75
ppb and higher. Figure 2 shows the absorbance to be linear in
the absorbance regimes used in our experiments. This linearity
was found to hold up to the highest concentration-path length
product used in these experiments (3.4 ppm at 52.53 m path
length).

Conclusions

New measurements of HONO absorption cross sections for
three bands in the infrared have been made. Unlike previous
studies in which the HONO concentrations were determined
indirectly, we have measured HONO directly by UV/visible

(DOAS) spectroscopy. In the event of a future correction to
the DOAS cross sections on which the IR cross sections are
based, our values can easily be adjusted accordingly.

We have given synthetic reference spectra for the 852 and
1263 cm-1 bands that can be easily reproduced by any computer
program capable of calculating a Gaussian function. These
references give nearly identical results when used for spectral
analysis in place of our actual reference spectra. We hope that
this will facilitate the use of least-squares fitting in analysis of
HONO spectra, which we have found to be a much more reliable
technique than either integration or measurement of Q-branch
intensities. While these measurements have been made at room
temperature, clearly additional studies as a function of temper-
ature, particularly to lower temperatures, would be useful for
atmospheric applications.
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