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Initial Interaction Expectations with
Robots: Testing the Human-To-Human
Interaction Script
Chad Edwards, Autumn Edwards, Patric R. Spence,
& David Westerman

As social robotics becomes more utilized and routine in everyday situations, individuals
will be interacting with social robots in a variety of contexts. Centered on the use of
human-to-human interaction scripts, the current study hypothesized that individuals
would be more uncertain, have less liking and anticipate less social presence when they
are told that they will be interacting with a social robot as opposed to another person.
Additionally, the current study utilized a two-time measurement model experiment to
explore perceptions of interacting with either a robot or human. Data were consistent
with hypotheses. Research questions examined perceptions from Time 1 to Time 2 for
the robot condition on the dependent variables. Findings are discussed in light of future
research studies.

Keywords: Human–Robot Interaction (HRI); Impression Formation; Social Presence;
Social Robotics; Uncertainty

Imagine you are at South by Southwest (SXSW), looking through your Tinder profile,
when you spot a beautiful 25-year-old named Ava. After you swipe right, Ava does as
well, and you are off and chatting. Ava says she wants to get to know you and requests
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to ask you a few questions. Of course, you agree. Her questions are fairly deep, asking
about what attracted you to her, whether you have ever been in love, where you would
meet her, if it could be anywhere, and also what makes you human? Once you answer,
Ava says you have passed her test. She tells you to check out her Instagram account to
see if she passes your test.

Perhaps this sounds good to be true? Well, it is. It turns out Ava was a chat bot
cleverly deployed to market the film Ex Machina (Heing, 2015; Warren, 2015), which
debuted in the United States at SXSW. After answering questions and passing Ava’s
“test,” swipers were directed to an Instagram account promoting the movie. The picture
used in the Tinder profile was of the actor Alicia Vikander, who plays Ava in the film.
Although Ava was “fake,” interacting with social robots is a very “real” communication
issue. Increasingly, social robots and humans will interact (Levy, 2008), prompting the
question of what it means to be “human,” anyway. Understanding more about the
human–robot interaction process in the everyday context is an important consideration
for researchers (Holmquist & Forlizzi, 2014). The current study hypothesizes that
individuals will be more uncertain, have less liking and anticipate less social presence
when they are told that they will be interacting with a social robot as opposed to
another person. As such, this study replicates and extends the work of Spence, Wester-
man, Edwards, and Edwards (2014) by examining people’s initial expectations for
communication with a social robot and outlines future directions for research and
practical implications of the findings.

Literature Review

For most everyday interaction, communication is essentially an automatic process
occurring through the use of social scripts (Kellerman, 1992). Communication most
often occurs between two or more people, but there is a growing amount of interac-
tion between people and robots. It is important to understand how people think and
feel about potential encounters with social robots and to identify the impressions and
scripts subsequently formed (Powers & Kiesler, 2006). This is imperative because
social robots differ from other forms of computer-mediated communication insofar as
“they are not a medium through which humans interact, but rather a medium with
which humans interact” (Zhao, 2006, p. 402). In other words, social robots can engage
in two-way interactions and can coordinate their activities with humans (Duffy, 2003).
Turkle (2012) found humans can develop deep bonds of affection and liking for social
robots in a variety of contexts. Spence et al. (2014) suggested humans may eventually
expect similar levels of interpersonal outcomes when talking to social robots or to
people.

Cognitive script theory (Abelson, 1976, 1981; Schank & Abelson, 1977) proposes
that people use cognitive scripts, or mental representations of real-world events that
guide perceptions and behaviors, to help make decisions about future actions. Scripts
help define the activities to be performed in a given action (Kollar, Fischer, & Hesse,
2006). Previous experiences allow individuals to be more efficient each time they enact
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a script. Essentially, prior interaction is internalized to update the template of the
likely sequence of events. Priming, or cueing a particular schema, is an essential part
of this process. Priming places an individual in a state of readiness to enact a
particular cognitive script (Schleuder, White, & Cameron, 1993). Importantly, prim-
ing influences both attention and memory and impacts judgment formation (Carpen-
tier, 2009). Scheufele (2000) argued that priming is based on attitude accessibility of a
memory-based model of an information-processing system. In other words, a piece of
information can prime an individual to utilize a cognitive script that will, in turn,
initiate various attitudes and expectations.

In the interpersonal communication context, people expect to interact with another
person and not with a machine or a robot. The Computers are Social Actors (CASA)
paradigm argues that people often do treat computers similar to how people are
treated (Reeves & Nass, 1996). However, individuals generally indicate they would not
interact with computers in the same ways they would with other humans (Reeves &
Nass, 1996). Although this study does not directly test this paradigm, the study does
examine these initial expectations of interaction. The anthropocentric biases of initial
expectations for interaction are sensible because they are based on historical modes of
relating and long-established means of satisfying physical and social needs. Spence
et al. (2014) termed the initial expectation and preference for communication with
another person over a robot the “human-to-human interaction script” (p. 277). The
human-to-human interaction script is based, in part, on differing expectations about
the degree of uncertainty, liking, and social presence to be experienced with human
versus robot conversation partners.

Although human–robot communication is increasing, it is not yet the norm of
interaction, and the various levels of these expectations should vary based on
whether a person is primed for a human or social robot interaction. Indeed, Spence
et al. (2014) found expectations of liking and social presence were lower, and
uncertainty higher, when people were told they would be interacting with a robot
rather than a person. However, their study did not provide participants with any
information about the robot or the person with whom they would be interacting.
By design, this left participants to rely on their various mental representations of a
robot or a person when formulating expectations for the upcoming interaction. The
current study primed participants with a concrete image of a person or a robot to
determine the influence on expectations of liking, social presence, and uncertainty.
The revised methodology standardizes participants’ picture of the partner about
whom they are asked to form communication expectations. This eliminates some of
the variance in the previous experiment that may have been linked to participants’
discrepant mental images of a robot (e.g., Disney’s Baymax versus The Terminator)
or of a person (e.g., male versus female). This experiment utilized a two-time
measurement model to explore more about possibilities of a human-to-robot
interaction script and to establish a baseline of human and robot interaction
expectations. Finally, the current method will help determine whether visual prim-
ing (versus the merely verbal priming employed in the previous study) influences
interaction expectations and scripts.
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Uncertainty

Expectancy violation theory (EVT; Burgoon, 1978, 1993) maintains that individuals
have expectancies about others before the interaction takes place. Based on the
human-to-human interaction script, people will likely expect interpersonal interac-
tions to be with another person. If some part of the interaction script violates the held
expectations, a person will most likely experience an increase in uncertainty. Uncer-
tainty reduction theory (URT; Berger & Calabrese, 1975), which is a parent theory of
EVT, helps explain initial interactions in the interpersonal communication context.
Communication practices are the key process to reduce uncertainty in a situation
(Goldsmith, 2001). The chief assumption of URT is that an individual strives to
reduce uncertainty to help increase the predictability of a stranger’s behavior. Keller-
man and Reynolds (1990) have suggested that “as the target’s behavior becomes more
deviant, level of uncertainty increases” (p. 67). If an individual possesses a script for
interaction with other people but is told to interact with a robot, higher uncertainty
should result. In agreement with the findings of Spence et al. (2014), we predict that
people will have higher uncertainty when expecting to interact with an unknown
(stranger) who is a robot versus another person:

H1: Individuals expecting to interact with a robot will report more uncertainty than
will individuals expected to interact with another person.

Additionally, it can be expected that the level of uncertainty to decrease after indivi-
duals are provided information about their conversational partner. For example,
people likely experience less uncertainty once they have viewed a photo of a person
with whom they will interact. The same effect may hold for people’s uncertainty about
conversing with a robot, but has yet to be tested:

RQ1:Will individuals report altered levels of uncertainty once they have viewed a
picture of their robot partner?

Liking

Social proximity, or the idea that individuals perceive similar others as closer to
themselves socially than dissimilar others, is an important part of liking in an
interpersonal situation (Heider, 1958; Miller, Downs, & Prentice, 1998; Tesser,
1988). Similarity is also important for liking in human–computer agent interactions.
Baylor and Kim (2004) demonstrated that when the physical appearance of an avatar
was similar to humans, the participant functioned better on an assigned task than
when their assigned avatar was more cartoonish. Behrend and Thompson (2011)
examined the impact of similarity with human–computer agent interaction and found
that participants worked better with and preferred an agent that was similar to them.
However, too much similarity between a robot and a human can cause individuals to
dislike the robotic entity. Mori (1970) argued that when a robot becomes too anthro-
pomorphic, a person’s perception of the robot can shift from likable to unsettling.
Known as the “uncanny valley,” this experience occurs when a robot looks sort of
human, but not human enough and, thus, appears creepy. Without much exposure to
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social robots and little in the way of conversational scripts, people might be likely to
evaluate the idea of communication with a social robot as unsettling and think they
will not like the experience. The basic finding that individuals like similar others along
with expectations about the human-to-human interaction script indicate that people
will anticipate higher levels of liking for another human conversational partner than a
robot conversational partner. In line with Spence et al. (2014), we offer the following
hypothesis:

H2: Individuals expecting to interact with a robot will anticipate lower levels of
liking than will individuals expecting to interact with another person.

Additionally, anticipated liking might increase after initial exposure to the stimulus
picture of the robot because of lowered uncertainty. However, individuals might also
feel more nervous and anticipate less liking because the partner is revealed to be a
robot. Thus, the second research question asks:

RQ2:Will individuals report altered levels of anticipated liking once they have
viewed a picture of their robot partner?

Social Presence

Because humans tend to apply social models when interacting with robots (Breazeal,
2003), the perception of social presence is an important area to consider. Originally,
social presence theory (Short, Williams, & Christie, 1976) suggested that social presence
was based on the number of cue systems that a channel provides. More recently, social
presence has been characterized more as a psychological concept (Nowak & Biocca,
2003). For the purposes of the current study, social presence is defined as “a sense of
being with another” (Biocca, Harms, & Burgoon, 2003, p. 456) without noticing the
technological means of providing this psychological sense (Lee, 2004).

Because scripts about conversation hold a human-to-human bias, it is logical that
people will anticipate lower feelings of social presence of a robot interaction partner
than of a human interaction partner. Thus, the following is predicted:

H3: Individuals expecting to interact with a robot will anticipate lower social
presence than will individuals expecting to interact with another person.

The lowered uncertainty associated with having visual information about a prospec-
tive partner may lead to an increase in social presence expectations for human–robot
interactions. But, this effect has not been established in previous studies.

RQ3:Will individuals report altered levels of anticipated social presence once they
have viewed their robot partner?

Method

Participants

The convenience sample was composed of 145 undergraduate students enrolled in a
variety of communication courses at a large Midwestern university and a large
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Southern university. Participants included 89 females (61.4%), 52 males (35.9%), and
4 who did not indicate sex (2.8%). The majority of participants self-identified as
White/Caucasian (75.2%, n = 109). Participants’ ages ranged from 18 to 48 years, with
a mean of 23.47 (SD = 5.82).

Procedures

To test the hypotheses and research questions offered in this study, an experiment was
conducted. Upon securing informed consent, participants were randomly assigned to
one of the two conditions (human or robot conversation partner). Participants were
brought into a room and informed they would be assigned a conversational partner.
Participants were asked to complete a Time 1 questionnaire assessing their expectations
about the upcoming conversation and partner. Next, the specific identity of their
assigned conversational partner was revealed by providing an image of either a
human or robot. The research assistant pointed to a camera in the room and informed
the participant that an identical camera was in the other room with their conversational
partner. Participants were then shown a tablet that had camera-viewing software on it.
The tablet provided an image of a human sitting in a chair or a robot with a humanoid
robot face on the screen. Participants had about 30 seconds to view the tablet.
Participants were again requested to fill out of the questionnaire (Time 2) regarding
expectations for the upcoming conversation and partner. Finally, participants were
informed they would not actually interact with their assigned partner and were thanked
and debriefed.

Instruments

The questionnaire contained measures of uncertainty about the upcoming interaction,
anticipated interpersonal liking, and social presence. Parks and Floyd’s (1996) five-item
measure of uncertainty (e.g., “I am very uncertain about what this person/robot is really
like”) achieved acceptable internal reliability coefficients (Time 1: M = 2.51, SD = 0.78,
α = .78; Time 2: M = 2.21, SD = 0.74, α = .71). Anticipated liking was assessed with six
items from McCroskey and McCain’s (1974) measure of social attraction (e.g., “I think
my conversational partner [the robot] could be a friend of mine”); reliability at Time 1
was α = .71 and reliability at Time 2 was α = .76 (Time 1: M = 3.48, SD = 0.46; Time
2: M = 3.14, SD = 0.72). Social presence was measured with six items modified from
Walther and Bazarova (2008). Each item (e.g., close/distant) was measured on a 7-point
semantic differential response option. This scale was reliable (Time 1: M = 3.75,
SD = 1.11, α = .88; Time 2: M = 4.67, SD = 1.31, α = .89).

Results

In order to test the hypotheses in the study, independent samples t tests were run for
each of the three outcome variables of interest. First, uncertainty was hypothesized to
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be lower for those expecting to interact with a person than with a robot. The t tests
were run at Time 1 to ensure there were no existing differences between the condi-
tions and then at Time 2 after the intervention revealing an image of either a robot or
a human (see Table 1). Results suggest that at Time 1, there were no difference
between people in the human condition and those in the robot condition. At Time 2,
results indicate that participants in the human condition experienced less uncertainty
than those in the robot condition. Thus, the data are consistent with Hypothesis 1.

It was also hypothesized that participants who expected to interact with another
person would report higher anticipated liking than would those who expected to
interact with a robot. Results at Time 1 indicate that there were no difference between
participants in the human condition and participants in the robot condition. At Time 2,
results indicate that participants in the human condition experienced more liking than
participants in the robot condition. Thus, the data are consistent with Hypothesis 2.

Finally, it was hypothesized that participants who expected to have a conversation
with a human would experience higher levels of anticipated social presence than
participants expecting to communicate with a robot. Results at Time 1 indicate no
difference between the human condition and participants in the robot condition. At
Time 2, results suggest that participants expecting to communicate with a human
experienced more social presence than participants expecting to have a conversation
with a robot, so the data are consistent with Hypothesis 3.

For the research questions, analyses were run for each of the variables under
consideration within the robot condition at Time 1 and Time 2. In the robot
condition, participants reported less uncertainty at Time 1 (M = 2.45, SD = 0.75)
than Time 2 (M = 2.07, SD = 0.78), t(78) = 4.38, p < .001 η2 = .20 (data reverse
scored). There was more liking reported at Time 1 (M = 3.46, SD = 0.45) than Time 2
(M = 2.82, SD = 0.68), t(78) = 7.44, p < .001, η2 = .42. Finally, participants experienced
more social presence at Time 1 (M = 3.90, SD = 1.19) than at Time 2 (M = 5.04,
SD = 1.27), t(75) = −6.36, p < .001, η2 = .35 (data reverse scored). In other words, after
knowing that that they would be interacting with robot, participants reported more
uncertainty, less liking, and less social presence.

Table 1 Effects of Partner Type (Human vs. Robot) On Initial Expectations for
Interaction

Variable Time Group 1 (M, SD) Group 2 (M, SD) t df p η2

Uncertaintya 1 Human (2.62, 0.82) Robot (2.43, 0.74) 1.45 148 .149 .01

2 Human (2.38, 0.67) Robot (2.07, 0.78) 2.47* 144 < .01 .40

Liking 1 Human (3.47, 0.45) Robot (3.49, 0.48) −0.188 146 .851 .01

2 Human (3.55, 0.57) Robot (2.80, 0.71) 6.978** 146 < .001 .25

Social Presencea 1 Human (3.63, 1.10) Robot (3.87, 1.18) −1.364 143 .175 .00

2 Human (4.21, 1.20) Robot (5.05, 1.27) −4.024** (141) <.001 .10

a Variables reversed scored.
*p ≤ .01. **p ≤ .001.
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Discussion

Understanding expectations in human–robot interaction (HRI) is important for future
possibilities in HRI. As more social robots are sold in the marketplace, people will
interact with these robots in a variety of contexts. This study is a step towards
understanding expectations and interaction scripts. Spence et al. (2014) were the
first to examine the various levels of expectations about anticipated communication
with a robot. The current study extended on their work by comparing levels of
uncertainty, liking, and social presence at two different times and allowed for com-
parisons once the conversational partner was known. This permitted the baseline of
expectations to be further established.

In general, all hypotheses were supported for the current study. Participants
reported lower uncertainty and higher liking and social presence when expecting to
communicate with another person than those who expected to interact with a robot,
and, thus, the data were consistent with all three hypotheses. These findings are
consistent with Spence et al. (2014) but add further evidence for the findings through
the use of comparisons of Time 1 (participants were only told that they would have a
conversational partner) and Time 2 (participants received an image of their conversa-
tional partner). Thus, the idea that people have expectations of interactions based on
human-to-human scripts finds increased support in the current study. Future studies
in this line of research will examine these expectations using actual communication
with robots. The question then becomes: Will these initial expectations be overcome
through actual human–robot interaction?

The Computers as Social Actors (CASA) paradigm (Nass, Steuer, Tauber, &
Reeder, 1993; Reeves & Nass, 1996) argues that people will interact with computers
similarly to how they would interact with others. However, people will say that they
do not respond the same to computers as humans (Reeves & Nass, 1996), even though
a long line of research shows that they often do treat computers similar to how they
treat other humans. There has been some evidence to support CASA in the HRI
domain (Kim, Park, & Sundar, 2013; Park, Kim, & Del Pobil, 2011). Although the
current study does not address this aspect, it does demonstrate that people have
different expectations for interactions with humans and social robots. If CASA holds
firm for HRI, expectations will have to be increased after the first interaction. A social
robot will be expected to show more human-like characteristics than a computer
without violating uncanny valley norms (Mori, MacDorman, & Kageki, 2012). Future
studies will examine these variables to see if liking and social presence can be
increased while uncertainly can be decreased after reported exposure and interaction.

It is entirely possible that a social robot might produce a positive expectancy
violation and score higher than in a human-to-human-interaction encounter because
expectations were low at first and then positively violated. While not directly tested,
Turkle’s work with medical social robotic animals would support this notion (Kidd,
Taggart, & Turkle, 2006). Future studies are being developed along these lines. In the
current study, participants reported more uncertainty, less liking, and less social
presence after knowing, in visual form, that they would be expected to interact with
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a robot. The current study suggests that individuals will need more exposure than
simply a picture of a robot. The degree of robotic presence in society will likely
influence perceptions and reduce levels of uncertainty felt in interacting with social
robots.

One of the limitations of the current is study is the use of a photograph of a robot.
Social robots take on many different forms ranging from computer to humanoid to
animals. As such, these different visual cues might influence the measured variables in the
study. The current study used a robot form chosen for its wide accessibility/adoption (a
screen with presence capabilities on a moveable platform) and its low likelihood of
entering the uncanny valley. However, it is possible that style of the robot might violate
expectations and alter the conversational scripts. Kielser, Powers, Fussell, and Torrey
(2008) found that people engaged more with more anthropomorphic robots than other
types of robotic agents. Future studies need to explore these possibilities.

Both education and health care are natural contexts to explore HRI. The classroom
has many applications for HRI (Park et al., 2011). We can expect that as social robots
are used more in education, students will be more familiar and accepting of HRI.
Instructional communication variables, such as learning, immediacy, student motiva-
tion, and competence, will all be important markers of effective HRIs. Additionally,
social robots and telepresence robots will also have a direct impact on health care in
the coming years (Broadbent et al., 2010). Robots could be used for routine health care
tasks or emotional support (Robinson, MacDonald, & Broadbent, 2014). Understand-
ing the general perceptions of uncertainty, liking, and social presence is an important
step towards creating effective and positive HRIs in these environments. The current
study provides general baselines for the next steps in this research program.

Although not tested yet, it seems likely that a combination of CASA and social
information-processing theory (SIPT; Walther, 1992) might be a useful approach to
studying HRI. SIPT suggests that individuals can attain similar levels of interpersonal
outcomes in a computer-mediated environment, given adequate amounts of time and
interaction. Westerman, Van Der Heide, Klein, and Walther (2008) argue that there
may be pieces of information that can speed up (or potentially slow down) this
process and may start the process at different levels to begin with. People’s expecta-
tions about a conversation (whether a social robot or human) could serve as one of
these starting points in an interpersonal communication context, and the current
study (as well as the previous study by Spence et al., 2014) suggests that knowing that
one is about to interact with a robot starts an interaction off with reduced inter-
personal expectations. However, as SIPT would suggest in computer-mediated com-
munication, time and interaction might allow a person to overcome those initial limits
and get to a point where HRI equals human-to-human interaction in terms of out-
comes such as liking, uncertainty, and social presence. This is conjecture at this time
and future research can explore this possibility.

Zhao (2006) writes, “This emerging movement of social roboticization is causing a
fundamental change in the meaning of social interaction and the nature of human
communication in society” (p. 402). As such, this study provides the necessary baseline
for these interactions. Moreover, as these interactions become more commonplace, it is

Initial Interaction Expectations 9



important to utilize communication research to help create positive encounters for
human–robot interaction (Torrey, Fussell, & Kiesler, 2013). The current research agenda
will seek these answers. The findings of this study support the idea of a general human-to-
human interaction script. As companies build new robots for various tasks and organiza-
tions implement them for their advantages, it appears that needed research should
examine how to reduce the preference for this script and how robot manufacturers may
consider campaigns to help the public become more comfortable with the idea of
interacting with a robot. As technologies expand and mature, robots will be programmed
to learn through social interaction with humans and thus to adjust to their emotional
responses (Lee, Park, & Song, 2005; Matsumura, Shiomi, Miyashita, Ishiguro, & Hagita,
2014; Nicolescu & Matarić, 2001). Additionally, future research should examine the
specific type of conversations that individuals are expecting with a robot. Perceptions
might vary based on whether it is a help-seeking conversation or a conversation about the
work environment. We are currently designing future studies that will aid in this effort.
Creating campaigns to help humans adjust to their interactions with robots is an area that
communication scholars are uniquely situated to explore.
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