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Summary

The immune system plays an essential role in protecting the host against infections and to

accomplish this task has evolved mechanisms to recognize microbes and destroy them. In

addition, it monitors the health of cells and responds to ones that have been injured and die, even

if this occurs under sterile conditions. This process is initiated when dying cells expose

intracellular molecules that can be recognized by cells of the innate immune system. As a

consequence of this recognition, dendritic cells are activated in ways that help to promote T-cell

responses to antigens associated with the dying cells. In addition, macrophages are stimulated to

produce the cytokine interleukin-1 that then acts on radioresistant parenchymal cells in the host in

ways that drive a robust inflammatory response. In addition to dead cells, a number of other sterile

particles and altered physiological states can similarly stimulate an inflammatory response and do

so through common pathways involving the inflammasome and interleukin-1. These pathways

underlie the pathogenesis of a number of diseases.
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Introduction

Immune responses, both innate and adaptive, play an essential role in protecting vertebrates

from microbes. In the absence of these defenses, individuals rapidly succumb to infection.

This constant threat from microbes has imposed a strong selection pressure and indeed is

thought to be the driving force in evolution that has shaped the immune system. As a

consequence, the immune system has evolved numerous and diverse cellular and molecular

mechanisms for detecting and responding to microbes and their products.

While the immune system has evolved to protect the host against infection, it is also clear

that responses can be generated under absolutely sterile conditions and to molecules of non-

microbial origin, even including ones from the host itself (1, 2). This is painfully evident to

any reader who has experienced blunt trauma (e.g. banging a thumb with a hammer) after

which the affected site rapidly becomes inflamed. This resulting inflammation is an innate

immune response and one that is occurring without microbes having entered the host.

Trauma, bleeding, cell injury, and irritant particles are among the many kinds of sterile

stimuli that can trigger various kinds of immune responses, including both innate and

adaptive ones.
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Why should the immune system be concerned with non-infectious processes? One reason,

which was well articulated by Matzinger (3, 4), is that some of these situations are

potentially dangerous for the host and may even be harbingers of infection. Consider the

example of cell death: if cells are dying by necrosis, then something is amiss and the host is

losing functional components. By recognizing this process the immune system can rush

defenses to the site and attempt to limit the damage, e.g. from microbes or other injurious

agents. These responses can also be important to clear the cellular corpses and to stimulate

tissue repair (5). A general theme that is emerging is that in addition to detecting microbes,

the immune system is also involved in monitoring the host for the integrity of its tissues and

cells and beyond this, maybe even physiological states, such as lipid metabolism and obesity

(6, 7).

The mobilization of immune responses in sterile settings can have both positive and negative

effects. On the one hand, injurious processes may be stopped or walled off and damage to

the tissues repaired (5). On the other hand, the immune response may itself cause damage or

produce mediators that lead to disease (5). Therefore, it is important to understand the

mechanisms underlying these kinds of these responses and their role in health and disease.

In this article, we review our work on various facets of immune responses to non-microbial

stimuli with an emphasis on responses to cell death and sterile irritant particles. We review

primarily our work but put this into the context of other investigations in the field.

Adjuvants, cell death, and the stimulation of adaptive immune responses

Infection or immunization with microbes stimulates robust adaptive immune responses.

However, immunization with highly purified proteins often does not stimulate immunity and

instead may lead to tolerance (8). It has been known since the 1920s that to stimulate

adaptive immune response to purified proteins, they must be admixed with adjuvants, which

are immunostimulants often of microbial origin or made of irritant particles like alum (8, 9).

The situation was however different when individuals were immunized with cells instead of

purified proteins. Inoculation with allogeneic cells that differed at major and/or minor

histocompatibility antigens or autologous antigen-bearing cells (e.g. tumors) did elicit both

antibody and T-cell responses and often quite strong ones. Perhaps because immunizations

were occurring in a ‘black box’, with conditions being determined empirically, this paradox

in the different requirements for immunization with proteins versus cells was not one that

captured the attention of the field for many years.

Our foray into this issue of adjuvants and how dead cells influenced adaptive immune

responses started with an unexpected observation in the laboratory. We were studying how

particulate antigens were ‘cross presented’ on major histocompatibility complex (MHC)

class I molecules in vivo in ways that would stimulate CD8+ T-cell responses (10, 11). We

wanted to study the effect on these responses of manipulating the cytokine milieu at the site

of antigen presentation in vivo, and to do this, we injected antigen together with irradiated

cell lines that were engineered to secrete particular cytokines. We found that such cell lines

strongly augmented the response to the injected antigen, but to our surprise, this occurred

whether or not the cells had been transduced with cytokine genes (Fig. 1). What we came to

appreciate was that dying or dead cells would provide a strong adjuvant activity to antigens

in and around them (12). This ‘endogenous’ adjuvant activity (i.e. coming from autologous

cells rather than foreign/external materials) augmented the priming of both CD4+ and CD8+

T-cell responses (12) and could help explain why immunization to cellular antigens is often

successful without adjuvants. Other groups have reported similar findings (4).
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We found that endogenous adjuvant activity was present to lesser or greater extents in all

cells we examined, including both cultured and primary ones (12). The adjuvant activity was

constitutively present in these cells under normal basal condition, and its levels increased in

cells that were stressed by heat shock or inhibition of protein translation (12). Within normal

or stressed cells, the adjuvant activity was present in the cytosol, and simple mechanical

rupture of the plasma membrane released it into the extracellular fluids (12).

These findings indicated that in living cells, endogenous adjuvant molecules are sequestered

by the plasma membrane and therefore not visible to the immune system. However when

cells undergo necrosis for any reason, they invariably lose integrity of their plasma

membrane, and when this occurs, cytosolic contents are released. It appears that the immune

system has evolved the capacity to detect the release of some of these intracellular

molecules in ways that stimulate the generation of adaptive immune responses to antigen in

and around the dying cells (Fig. 2). Through this mechanism, living cells are ignored and

dying ones are rapidly detected and investigated.

Molecular identity of endogenous adjuvants

The molecules that are responsible for endogenous adjuvant activity have also been referred

to as DAMPs (danger-associated molecular patterns). This acronym emphasized the

similarities in function to the immunostimulatory molecules from microbes that were termed

PAMPs (pathogen-associated molecular patterns) by Janeway (13).

While it was clear that cells contained DAMPs, the molecular identity of the bioactive

molecules was unknown. To identify these molecules, cytosol was subjected to

chromatographic separation, and the fractions screened for adjuvant activity in bioassays.

Through this approach, one of the molecules with adjuvant activity was identified as uric

acid (14).

Uric acid is produced in all cells during the catabolism of purines from DNA and RNA, and

there are very high levels of this molecule constitutively present in the cytosol of normal

cells (14). Moreover under conditions of injury and stress, cells may degrade their nucleic

acids and this can lead to ten-fold increases in intracellular uric acid levels (14). In fact, even

after cells have died, the cellular corps can continue to produce large amounts of uric acid as

their DNA and RNA break down and the liberated purines continue to be metabolized by

xanthine oxidase (15).

It was initially surprising that uric acid would have biological activity, because it is normally

present in humans at ~60 μg/dl (in mice at about half this level), which is close to its

saturating concentration (~70 μg/dl) in biological fluids. Of importance however, this

molecule is completely in solution under normal physiological conditions. In contrast, it is

thought that the immune system may be sensing uric acid when it undergoes a chemical

phase change, nucleating into monosodium urate (MSU) microcrystals (14). This would

occur when dying cells release their large intracellular pools of uric acid and create locally

in the tissue interstitium a highly supersaturated solution. Moreover, the uric acid would go

from the low sodium milieu of the cytosol into the high sodium-containing environment of

the extracellular fluids. While nucleation of microcrystals around dead cells has not been

formally proven to occur, the conditions would strongly favor this activity, and it has been

shown that MSU crystals but not soluble uric acid solutions are stimulatory in vitro and in

vivo (14).

There was endogenous adjuvant activity also present in fractions of cytosol-containing

molecules of much higher molecular weight than uric acid (14). Therefore, uric acid is not

the only endogenous adjuvant activity in cells. It is however an important one, because
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depletion of uric acid from cells, either by inhibiting its synthesis or hydrolyzing it through

oxidative catalysis, partially but significantly reduces endogenous adjuvant activity in cells

(14, 16, 17). There is also limited data potentially implicating ATP and nucleic acids as an

endogenous adjuvant that promotes responses to cellular antigens (18, 19). A number of

other cellular molecules have been reported to have endogenous adjuvant activity, e.g. high

mobility group box 1 (HMGB1), heat shock proteins (HSPs), and granulysin, etc. (2, 20).

How much these other molecules contribute to the total adjuvant activity in cells is not yet

clear, because in most cases, the effect of eliminating them on this activity has not been

tested.

Mechanism of action of endogenous adjuvants

Conventional microbial adjuvants are thought to work in large part by stimulating dendritic

cells to mature and migrate to secondary lymphoid tissues (21). In this process, dendritic

cells are stimulated to present antigen, express costimulatory molecules, and secrete

cytokines in ways that are immunostimulatory for T cells and thereby initiate productive

immune responses. Endogenous adjuvants may work in similar ways (Fig. 2). The injection

of cell cytosol subcutaneously into mice stimulates dendritic cells in the skin to ingest

particles and migrate to draining lymph nodes (22). The migrated cells are mature and

express high levels of costimulatory molecules (22). Studies with MSU (14), HMGB1 (23),

and granulysin (20) similarly showed that these agents would stimulate dendritic cells to

mature. That this was a likely mechanism of action of endogenous adjuvants was shown in

experiments where uric acid depletion inhibited the priming of T cells to antigen + dead

cells but not responses stimulated by adoptively transferred antigen-bearing mature dendritic

cells (16). This finding that endogenous adjuvants were needed before but not after dendritic

cells had acquired the antigen and matured implied that they were acting at least in part by

stimulating dendritic cells to become immunostimulatory.

Microbial adjuvants may also augment responses by stimulating the production of cytokines,

such as IL-12 (24). Whether this is also the case for endogenous adjuvants has not been well

studied. However, what is clear is that dying cells and MSU stimulate the production of

cytokines, such as interleukin-1 (IL-1) (see sections below). IL-1 has been implicated in the

adjuvant activity of alum by some (25, 26) but not other labs (27, 28, Kono and Rock

unpublished result). IL-1 may also influence other events, one of which is the polarization of

CD4+ T cells into T-helper 17 (Th17) cells (29, 30). Therefore, cell death and the release of

endogenous adjuvants may not only influence the priming of T cells but also their

differentiation into polarized effector cells.

There must be receptors on (or in) dendritic cells that are stimulated by endogenous

adjuvants and activate these cells in ways that promote immune responses. However, only a

few of these putative receptors have as yet been identified. One of these is the C-type lectin

receptor Clec9a, which is expressed primarily on CD8-expressing dendritic cells. While its

precise ligand is unknown, Clec9a is stimulated by necrotic cells and promotes CD8+ T-cell

responses to antigens associated with the dead cells (31). Anti-Clec9a antibodies have also

been shown target antigens into dendritic cells and promote immune responses (32). There is

also evidence that dendritic cells are stimulated by granulysin (20) and HMGB1 (33-36)

through Toll-like receptor 4 (TLR4) and/or RAGE (receptor for advanced glycation end

products) and that cellular nucleic acids can stimulate TLR7 and TLR9 on B cells to

promote antibody responses (19, 37, 38). Similarly, the P2X7 ATP receptor has been

implicated in augmenting responses to cells (18). NLRP3 senses MSU, but it has not yet

been shown that this receptor is the one through which this endogenous molecule stimulates

dendritic cells and provides adjuvant activity (39). An important area of future research will
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be the molecular identification of endogenous adjuvants and their receptors as well as

elucidation of their mechanisms of action and contributions to immune responses.

Sterile cell death triggers an inflammatory response

The concept that cell injury can help to trigger adaptive immune responses is relatively

recent. In contrast, it has been known since ancient times that injury induces inflammation

(40), and inflammation is now recognized to be an innate immune response. In response to

cell injury, the immune system rushes its defenses to the affected site. There is rapid

vasodilatation, which increases delivery of blood-borne defenses to the affected area,

protein-rich fluid then leaks from vessels into the tissue space, which delivers soluble

immune defenses, and leukocytes migrate from post-capillary venules into the interstitial

space, which brings cellular defense to site of injury (5). These events were first described in

the mid-19th century before there was any clear concept that innate immunity even existed

(41-43). Such inflammation occurs whenever there is significant necrosis occurring in vivo,

and its choreography is so stereotypical that its presence and progression is used by

pathologists to date the time of tissue injury, e.g. in a myocardial infarct. While, it has long

been known that cell death stimulates inflammation, the mechanisms through which this

occurred were largely unknown until recently.

What in dying cells triggers an inflammatory response?

The innate immune system somehow senses cell death in ways that lead to inflammation.

Since unperturbed living cells do not cause inflammation, it follows that upon death, there

are changes in cells that promote inflammation. Similar to what was discussed in the section

on endogenous adjuvants, it is thought that after death cells expose components (DAMPs)

that are not normally seen on living cells (1, 2) (Fig 2). In support of this concept, simple

rupture of the plasma membrane makes cells proinflammatory, and injection of their

intracellular contents is proinflammatory (44). In recent years a number of candidate

proinflammatory DAMPs have been identified.

The endogenous adjuvant uric acid was an obvious candidate for a proinflammatory DAMP,

because, as discussed above, it is released from dying cells and recognized by the innate

immune system. Moreover, MSU was known to be highly proinflammatory, as it is the

etiological agent for the inflammatory disease gout, a condition that occurs in hyperuricemic

patients (45), and it causes robust inflammation when injected into normal animals (46). To

investigate whether uric acid is important to the death-induced sterile inflammatory

response, it was depleted from animals by expressing a transgenic uricase construct or by

blocking its synthesis with xanthine oxidase inhibitors. In such uric acid-depleted mice, the

inflammatory responses to cell death were significantly reduced (15). In contrast, in the

same uric acid-depleted animals, inflammatory responses to microbial stimuli [zymosan or

lipopolysaccharide (LPS)] or irritant particles (silica) were not reduced (15). These findings

indicated that uric acid depletion was not generally anti-inflammatory but selectively

affected inflammation to cell death. Similarly, uric acid depletion decreases inflammation

and damage in the lung induced by bleomycin or elastase damage (47, 48). Therefore, uric

acid is a proinflammatory DAMP that helps stimulate the death-induced inflammatory

response.

The inhibition of inflammation to cell death in uric acid-depleted mice while significant was

only partial; this finding suggested that other proinflammatory DAMPs must exist and be

contributing to these responses, and indeed, there are many candidates for this function. One

of these candidates is ATP. It can function as a ‘find me’ signal for dead cells (49, 50) and

also stimulate the production of proinflammatory cytokines, like IL-1, from macrophages

(51, 52). It was reported recently that pharmacological depletion of ATP or elimination of its

Rock et al. Page 5

Immunol Rev. Author manuscript; available in PMC 2012 September 1.

N
IH

-P
A

 A
u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t



receptor, P2X7, markedly inhibited inflammation in vivo to thermal injury of the liver (53),

indicating that ATP can function as a significant proinflammatory DAMP. Another such

DAMP is SAP130 that binds the C-type lectin receptor Mincle that is expressed on

leukocytes (54). Antibodies to Mincle inhibited inflammation to cell death in the thymus

(54). A role for non-muscle myosin has been shown in cardiac ischemia reperfusion (55). In

this case, the released molecule does not have proinflammatory activity by itself but upon

release becomes bound by natural antibodies to form immune complexes that then activate

complement (55). Yet other potential DAMPs that have been implicated in some models of

cell death-induced inflammation are HMGB1 (56, 57), nucleic acids (RNA and DNA)

(58-61), mitochondrial components (53, 62, 63), lactoferrin (64), and heat shock proteins

(65, 66), among other molecules.

It may be that the contribution of these various DAMPs will vary in different situations.

There could be cell type differences, because some DAMPs may be expressed in a tissue-

restricted manner. One example is a class of DAMPs called Alarmins (67, 68). These are

molecules such as β-defensins that are expressed primarily in leukocytes. In addition to cell-

type differences, there could be differences in the contribution of different DAMPs,

depending on the anatomical location or type of injury. This might explain why DAMPs that

have been reported to be required for some responses do not seem to be necessary for others.

Although there is evidence for a role of ATP, HMGB1, and Mincle (53, 54), in our assay

systems, we have not observed reductions in cell-death induced inflammation when ATP is

depleted or in animals that genetically lack the P2X7 ATP receptor, Mincle (Kono, Patel and

Rock unpublished result), or HMGB1 (69). In the case of ATP, this perhaps is not surprising

because in many situations, e.g. ischemia, dying cells will have depleted their intracellular

stores of this nucleotide (70) yet are highly inflammatory.

Role of TLRs, TIR-adapters, and IL-1

While the mechanism by which dying cells stimulated inflammation was unknown, there has

been considerable progress over the last decade in elucidating how microbes stimulate

inflammation. One of the important mechanisms that triggers inflammation to infection is

the recognition of microbial molecules by pattern recognition receptors, such as TLRs (71).

While TLRs were first shown to recognize unique microbial chemical structures that were

not made by the host, there were subsequently a number of reports suggesting that these

receptors could also recognize some of the host’s own molecules (e.g. HMGB1, DNA, and

HSPs) (72); although a caveat to these findings was the possibility that the stimulatory

activity of some of these putative autologous TLR ligands was actually due to contamination

with microbial molecules (and this was probably an artifact in some cases) (73, 74).

Nevertheless these findings raised the possibility that TLRs might be involved in sensing

cell death, and in response, triggering inflammation.

Indeed some studies have found a potential role for TLRs in the inflammatory response to

cell death. TLR2/TLR4 double knockout mice injected with sterile dead cells generate less

inflammation compared to wildtype animals, although the reduction in this response is

modest (69); in contrast, in the same system responses were normal in TLR1, TLR3, TLR6,

TLR7, TLR9, and TLR11 single knockout mice. Recent studies have shown that TLR2,

TLR4, and/or TLR9 can also play a role in the ischemia-reperfusion (I/R) injury in heart,

brain, liver, intestine, and kidney (75, 76). In these cases, DAMPs (e.g. HMGB1, HSPs, and

DNA, etc.) are thought to be released from the initial ischemic tissue, and the tissue damage

is exacerbated by the intense inflammatory responses after reperfusion occurs. In addition,

in a drug-induced liver injury model, a reduction in inflammation was observed in TLR9-

deficient mice (59). Overall the contribution of individual TLRs in the response to cell

death, although varied, has been in general partial and in our hands relatively minor. A
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caveat to these loss-of-function studies is that if multiple TLRs participate in these responses

(so the loss of any one might have a minimal effect), then a larger role for these receptors

could have been missed.

When stimulated TLRs initiate a signaling cascade by recruiting intracellular TLR-IL-1

receptor (TIR) adapter molecules, three of four TIR adapters were completely dispensable

for death-induced inflammation in vivo. However one TIR adapter, myeloid differentiation

factor 88 (MyD88), was essential for the inflammatory response to injected dead cells (69).

This was surprising, given the apparent limited role of TLRs in these responses, and

suggested that other MyD88-dependent receptors might play a key role. Examination of

mutant mice lacking such receptors revealed that the MyD88-dependent IL-1 receptor

(IL-1R) was essential for the death-induced sterile inflammatory response (69). Reciprocal

experiments showed that neutralization of IL-1α or genetic deficiency of IL-1 inhibited these

responses (44, 69) (Fig. 3). In contrast, inflammatory responses to a microbial stimulus such

as zymosan were intact in mice lacking the IL-1 pathway. These data pointed to a key role

of IL-1 in the death-induced sterile inflammatory response.

The finding that IL-1 played a dominant role in cell death-induced inflammation was

surprising, because there are other proinflammatory cytokines produced in inflammatory

responses that have redundant effects with IL-1. Moreover, tumor necrosis factor-α (TNFα)

appears to be a more important cytokine in driving inflammation in a number of other

conditions, such as in autoimmune diseases. However, in the sterile inflammatory response

to cell death, the contribution of TNFα appears to be more modest than IL-1 (Fig. 3). Indeed,

it may be generally true that IL-1 is a dominant cytokine driving sterile inflammatory

responses in non-autoimmune situations (see below).

The sources of IL-1 in the death-induced sterile inflammatory response

Since IL-1 was required for the death-induced sterile inflammatory response, it was

important to understand where it was coming from and how it was generated. One

possibility was that the IL-1 was being released from the dying cells themselves (77). This

could occur because cells that are making IL-1 contain intracellular pools of the cytokine.

Remarkably it is poorly understood how IL-1 is normally released from cells other than the

fact that it does not follow a typical secretion pathway (78). It has long been known that

IL-1 can be released experimentally by breaking cells open, and therefore necrotic death, in

which cells swell and lose integrity of their plasma membrane, is one way the cytokine

could be released.

Support that IL-1 from dying cells could stimulate inflammation came when it was observed

that dead IL-1α -deficient dendritic cells did not trigger responses while IL-1-sufficient ones

did (77). However, dendritic cells can make a lot of IL-1, and this IL-1 is sufficient to

trigger inflammation even when live dendritic cells are injected in vivo (44). In contrast,

injection into mice of a variety of other dead cell types that genetically lack both IL-1α and

IL-1β stimulated an inflammatory response that was equivalent to that of wildtype necrotic

cells (44). Therefore, the IL-1 that is driving the sterile inflammatory response in many

cases is not coming directly from the dead cell. In these situations, the IL-1 must be

produced by cells in the host upon recognition of cell death. That this is the case was

formally shown by the loss or inflammatory response to dead cells in mice that genetically

lack either IL-1α or IL-1β (44).
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What is the cellular sensor of cell death for the sterile inflammatory

response?

What is the host cell that is sensing cell death and in response producing the IL-1 that drives

the sterile inflammatory response? There could be many candidates because a large number

of cell types can produce IL-1α, and there are several that can also make IL-1β. To narrow

the field of potential cell types, experiments were performed with chimeric mice in which

either their bone marrow or parenchymal elements (radioresistant cells) genetically lacked

IL-1α and IL-1β. These experiments showed that the sterile inflammatory response to

injected dead cells required IL-1 genes (both IL-1α and IL-1β) in the bone marrow cells

(44). In addition, there was a reduction, albeit partial, in mice whose radioresistant elements

lacked IL-1β (44).

The next question was which kind(s) of bone marrow-derived cell(s) was the source of IL-1

in these responses. The fact that the cell was of bone marrow origin pointed to a leukocyte,

but this did not narrow the field of candidates very far, as many of these cells can make

IL-1. To determine the identity of the relevant cell(s), experiments were performed to assess

the impact of eliminating various leukocytes. The conditional depletion of cells expressing

high levels of CD11b in CD11b-promoter-driven diphtheria toxin receptor transgenic mice

markedly inhibited the inflammatory response to dead cells injected intraperitoneally (44).

Under these same conditions, the CD11b cell-depleted mice generated normal inflammatory

responses to another proinflammatory stimuli injected intraperitoneally, such as MIP-2 (44).

Therefore, in the absence of the CD11bhigh cells, animals still have the necessary

components to successfully mount inflammatory responses, but they are markedly impaired

in doing so in response to cell death.

One of the principal cell types eliminated in the CD11b-DTR transgenic mouse is the

macrophage. To determine whether this was the relevant cell type, macrophages were

transferred back into CD11b-depleted mice. The adoptive transfer of these cells could

reconstitute the response to dead cells (44) (Fig. 4). Even though highly purified

macrophages supported the responses, a limitation of using primary cells is the possibility

that a contaminating cell type was contributing to the reconstitution. To address this

question, a cloned macrophage cell line was transferred, and it too was able to reconstitute

responses (44). Therefore, these studies indicated that macrophages are a key cell

participating in the death-induced inflammatory response.

The role of dendritic cells in these responses was also investigated. This was of particular

interest, because these cells do respond to dead cells (14, 22) and a subset of them can

express CD11b. However, conditional depletion of CD11c-expressing cells in a CD11c-

promoter-driven-DTR transgenic mouse did not reduce the death-induced inflammatory

responses in the peritoneal model, even though there was good depletion of dendritic cells

(44). Interestingly, adoptive transfer of dendritic cells into CD11b-depleted mice can also

reconstitute the inflammatory to dead cells (Fig. 4). Dendritic cells therefore have some

capacity to participate in this response, and it is possible that in tissues where dendritic cells

are more abundant than in the peritoneum, these cells might play a role in addition to

macrophages.

With the identification of a key role for macrophages in the death-induced sterile

inflammatory response, the obvious question was whether these cells were the source of

IL-1 that was needed for these responses. To address this question, IL-1-sufficient versus

IL-1-deficient macrophages were transferred into CD11b-depleted mice. It was found that

IL-1-deficient macrophages did not reconstitute inflammation, and they were indeed

therefore a source of IL-1 in these responses (44). While IL-1α -deficient macrophages
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failed to reconstitute responses, IL-1β-deficient ones could (44). Since the radiation chimera

studies discussed above indicated IL-1β -sufficient bone marrow was required for death-

induced inflammation, the finding that IL-1β-deficient macrophages reconstituted

inflammation in CD11b-depleted mice suggests that there may be an additional bone

marrow-derived cell that contributes IL-1β to these responses.

Other sterile triggers of inflammation also trigger IL-1-dependent

inflammation

As discussed above, urate is a proinflammatory DAMP that helps stimulate part of the

inflammation to dying cells. Since this response is IL-1 dependent, it is perhaps not

surprising that the inflammatory response to urate crystals was also found to require this

cytokine (69, 79). In addition to urate crystals, there is a diverse set of particles that can

induce inflammation in vivo. These irritant particles include silica crystals, calcium

pyrophosphate crystals, alum (precipitated aluminum salt), and asbestos particles. The

finding that inflammation to urate was IL-1-dependent led to examination of the role of this

cytokine in inflammatory responses to these stimuli and remarkably responses to all these

particles were dependent on IL-1 (25, 80-84). Subsequent studies found that particles that

were not traditionally thought of inducers of inflammation, such as cholesterol crystals,

would similarly stimulate IL-1-dependent inflammation when they are injected or form in

vivo (85) (see below). All of these particles were also shown to stimulate macrophages to

produce bioactive IL-1β in vitro (25, 80-82, 85)

The mechanisms by which bioactive IL-1 is produced are best studied for IL-1β. This

cytokine is initially synthesized, as is a long precursor that is biologically inactive (pro-

IL-1β) (30). When macrophages producing pro-IL-1β are stimulated with ATP or irritant

particles, the pro-caspase 1 zymogen (inactive protease) assembles into a molecular complex

called the inflammasome and is cleaved into active form (86, 87). The catalytically active

caspase 1 then cleave pro-IL-1β to its mature and biologically active form (86).

Inflammasomes consist not only of caspase 1 but also of a scaffolding protein called ASC

and an NLR protein, the latter of which is thought to be the activating component of the

complex (87). The NLR protein that was necessary for MSU crystals to stimulate

macrophages to produce IL-1β was found to be NLRP3 (79). Subsequently, it was found

that NLRP3 was also required for macrophages to produce IL-1 when stimulated by many

irritant particles, including silica, asbestos, alum, calcium pyrophosphate, and cholesterol

crystals (25, 80, 82, 83, 85). The IL-1-dependent inflammatory response to cell death in vivo

is significantly reduced in NLRP3-deficient mice (59, 63, Lai and Rock, unpublished result).

Priming of macrophages to make IL-1

For macrophages to be stimulated by sterile particles to make IL-1 in vitro, they must first

be ‘primed’ with a stimulus that induces the synthesis of pro-IL-1β and also upregulates the

expression of NLRP3 (88, 89). The stimuli that can prime macrophages include TLR

agonists and cytokines like TNF. These priming stimuli may work by activating NFκB, an

important transcription factor for IL-1β and presumably also for NLRP3 (88). What is

surprising and not understood is that the while priming is essential for responses to particles

in vitro, the same particles stimulate IL-1-dependent responses in vivo without a co-injected

priming stimulus. This finding implies that something is providing the priming stimulus in

vivo. Conceivably the particles are stimulating the production of cytokine in vivo that prime

macrophages. Indeed, it is clear that particles like urate crystals can stimulate cells through

other pathways than the NLRP3 inflammasome (90-92). Alternatively, it is possible that

some of the IL-1-producing cells in vivo reside in a state where priming is not required,
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either due to their differentiation state or signals in the host environment (e.g. microbial

products). In fact, in some of the examples discussed above where TLRs contribute to IL-1-

dependent sterile inflammatory responses, it is conceivable that they are doing so by helping

to prime macrophages.

How do dead cells and irritant particles trigger inflammasomes?

The NLR polypeptides are leucine-rich repeat proteins and are thought to function as

intracellular sensors that control the activation of inflammasomes. In support of this concept

mutations in NLRP3 lead to spontaneously active inflammasomes (or ones that have a lower

threshold of activation) and as a consequence cause IL-1-dependent autoinflammatory

diseases (93). Exactly what NLRP3 senses and how it activates the inflammasome is still not

well understood. A number of microbial molecules can stimulate the activation of NLRP3

inflammasomes and have been considered as putative ligands for this NLR protein (93),

although direct binding has not yet been documented.

Since NLRP3 is a cytosolic and nuclear protein, it was a mystery as to how it could be

sensing dead cells or irritant particles that are extracellular and excluded from the cell

interior by the plasma membrane. When macrophages encounter these particles, they rapidly

ingest them by phagocytosis, and this process was found to be essential for particle

triggering of NLRP3-dependent IL-1 production (80). In contrast, soluble activators of

NLRP3, such as ATP, did not require phagocytosis. While internalization may bring the

particles one step closer to NLRP3, the particles and NLRP3 are still in anatomically distinct

compartments. As the next step in the pathway, there is evidence for two distinct

mechanisms by which particles in phagosomes may stimulate NLRP3 (Fig. 5).

In one pathway, internalized particles stimulate the production of reactive oxygen species

(ROS), and this process has been linked to the NLRP3 pathway because elimination of ROS

with chemical scavengers sometimes inhibits the production of IL-1 (82). Phagosomes

contain an NADPH-oxidase complex that can be triggered by internalized particles to

produce large amounts of ROS, which normally functions as part of the intracellular anti-

microbial response. This oxidative burst was initially thought to be the source of the reactive

products driving the IL-1 response (82). However, the particle-stimulated IL-1 response was

subsequently found to be intact in cells that genetically lack NADPH oxidase, so this

enzyme cannot be the only source of ROS that triggers this response (80, 94-96). More

recently, it has been suggested that the ROS stimulating the NLRP3 inflammasome is

instead coming from mitochondria (96), although it is not yet clear how the ingestion of

particles stimulates these organelles to make these reactive species. More recent data have

suggested that once ROS are generated they cause thioredoxin-binding protein (TXNIP) to

dissociate from thioredoxin and bind to the leucine-rich repeat and NATCH domains of

NLRP3, causing its activation (97).

In contrast to the above results, some other experiments have not observed any inhibition of

particle-stimulated IL-1 responses by ROS scavengers and SOD1 mutations that lead to

increased ROS levels decreased caspase 1 activation and IL-1 production (96, 98-100).

Similarly, in TXNIP-deficient macrophages, others could not observe a reduction in IL-1β
secretion upon stimulation with several NLRP3 inflammasome activators, such as IAPP,

MSU, or ATP (101). While the reasons for these differences are not clear, they might be due

to specific cell types or conditions used in different experimental systems. It also suggests

that there are additional pathways that can operate, and indeed there is evidence that this is

the case.

A second pathway also initiates when particles are internalized into phagosomes and starts

with events that are part of normal phagosomal physiology (Fig. 5). As part of the process
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that coverts the phagosome into a catabolic vacuole, it fuses with lysosomes and a proton

antiporter in the membrane acidifies the vesicle (80). This drop in pH causes the lysosomal

acid optimal proteases (Cathepsins) to become catalytically active, a process that is

important for hydrolyzing the proteins that have been ingested by the phagocyte. In addition,

it turns out the activation of at least two of these proteases, Cathepsin B and L, also

contributes to the triggering of the NLRP3 inflammasome, as discussed below. What

happens next is that for reasons that are not yet understood, a fraction of the particle-

containing phagosome rupture and release their contents into the cytosol (80). While this

event places the particles into the same subcellular compartment as the NLRP3

inflammasome, the particles themselves are not directly triggering this pathway. Instead, it is

the event of phagosomal rupture and specifically the release of Cathepsin B and L (or the

cleavage products from their substrates) that seems to be somehow be sensed by NLRP3. In

support of this concept, simply rupturing vesicles by osmotic lysis (without particles)

activates the NLRP3 inflammasome in macrophages, and this process requires activated

Cathepsins (80). Exactly how the activated Cathepsins are sensed by NLRP3 is not presently

known. It may be that after cleavage, one of substrates becomes a stimulatory ligand for

NLRP3 or the Cathepsins might cleave NLRP3 in a way that leads to its activation (Fig. 5).

While most work has focused on how DAMPs stimulate cytokine production and

inflammation, there may also be regulatory mechanisms that serve to limit these responses.

Thus, there are emerging data that at the same time that DAMPs stimulate inflammation,

they also engage some regulatory receptors (e.g. CD24, Siglec-10/G), which then serve to

limit the magnitude of the inflammatory responses (102).

Innate sensing of host damage

The finding that NLRP3 senses vesicular rupture has led to a new concept that this innate

sensor is monitoring the health of cells and responds to internal cell damage. This may not

be the only thing that NLRP3 senses, as there is evidence that it is stimulated by other

molecules including products of microbes and ATP. However, at least some of these

molecules are ones that can disrupt membranes (e.g. listeriolysin O, nigericin, maitotoxin,

and hemolysins, etc.) (103-105), so it is possible that these agents might also stimulate

NLRP3 by causing vesicular rupture.

NLRP3 is not the only example where the immune system is monitoring the health of cells.

γδ T cells in the skin monitor keratinocytes for damage and in response help stimulate tissue

repair (106, 107). Natural killer (NK) cell receptors monitor cells for MIC proteins, which

are expressed under certain conditions of cell stress (108, 109). It has been suggested that

the release of heat shock proteins (many of which are induced upon cell stress) may

stimulate innate cells (110, 111); the release of HMGB1 upon cell damage can stimulate

TLRs and RAGE (56, 112). Mincle senses SAP130 from necrotic cells to stimulate

inflammation (54); Clec9a recognizes unidentified ligands from necrotic cells and enhances

cross priming of CD8+ T cells (31). Thus, an emerging theme is that beyond surveillance for

infections the innate immune system may employ sensors to monitor the health of host cells

and respond in ways to repair tissues or eliminate abnormal cells.

Inflammasome/caspase 1-independent pathways

The inflammasome plays an essential role in generating mature IL-1β in vitro. Macrophages

lacking any of the inflammasome components (NLRP3, ASC, or caspase 1) make essentially

no mature IL-1 when stimulated in culture with sterile particles (80, 81). However, the

situation is more complicated in vivo. We and others have found that a variable but

sometimes substantial sterile inflammatory response can be seen in caspase 1-deficient mice

(69, 113-117). This contrasts with the much more marked reduction of these responses that
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is consistently observed in IL-1β-deficient mice. These data imply that there must be a

caspase 1-independent pathway for generating mature IL-1β in vivo. Indeed, there are other

proteases that can cleave IL-1β (30) and some evidence that these may operate in vivo (113,

118).

Downstream targets of IL-1

Thus far we have focused on how IL-1 is produced. The next question is once IL-1 is

produced, where is it acting to cause inflammation? This has been investigated by

examining where the IL-1R needs to be expressed. This receptor is broadly expressed on

both leukocytes and tissue parenchymal elements (119, 120). However, when IL-1R-

deficient bone marrow is transplanted into wildtype mice, the chimeric animals mount

perfectly normal sterile inflammatory responses, at least to crystals or dead cells (46, 69).

This indicates that leukocytes or other bone marrow-derived elements do not need to be

stimulated by IL-1 to generate the sterile inflammatory responses. This was somewhat

surprising, because IL-1 can induce more IL-1 (30). It might have been expected that this

autoamplification would have been important for optimal production of IL-1 from

leukocytes, and this obviously cannot occur in the absence of the IL-1R. In contrast, if

IL-1R-sufficient bone marrow is transferred into irradiated IL-1R-deficient mice, then the

inflammatory responses are markedly attenuated. These results indicate that the key target of

IL-1 is a radio-resistant parenchymal element. The identity of this element(s) is presently

under investigation.

Medical importance

The host pays a price for mobilizing an inflammatory response. It causes symptoms such as

fever, malaise, and pain, which by themselves can compromise normal function. Moreover,

the leukocytes that infiltrate the tissues are ‘trigger-happy’ and relatively imprecise in their

aim; as a result, proteases, ROS, and other toxic products are released from these cells when

they are alive and also leak from them when they are dead (5). These products, while useful

in the killing of microbes, can and do inflict damage in the tissue. Moreover, the bioactive

mediators that are produced may act on tissue elements in ways that can lead to pathological

changes (e.g. stimulating abnormal proliferation or collagen deposition).

These ‘costs’ of the inflammatory response may be a small price to pay in response to an

infection, where the alternative can be death or significant morbidity. However, in situations

where the stimulus is sterile, the cost-benefit ratio may be less favorable. The host response

may contribute relatively little to defense, and the net effect may be damage. The host can

deal quite well with small amounts of damage. However, when the damage is substantial,

chronic, and/or repetitive, then there can be pathological consequences, such as loss of

function and fibrosis, and this underlies the pathogenesis of a number of diseases.

There are a number of diseases that are caused by sterile inflammation and several of these

are thought to be directly related to the NLRP3-IL-1 pathways described above. Among

these are a collection of diseases that are caused when particles, such as the ones discussed

above, are deposited in tissues. When urate crystals form in the joints of hyperuricemic

patients, the IL-1-dependent inflammatory response causes the arthritis the disease of gout

(46, 79, 121). A similar problem occurs when crystals of calcium pyrophosphate deposit in

joints, and when this happens, the particles cause the condition of pseudogout (79, 122).

Another set of examples is when individuals inhale silica crystals or certain forms of

asbestos that cause an inflammatory response in the lung that ultimately leads to pulmonary

fibrosis in the diseases of silicosis and asbestosis (123). Given these findings, it is possible

that this response to inhaled particles may similarly contribute diseases caused too many

other inhaled particulates such as those in cigarette smoke or air pollution.
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The pathology caused by the innate response to particles may also contribute to a number of

other conditions that are not traditionally thought of as particle-based diseases. One

intriguing possibility is the disease of atherosclerosis. In this condition, plaques form in the

walls of arteries when lipids and cholesterol deposit and the underlying smooth muscle cells

proliferate (124). When this process advances to a point where it interferes with blood flow

then it causes ischemic disease. It is clear that what is driving this disease is a sterile

inflammatory response in the vessel wall (124). However, what is causing the sterile

inflammation is unclear, other than it is related somehow to modified low density

lipoproteins. While it has long been recognized that cholesterol crystals are present in

advanced atherosclerotic lesions, it has more recently been shown that microscopic

cholesterol crystals can be found inside of macrophages as early as plaques can be detected

(85). Moreover, when such crystals are ingested or form in macrophages, they trigger the

NLRP-3 inflammasome-dependent production of IL-1 in a cathepsin-dependent pathway

(85). Remarkably, blocking this inflammatory pathway in vivo reduces the inflammatory

response to cholesterol crystals and markedly reduces plaque formation in experimental

models of atherosclerosis. Beyond atherosclerosis, there is some intriguing data that the

deposition of insoluble proteins may trigger the same pathways to cause conditions like

Alzheimer’s disease (81) and type II diabetes (101). There is also emerging data that IL-1

(and the NLRP3) may be involved in metabolic syndrome in which obese individuals

develop among other things insulin resistance and diabetes (6, 125, 126). At its core

metabolic syndrome may be a sterile inflammatory disease of adipose tissue. What incites

this inflammation is unclear, but in this condition, there is death of adipose tissue with

subsequent phagocytosis of the fat cells by macrophages (127-129). This process is

something that would be expected to trigger the NLRP3-IL-1 pathway.

There are also diseases that can be exacerbated by sterile inflammation. An example of this

is disease processes that result in cell death. In this situation the inflammatory response to

dying cells can compound and extend the tissue damage. This is thought to occur e.g. in

ischemic diseases, such as a myocardial infarct or stroke or toxic damage, e.g. in drug-

induced liver injury (130). In fact, it is likely that this process may to contribute to the

pathogenesis of a number of diseases wherein pathological processes lead to cell death.

Conclusions

As we have reviewed, it is becoming increasingly clear that the innate immune system not

only monitors the host for microbes but also the health of the host’s own cells. In response

to cell death, the innate immune system alerts the adaptive immune system to a potential

problem in ways that promote the generation of responses. In parallel, it also rapidly

mobilizes innate defenses to the site of injury through the generation of an inflammatory

response.

Similar sterile inflammatory responses are generated to other kinds of non-microbial

macroscopic particles. One of the important insights into these seemingly unrelated

processes is that there is a common underlying pathway in which IL-1 is produced and is

one of the key cytokines driving the ensuing inflammation. There are increasing insights

into the identity of the cells that detect the sterile stimuli, how they sense such stimuli at the

molecular level, and then respond to make IL-1. This is important, because there is also

increasing recognition that these processes contribute to the pathogenesis of a large number

of diseases.
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Fig. 1. Cells contain an endogenous adjuvant activity that augments the priming of CD8+ T-cell
responses

A limiting amount of antigen (5 μg ovalbumin-conjugated beads) was co-injected into mice

together with either 105, 104, or103 mitomycin C-treated syngeneic GL261 cells. Seven days

later, splenocytes were harvested and stimulated with ovalbumin-transfected EG7 cells. CTL

activity was measured against EG7 cells 5 days later in a 51Cr release assay. E:T ratio= 33:1.

The data show that the GL261 cells, which lack antigen, contain an activity that markedly

augments the priming of CD8+ T-cell responses to the co-injected antigen.
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Fig. 2. Adjuvant effect of DAMPs in stimulating dendritic cells

When cells undergo necrosis intracellular DAMPs (such as DNA, HSPs, MSU, etc.) are

released into the extracellular milieu. Some of these DAMPs can act as adjuvants to

stimulate dendritic cells (DCs), through pattern recognition receptors, such as TLRs, CLRs,

or NLRs, or other receptors to increase the expression of MHC molecules, co-stimulatory

ligands, and cytokines. These mature DC can then optimally activate T cells and direct their

differentiation. HSPs, heat-shock proteins; MSU, monosodium urate crystal; TLRs, Toll-like

receptors; CLRs, C-type lectin receptors; NLRs, NOD-like receptors.
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Fig. 3. Role of IL-1 and TNFα in cell death-induced inflammatory responses

Wildtype (WT) C57BL/6 and (A) IL-1αβ double-deficient or (B) TNFα-deficient mice were

injected intraperitoneally with 30 million heat-shocked necrotic EL4 cells. Total neutrophil

number in the peritoneal cavity was determined 14 h after stimulation. The data are

combined results of three experiments with values from individual mice displayed along

with means ± SEM. *p<0.05, ***p<0.0001 versus WT group. The data shown that TNFα
can make some contribution to the cell death-induced inflammatory responses; notably this

contribution is less than from IL-1.
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Fig. 4. Analysis of the cells required for the generation of cell death-induced inflammation

Wildtype (WT, FVB/N) or CD11b-DTR-Tg mice were injected intravenously with 500 ng

of diphtheria toxin (500 ng); this procedure depletes macrophages in the transgenic mice.

The treated animals were then reconstituted with F4/80+ macrophages (MPs) from

thioglycollate-elicited peritoneal cells or CD11c+ dendritic cells (DCs) from spleens of

Flt3L-treated mice (C57BL/6 mice injected with Flt3L-transduced cells). Neutrophil number

in the peritoneum was determined 14 h after intraperitoneal injection of heat-shocked

necrotic EL4 cells or PBS and displayed as the mean ± SEM. The data show that loss of

CD11b+ cells in the host markedly inhibits inflammation to dead cells and that these

responses can be reconstituted by the adoptive transfer of MPs or DCs.
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Fig. 5. Mechanisms of NLRP3 inflammasome activation by sterile stimuli

There are two distinct mechanisms proposed as to how NLRP3 inflammasomes are activated

by sterile particles. The first model suggests that after phagocytosis, the particles stimulate

ROS from NADPH oxidase and/or mitochondria. The increased level of ROS in the cytosol

is then sensed by thioredoxin (TRX) and causes its dissociation from thioredoxin-binding

protein (TXNIP). The released TXNIP then binds and activates NLRP3 through interaction

with LRR and NATCH domains of NLRP3. The second model also requires phagocytosis of

the sterile particles. In this pathway phagosomes acidify and the drop in pH causes

Cathepsin (Cat) activation. Through some unknown mechanism, some of the particulate-

containing phagosomes rupture and release their contents into the cytosol. This vacuolar

rupture is somehow sensed by NLRP3, possibly by binding a cleavage product of activated

cathepsins or by the cathepsins cleaving NLRP3 in a way that activates it. NLRP3 associates

with ASC and pro-Caspase 1 to form the inflammasome and cleaves the Caspase 1 zymogen

into its active form. Active Caspase 1 then cleaves pro-IL-1β into active IL-1β. In most

cases, the synthesis of pro-IL-1β is induced by “priming”, which requires the stimulation of

pattern recognition receptors or cytokines to stimulate transcription of pro-IL-1β.
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