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Abstract: The microeconomic empirical literature devoted to the link between innovation and 
employment tends to suggest that technological change has a posit ive effect on jobs, at least at 
the level of the firm. The main purpose of this paper is to see whether this result still holds in a 
situation where intermediate technologies are implemented mainly through gross innovative 
investments, as in Italian manufacturing.  
Applying GMM-SYS to an employment equation augmented for technology and using a 
unique longitudinal dataset of 575 Italian manufacturing firms over the period 1992-1997, this 
paper finds a significant - although small in size - positive relationship between innovation 
and employment. While the links with sales and wages have the expected signs and turn out 
to be significant, the job creating impact of innovation proves robust after checking for time, 
industry, firm's size and geographical fixed effects. 
 
 
JEL classification: O33. 
 
Key words: technology, employment, Italian manufacturing, GMM-SYS. 
 
 
 
Acknowledgements: we thank Pedro Albarran, Eli Berman, Steve Bond, Eve Caroli, Ari 
Hyytinen, Petri Rouvinen, Otto Toivanen and John Van Reenen for precious comments and 
suggestions; usual caveats apply.  
 
 



 2 

1. Introduction 
 

Concern about the employment impact of technological change dates back to the 

origins of the economic thought. Indeed, at the same time as Classical economists were arguing 

about the so-called "compensation theory" (a term coined by Karl Marx, 1961), English 

workers were destroying new machines under the charismatic leadership of Ned Ludd in the 

newly industrialised areas, and of Captain Swing in the countryside (see Hobsbawm, 1968; 

Hobsbawm and Rudé, 1969). Using Ricardo's words, the "working class opinion" was 

characterised by the fear of being dismissed because of technological change (see Ricardo, 1951, 

p. 392), whilst the academic and political debate was mainly dominated by an ex-ante confidence 

in market compensation for dismissed workers. 

From a macroeconomic, aggregate point of view, the direct labour-saving effect of process 

innovation has to be compared both with the labour- intensive impact of product innovation and 

with the counterbalancing effects of income and price mechanisms, operating at the firm, sectoral 

and intersectoral levels. In this view, technological change permits decreasing prices and 

increasing incomes (profits and wages) and so increasing demand and more employment (for a 

detailed discussion of these macroeconomic relationships, see Katsoulacos, 1986; Vivarelli, 1995; 

Spiezia and Vivarelli, 2002). Theoretically, according to the values of crucial parameters such as 

demand elasticity and the capital/labour elasticity of substitution, compensation mechanisms can 

fully or partially counterbalance the possible  initial labour-saving impact of innovation.  

This paper will take a different perspective and will try to assess the relationship between 

innovation and employment at the level of the firm. Obviously, this change of perspective implies 

some advantages and some disadvantages. Starting with the latter, microeconomic empirical 

evidence cannot capture all the sectoral and macroeconomic effects of innovation, hence 

microeconometric results cannot be generalized. On the one hand, microeconometric evidence 

fully captures the direct labour-saving effect of innovation at the level of the firm, whilst only 

partially taking into account all the compensation mechanisms discussed above (in fact, price and 

income mechanisms operate within the innovating firm but they also leak out in favour of other 

firms and sectors). This bias makes it more likely that a negative employment impact of 

innovation will be found, especially when a firm is characterised by the prevalence of process 

innovation. On the other hand, when dealing only with samples of innovative firms, 

microeconometric studies tend to neglect the so-called "business stealing" effect, that is the 

competitive displacements of laggers and non- innovators. This sample bias makes it more likely 
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that a positive employment impact of innovation will be found, a result which may be reversed at 

the sectoral and aggregate levels. 

Notwithstanding these possible limitations, the ana lysis of the link between innovation and 

employment at the level of the firm permits to carry out a more precise measure of innovating 

activities, to investigate the employment impact of different forms of innovation directly, and so 

to test whether a given technological trajectory is intrinsically labour-saving or not. From this 

point of view, this paper is the first attempt to assess the microeconomic employment impact of 

innovation in a country - Italy - which is mainly characterised by capital-embodied intermediate 

technologies. In contrast, previous microeconometric studies of the subject have dealt with more 

technologically advanced countries where innovation is mainly driven by R&D expenditures. 

For instance, Entorf and Pohlmeier (1990) find a positive employment impact of product 

innovation - measured with a dummy - in a cross section of 2,276 West German firms in 1984. 

The positive employment impact of product innovation in West German manufacturing has been 

confirmed by Smolny (1998) using a panel of 2,405 firms for the period 1980-1992. 

Brouwer et al. (1993), using a cross-section of 859 Dutch manufacturing firms, discover an 

aggregate negative relationship between aggregate R&D expenditures and employment (while the 

opposite emerges when only product innovation is considered).  

Another panel analysis has been conducted by Greenan and Guellec (1996), using microdata from 

15,186 French manufacturing firms over the 1986-1990 period. According to this study, 

innovating firms - defined according to the outcomes of an innovation survey - create more jobs 

than non- innovating ones, but the reverse is true at the sectoral level, where the overall effect is 

negative and only product innovation is job-creating. 

Although the employment impact of innovation is not the main object of Doms et al. (1997), the 

authors find that advanced manufacturing technologies - measured by a set of dummy variables - 

imply higher employment growth in US manufacturing plants over the period 1987-1991. 

More controversial results come from Klette and Førre (1998). The authors' database comprises 

4,333 Norvegian manufacturing plants over the period 1982-1992; in contrast with previous 

studies, they do not find any clear-cut positive relationship between net job creation and the R&D 

intensity of the examined plants. 

As far as the UK is concerned, Blanchflower et al. (1991) analyze 948 establishments in 1984 and 

they find a positive and significant employment impact of microelectronic technologies after 

controlling for workplace characteristics such as demand, union density and organizational 

change.  
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Van Reenen (1997) matches the London Stock Exchange database of manufacturing firms with 

the SPRU innovation database and obtains a panel of 598 firms over the period 1976-1982. The 

main advantage of the author's panel is that it comprises longitudinal data on new technologies. 

Running GMM-DIF estimates, the author finds a positive employment impact of innovation and 

this result is robust after controlling for fixed effects, dynamics and endogeneity.  

Blanchflower and Burgess (1998) confirm a positive link between innovation (measured with a 

dummy) and employment using two different panels of British and Australian establishments; 

their results are robust after controlling for sectoral fixed effects, size of firm and union density.  

As can be seen, on average the (still limited) empirical literature devoted to the link between 

innovation and employment tends to suggest that technological change has a positive effect on 

jobs, at least at the level of the firm.  

The empirical analysis presented in this work is different from the aforementioned studies in that: 

1) it is the first study using Italian microdata and so it gives the opportunity to test whether the 

positive labour impact of innovation still holds in a situation – such as Italian manufacturing – 

where intermediate technologies are implemented mainly through gross innovative investment; 2) 

it is the first study, using longitudinal data on innovative activities1, to apply a new methodology 

(GMM-SYS) to the innovation/employment relationship. 

The rest of the paper is organized as follows. In Section 2 the econometric model is derived; in 

Section 3 the unique database used in this study is described and some descriptive statistics are 

presented; in Section 4 econometric results are presented and commented on; Section 5 is devoted 

to brief conclusive remarks while some additional technicalities are discussed in the Appendix . 

 
 
2. Econometric modelling strategy 

 
Consider a perfectly competitive firm maximizing its profits under a CES function of 

the type: 

 

[ ] ρρρ βα
/1

)K()L(AY +=         (1) 

 

                                                                 
1 In contrast with most of the previous studies, where technology is often proxied by a dummy or measured by a time-
invariant variable. 
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where Y is the output, L and K the inputs, A  is a potential Hicks-neutral technological change, 

a and ß are the parameters measuring the reaction of labour and capital to a technological 

shock and 0 < ? < 1.  

If W represents the cost of labour and P is the output price, profit maximization leads to the 

following labour demand (in logarithm): 
 

( ) ( ) ( ) ( ) ( )ασσ ln1PWlnYlnLln −+−=       (2) 

 

where s = 1/(1-?)  is the elasticity of substitution between capital and labour. 

 

The stochastic version of labour demand (2) augmented by including innovation (see Van 

Reenen, 1997, for a similar approach) for a panel of firms (i) over time (t) is: 

 

)(innwyl t,iit,i3t,i2t,i1t,i νεβββ ++++=    i = 1, …, n; t = 1, …, T  (3) 

 

where lower case letters indicate natural logarithms, l is labour, y output, w wage, inn 

innovation, e the idiosyncratic individual and time- invariant firm's fixed effect and ? the usual 

error term2. It is also possible to add a full set of time dummies to take into account the time 

dimension. 

While specification (3) is static, a dynamic one would be more appropriate for studying the 

relationship between labour and innovation:  

 

)(inninnwyll t,ii1t,i2,3t,i1,3t,i2t,i11t,it,i νεββββα ++++++= −−    (4) 

 

It is well known that this dynamic specification gives rise to some problems. First of all, the 

lagged dependent variable li,t-1 is - by construction - correlated with the individual fixed effect 

ei transforming the OLS into a biased and inconsistent estimator. A common solution adopted 

is to use the first difference in order to wipe out the fixed effects3: 

 

t,i1t,i2,3t,i1,3t,i2t,i11t,it,i inninnwyll ν∆∆β∆β∆β∆β∆α∆ +++++= −−   (5) 

 

                                                                 
2 Under the assumption that the disturbances are independent across firms.  
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Other common problems concern the endogeneity of the lagged dependent variable - the 

correlation between ?li,t-1 and the error term ??i,t
4

 - and the presence of other potentially 

endogenous variables on the right hand side of equation (5). To solve these problems and to 

get consistent estimates it is necessary to rely on instrumental variable techniques such as the 

appropriate GMM estimators (Arellano, 1989; Arellano and Bond, 1991; Arellano and Bover, 

1995; Ahn and Schmidt, 1995; Blundell and Bond, 1998)5. 

In particular, Arellano and Bond (1991) define the GMM-DIF estimator (first-differenced 

GMM); this estimator uses an instrument matrix containing all the instruments for all the 

regressors where each instrument depends on the specific assumption made about 

endogeneity, predetermination and exogeneity6 of the corresponding instrumented variable.  

The GMM-DIF estimator - where standard deviations and t-statistics are based on the 

covariance matrix consistent with heteroscedasticity problems (see White, 1980) - looses its 

efficiency when a in equation (4) tends to unity and when the ratio 22 / vσσ ε  becomes large 

especially in short panels7. More generally, the instruments available for the equations in first 

differences are likely to be weak when one of these conditions applies8. If it is willing to 

assume that E(?li,tei) = 0 and E(?xi,tei) = 0, then it is possible to obtain additional moment 

conditions. This allows for suitably lagged first differences of the variables to be used as 

instruments in the equations in levels. 

The basic difference is that now we have valid instrumental variables for the untrasformed 

levels equations. So the GMM-DIF becomes more efficient evolving into the GMM-SYS 

(system) adding untrasformed level equations instrumented by first difference (see Arellano 

and Bover, 1995; Blundell and Bond, 1998; Bond, 2002). Also in this case the use of different 

                                                                                                                                                                                                           
3 The first difference (following Anderson and Hsiao, 1981) is better than the within-group estimator especially 
when the available panel is limited in its time dimension (see also Van Reenen, 1997 and Baltagi, 2001). 
4 The dependance of ?νi,t on νi,t -1 implies that OLS estimates of α in the first-differenced model are inconsistent. 
5 Under the assumption of no serial correlation of the error term in levels, it is possible to use values in level of 
the dependent variable lagged two periods back and more as instruments. This implies that the number of 
instruments grows with the time dimension. The instruments in level permit the use of all the available moment 
conditions (see Arellano and Bond, 1991; Ahn and Schmidt, 1995). In our case, to have valid instruments, it is 
necessary that the following two conditions are respected: E(?li,t -1li,t -s) ≠ 0, if s ≥  2 and E(li,t -2??i,t) = 0 .  
6 If the generic xi,t variable is assumed to be endogenous in the sense that xi,t  is correlated with ?i,t and earlier 
shocks, but not with ?i,t+1 and subsequent shocks, the lagged values xi,t-2, xi,t -3 and longer lags are valid 
instrumental variables in the first differenced equations for periods t = 3, 4, …, T. If the variable is assumed to 
be predetermined in the sense that xi,t may still be correlated with ?i,t -1 and earlier shocks, then xi,t -1 is additionally 
available as a valid instrument in the first differenced equation for period t. If a much stronger assumption is 
made, that xi,t is strictly exogenous, then the complete time series of the xi,t or the contemporaneous first 
difference are valid instrumental variables on each of first-differenced equations (see Bond, 2002). 
7 Thanks are due for the rest of this section to Steve Bond for precious help and suggestions given; usual caveats 
apply.  
8 As with regard to our data: see next sections and the Appendix.  
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instruments depends on the assumption made on variables being endogenous, predetermined 

or exogenous 9.  

GMM-DIF and GMM-SYS estimators are connected because the equations in differences are 

present in both of them10 and their results are generally consistent; yet Blundell and Bond 

(1998 and 1999) show how the SYS estimator is more efficient than the DIF one if the panel 

is short in time and if it includes persistent time series (as we will see, our panel is 

characterised by both these features, see next section and the Appendix). An additional 

advantage of using the GMM-SYS estimator is that it exploits all information in the levels 

and difference equations. 

In practical terms, the comparison of the GMM-SYS estimator with OLS and within-group 

estimators may be useful, even if the latters are not optimal: the OLS estimator biases the 

value of the lagged dependent variable upwards, while the within-group estimator drives the 

same regressor downwards (as shown in Arellano and Bond (1991) through simulations and 

empirical applications). 

Finally, AR and Sargan tests are necessary tools for judging the validity of the adopted 

instrumentation (see Arellano and Bond, 1991; Blundell and Bond, 1998)11.  

 
 
3. Data and descriptive statistics 
 

The main constraint in the study of the link between innovation and employment is the 

lack of suitable databases. In this regard, we had the opportunity to build a new database 

derived from the questionnaire surveys developed by the investment bank Mediocredito 

                                                                 
9 Under the assumption of endogenous xi,t  it is necessary to use ?xi,t-1 as an instrumental variable for the equation 
in levels because the simple ?xi,t is correlated with the error term. If xi,t is predetermined and it is assumed that 
?xi,t is uncorrelated with the fixed effects, the first difference is a valid instrument for the equation in levels. 
Finally if xi,t is strictly exogenous, otherwise not correlated with the error term for each s and t and ?xi,t is not 
correlated with ei, it is possible to use the first difference as the instrument for the equations in levels, and if and 
only if xi,t is not correlated with ei, the level of the variable can be used as an instrument in the equations in 
levels. 
10 Generally, the rule linking the two estimators is the following: if xi,t -j is a good instrument for the equation in 
the first difference, hence  ?xi,t -(j-1) will be a good instrument for the equation in levels if ?xi,t -(j-1) is not correlated 
with ei. 
11 The first test measures the serial correlation of the error term, as far as the assumption of absence of the serial 
correlation of vi,t is essential for the consistency of the estimator. If vi,t is not serially correlated, there must be a 
negative serial correlation of first level (AR(1)) and no evidence of serial correlation in the second level (AR(2)). 
Moreover, since there is an overidentified model in the sense that there are more instruments than parameters to 
be estimated, the validity of the instruments can be tested by means of the Sargan test for overidentified 
restrictions. Considering the set of instruments used and the need to satisfy the orthogonality conditions, it helps 
to verify the null hypothesis of joint validity of the instruments. The Sargan test is ?2 distributed under the null 
with (p-k) degrees of freedom (where p is the number of instruments and k is the number of variables in the 
regression). 
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Centrale (MCC) and addressed to a representative sample of Italian manufacturing firms (with 

no less than 11 employees). The original MCC database comes from three different 

questionnaire waves, each one collecting contemporaneous and retrospective data from 

partially different samples of more than four thousand firms12. Apparently very attractive for 

research purposes, these surveys are however characterised by many drawbacks and 

inconsistencies and the sample overlapping across waves is unfortunately rather small.  

In order to obtain a panel dataset for studying the link between innovation and employment, 

we excluded the first wave – where no continuous data on innovation were available – and we 

proceeded to erase obvious inconsistencies, self-contradictory answers and firms subjected to 

mergers and acquisitions affecting the dynamics of the relevant variables. Merging the second 

and third waves (1992-1997) and keeping overlapping firms declaring continuos values of 

employment, cost of labour and sales, we ended up with a panel of 575 manufacturing firms 

over a 6-year period. 

In this panel, innovation is measured through the value of gross innovative investment 13. This 

is probably the best proxy for measuring the innovativeness of Italian manufacturing firms. 

Indeed, embodied technical change is the main innovation channel in Italian manufacturing, 

which is characterised by: 1) the dominant role of traditional sectors; 2) the prevalence of 

small and medium enterprises; 3) the diffusion of intermediate technology rather than radical 

innovation14.  

It is important to note that the chosen innovation variable must not be seen just as a proxy of  

process innovation, but rather as a mark of innovativeness (both process and product 

innovation15). Indeed, from the MCC questionnaires it turns out that 89.9% of firms making 

                                                                 
12 The first survey covers the 1989-1991 period, the second 1992-1994, the third 1995-1997.  
13 The question in the survey is the following: "Has the firm made gross fixed investments? What is the value? 
Which percentage of these investments has been devoted to replace old equipment with innovative equipment? 
Which percentage to the introduction of new innovative equipment?". This question gives the opportunity to 
compute the total value of gross investments judged innovative by every firm in each year. The variable picks up 
both the purchasing of new machinery and equipment and any other additional expenditure devoted to support 
innovation within the firm with the only exception of formal R&D (see next footnote). 
14 In the second Italian Community Innovation Survey (CIS) covering 1994-1996 (Eurostat, 1999) 46.7% of the 
19,157 innovative firms declared they had innovated through machinery and equipment, meanwhile only 27% 
used internal R&D activities, 8.1% projecting, 7.3% extra muros R&D, 5.2% acquisition of external 
technologies, 4.1% marketing and 1.6% training for innovation (source: ISTAT, 1997, Tab.11). However, the 
R&D indicator does not seem adequate to fully represent the innovative efforts of Italian firms, mainly dealing 
with intermediate embodied technologies rather than R&D. As a consequence, R&D data in the MCC original 
database is quite rare and discontinuous, leading to a dramatic reduction in the number of observations. 
15 For an interesting analysis of the relationship between R&D and process and product innovation, see Parisi et 
al., 2002. 



 9 

innovative investments consider these as a way of improving the quality of existing products, 

and 36.4% as a way of introducing new products16. 

Before presenting the results of the econometric analysis, some descriptive statistics are given 

in table 1. The sample of 575 firms is divided in three sub-samples according to "innovation 

continuity" of the firms: in the first group there are 318 firms which innovated during each of 

the 6 years, in the second group 212 firms which discontinuously innovated  during the 6-year 

period, in the third group 45 firms which didn't innovate17.  

 

 

<TABLE 1> 
 

 

As can be seen, the innovative firms – both continuously and occasionally – are larger than 

the non-innovative ones and they exhibit, on average, better output and employment 

performances. 

 
4. Results 
 
 

The estimates relative to (5) are presented in table 2. In order to have a comparison 

between traditional methods and GMM-SYS18, first estimates in levels in OLS (1) are carried 

out, and then by means of the within group estimator (2)19. In estimate (1) lagged employment 

shows a significant positive coefficient, close to though lower than one, thus suggesting the 

presence of strong persistence. Together with the short time dimension of our panel, this 

result supports the choice of GMM-SYS rather than GMM-DIF (see also Section 2 and the 

Appendix20). 

                                                                 
16 The strict complementarity between process and product innovation in Italian manufacturing is confirmed at 
the aggregate level: in the second Italian CIS, 60.5% of innovative firms declared they had carried out both 
process and product innovation (source: ISTAT, 1997, Tab.4). 
17 The monetary variables are all deflated at 1995 prices (Italian lira) and must be multiplied by 1,000,000.  
18 The GMM-SYS estimates are presented in the one-step version, consistent with possible heteroscedasticity 
and more reliable than the two-step estimates needed for obtaining the validity tests of the model (see Blundell 
and Bond, 1998 (section 6.2 and Appendix), Rouvinen, 2002 and Doornik et al., 1999). Standard errors are 
computed using the asymptotic standard errors, which are obtained using a heteroscedaticity-consistent estimator 
of the variance-covariace matrix. 
19 Although these estimators are biased, they can still be important indicators of the validity of the estimates in 
GMM (see Section 2). 
20 Results from the Differenced Sargan test give a further support to the implementation of the GMM-SYS 
methodology with respect to the GMM-DIF. Differenced Sargan test can be used to test the hypothesis 
concerning the validity of some instruments. The full set of instruments under H0 is tested against a strict subset 
under H1. The test is asymptotically ?2 distributed with degrees of freedom equal to the difference between the 
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Sales and wages have the expected signs and are significant. Innovative investments have 

a positive, small but significant impact on employment during the same period, while the 

lagged value seems to have a possibly negative effect. This first estimate therefore shows a 

prevalently positive relationship between innovation and employment, consistently with 

previous microeconometric studies discussed in Section 1. In column (2) the same estimate is 

repeated using the within-group estimator where the coefficient of the lagged dependent 

variable is biased downwards. The signs are all confirmed, including the simultaneous 

positive relation between innovative investments and employment. 

 

 

<TABLE 2> 

 

 

Taking into account the discussion in Section 2 and the features of our data (see section 3 and 

the Appendix) we then move to the GMM-SYS (estimate (3) and followings). The 

assumptions made regarding the variables are the endogeneity of lagged employment and 

sales, the predetermination of innovative investments and the exogeneity of wages. The 

choice of these instruments has been the result of a long process of evaluation of the variables 

and of analysis of alternative methodologies (see the Appendix), leading to the conclusion 

that the lagged dependent variable and sales are obviously linked with the error component in 

all periods, innovative investments are predetermined (the alternative assumption of 

endogeneity is rejected by tests), while wages seem to be exogenous to the model. Hence, in 

the case of employment and sales, lagged differences are used for the equation in levels, while 

simultaneous difference is used for innovative investments, and  wages are instrumented with 

the variable itself. 

The evidence which emerges supports a positive, significant relation between technological 

change and employment 21, while lagged innovative investments result barely significant. The 

overall long-run elasticity turns out to be 0.0143. Hence confirming a positive link between 

innovation and employment. 

                                                                                                                                                                                                           
usual Sargan test under H0 and H1. In this case, the test is the validity of H0 GMM-SYS against H1 GMM-DIF 
and the value is 19,63 with 13 degrees of freedom suggesting not to reject the null hypothesis.  
21 A sensitivity regression was also run imposing the level of the innovative investments instead of their first 
difference. Results are confirmed for all the regressors, also for innovative investments with a coefficient of 0.05 
and a standard error of 0.002 (detailed results available from the authors upon request). 
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The reliability of the model is confirmed by the coefficient of lagged employment, assuming 

an intermediate value between those assumed in the estimate in OLS and the within-group 

(Arellano and Bond, 1991). Furthermore, the two tests of the validity of the estimator indicate 

both the absence of serial correlation (AR(1) is significantly negative, while AR(2) is not 

significant) and the validity of the instruments (the Sargan test does not reject the null 

hypothesis of joint validity of the instruments). 

Table 3 provides some "robustness checks", with the introduction in turn of different groups 

of dummies which take sectors, size of firm and geographical location into account. In all 

cases, results are confirmed. 

 

 

<TABLE 3> 

 

 

5. Conclusions  

 
Applying GMM-SYS to an employment equation augmented for technology and using 

a unique longitudinal dataset of 575 Italian manufacturing firms over the period 1992-1997, 

this paper finds a significant, although small in size, positive relationship between innovation 

- measured through innovative investments - and employment. While the links with sales and 

wages have the expected signs and turn out to be significant, the job-creating impact of 

innovation proves robust after checking for time, industry, size of firm and geographical fixed 

effects. 

While the main finding, that larger innovative investment is associated with higher firm-level 

employment, is consistent with previous studies, the interpretation of this result has to be very 

cautious. Taking into account the points raised in Section 1, this microeconomic evidence 

cannot easily be generalised. A useful extension of this study would be to consider both 

market selection and technological diffusion at the industry and aggregate levels. 
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Appendix  

 
In this study, GMM-SYS estimates are run following the methodology proposed by 

Arellano and Bond (1991) and Blundell and Bond (1998) and using the software package 

DPD 1.00 (Dynamic Panel Data). 

In order to test equation (5) econometrically using this approach, some assumptions on the 

correlation between xi,t (generically the lagged dependent variable and the regressors on the 

right hand side of the equation) and the error term are made: xi,t can or cannot be correlated 

with the individual effects, ei, and for each case there can be a relationship of strict 

exogeneity, predetermination or endogenenity with vi,t.  

The assumptions made for the variables derive from the statistical analysis of available data 

and from some initial estimates which can more easily exclude or assume the hypothesis on 

the variables themselves. 

In the case of wage (w, proxied by the cost of labour per worker in each firm), the exogeneity 

of the variable is the only acceptable hypothesis in this model. Hence, wage is instrumented 

by itself, partly due to the construction of the variable and partly to the clear rejection of the 

Sargan test of the opportunity to use instruments assuming predetermination or endogenity. 

Sales, y, are assumed to be endogenous. To test the validity of this hypothesis, the same 

model has been estimated considering sales as predetermined and endogenous; the results 

obtained have been compared by the means of the Sargan tests using the Differenced Sargan 

(Arellano and Bond, 1991) which compares a model with the total set of instruments in H0 vs. 

one with a restricted set of instruments in H1 (Rouvinen, 2002). The results, as suspected and 

suggested in Arellano and Bond (1991), confirm the endogeneity of sales. The value of the 

predetermined variable against the endogenous variable is not significant at the standard 

levels. 

For innovative investments, inn, the Differenced Sargan suggests that between 

predetermination and endogeneity, predetermination is slightly better. 

The GMM-DIF presents some problems if the time series are strongly persistent and if the 

time dimension of the panel is so short that the available instruments are only weakly 

correlated with the variables in differences. 

This circumstance has become quite a serious problem, for example in the context of 

production functions due to persistence of the capital series (Griliches and Mairesse, 1995). In 

this situation, there are clear efficiency gains from implementing the GMM-SYS estimator. 
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The strong persistence of the key variable time series used in this analysis has been tested by 

measuring the AR(1), obtained from OLS in levels (see Blundell and Bond, 1999): 

 

Table  A1: Time persistence of variables in the model  

 AR (1)    
Employment 0.99   (0.02)*** 
Innovative investments 0.76    (0.08)*** 
 

Note: standard errors in brackets (*** 1% significant). 
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Table 1: Descriptive statistics  
575 Italian manufacturing firms over the period 1992-1997 
 
 

 All firms Innovators Occasional 
innovators 

Non- 
innovators 

 Mean S.D. Mean S.D Mean S.D. Mean S.D 
Output 96196 339341 86381 144344 124147 528650 34010 60875 
Average 
output growth 
(1992-97) 

5.12% 10.21 4.54% 8.23 6.42% 12.87 3.12% 8.35 

Employment 271 550 291 567 270 567 132 254 
Average 
employment 
growth 
(1992-97) 

2.34% 8.62 2.25% 8.54 2.67% 9.44 1.41% 3.89 

Real wage 54.13 18.74 55.22 19.32 53.42 18.65 49.74 13.47 
Innovative 
investments 

2351 7755 2989 6628 1892 9762 0 0 

Number of 
firms 

575 318 212 45 

Observations 3450 1908 1272 270 
 

 

 



 17 

Table 2: Dependent variable: employment  
                            
           (1)     (2)      (3)         
      OLS           WITHIN       GMM-SYS 
Employment (-1)    0.93***  0.52***  0.86*** 
      (0.005)  (0.016)  (0.040) 
Sales      0.06***  0.14***  0.13*** 
      (0.004)  (0.009)  (0.031)  
Wages      -0.12***  -0.35***  -0.20*** 
      (0.009)  (0.016)  (0.034)  
Innovative investments   0.007***   0.004***  0.005** 
      (0.001)  (0.001)  (0.002) 
Innovative investments (-1)   -0.003**  -0.002*  -0.003* 
      (0.001)  (0.001)  (0.002) 
Constant     0.11***     0.13 
      (0.035)     (0.147) 
 
Time dummies    Yes   Yes   Yes 
AR (1)            -5.76*** 
AR (2)            0.28 
Sargan test           53.28 
Observations      2875   2875   2875      

Notes: 
- The monetary variables are all expressed in constant prices (base = 1995). 
- The OLS and within-group estimates are in levels, while the GMM-SYS estimates combine a system of equations in first differences with a 

system of equations in levels using as instruments respectively the variables in levels and in first differences. 
- In brackets: White-robust standard errors; *=10% significant, ** =5% significant, ***= 1% significant. 
-  In column (3) lagged employment and sales are considered as endogenous, innovative investments as predetermined, and wages as  

exogenous. 
-    AR(1) and AR(2) are tests - with distribution N(0,1) - on the serial correlation of residuals.  
- The Sargan-test has a ?2(43) distribution under the null hypothesis of validity of the instruments. 
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Table 3: Robustness checks; dependent variable: employment  
 
           (1)     (2)   (3)   (4)         
            GMM-SYS        GMM-SYS       GMM-SYS       GMM-SYS 
Employment (-1)    0.87***  0.86***  0.86***  0.85*** 
      (0.037)  (0.037)  (0.039)   (0.043) 
Sales      0.11***  0.12***  0.12***  0.13*** 
      (0.027)  (0.029)  (0.030)   (0.032) 
Wages      -0.20***  -0.20***  -0.20***  -0.21*** 
      (0.034)  (0.034)  (0.033)   (0.042) 
Innovative investments   0.005**   0.005**  0.005**  0.005** 
      (0.002)  (0.002)  (0.002)   (0.002) 
Innovative investments (-1)    -0.003   -0.003   -0.003   -0.003 

(0.002)  (0.002)  (0.002)   (0.002) 
Constant     0.16   0.14   0.19   0.16 
      (0.159)  (0.168)  (0.15)   (0.166) 
Sectoral dummies (13 ATECO sectors) Yes 
Sectoral dummies (21 ATECO sectors)    Yes 
Area dummies (4 macro-regions)        Yes 
Size dummies (5 classes)            Yes 
 
Time dummies    Yes   Yes   Yes   Yes 
 
AR (1)      -5.67***  -5.70***  -5.75***  -5.91***  
AR (2)      0.32   0.32   0.29   0.25 
Sargan test     54.59   55.23   55.89*   54.55  
Observations      2875   2875   2875   2875   

Notes: 
-    Notes to table 2 also apply to table 3. 
- The 4 Italian macro-regions are North-West, North-East, Centre, South and Islands. 
- The 5 size classes are in terms of employment : 11-20; 21-50; 51-250; 251-500; > 500.  


