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Organizations can improve e	ciency of process execution through a correct resource allocation, aswell as increase income, improve
client satisfaction, and so on.�is work presents a novel approach for solving problems of resource allocation in business processes
which combines process mining, statistical techniques, andmetaheuristic algorithms for optimization. In order to getmore reliable
results of the simulation, in this paper, we use process mining analysis and statistical techniques for building a simulation model.
For 
nding optimal human resource allocation in business processes, we use the improved di�erential evolution algorithm with
population adaptation. Because of the use of a stochastic simulationmodel, noise appears in the output of themodel.�e di�erential
evolution algorithm is modi
ed in order to include uncertainty in the 
tness function. In the end, validation of the model was done
on three di�erent data sets in order to demonstrate the generality of the approach, and the comparison with the standard approach
from the literature was done. �e results have shown that this novel approach gives solutions which are better than the existing
model from literature.

1. Introduction

Business Process Management (BPM) is de
ned as a disci-
pline “supporting business processes using methods, tech-
niques, and so�ware to design, enact, control, and ana-
lyze operational processes involving humans, organizations,
applications, documents, and other sources of information”
[1]. Business process simulation (BPS) plays a signi
cant role
in the continuous improvement approach to business process
management and it is used in many areas [2].

�e results obtained by the simulation depend on the
quality of the simulation model and input data accuracy. If
inaccuratemodels are used or poor data are provided as input,
decisions based on simulation results may impair operations
instead of providing the expected improvements [3]. Some
companies do not have well-structured process models and
in many cases processes which take place in reality di�er
from processes presented on paper. �e traditional method
for getting the workow of a process is through surveys,
interviews, questionnaires, workshops, etc., with the owners
of the process and/or participants in the process.�ismethod
is time-consuming and costly, it is subjective and error prone.

Because of that reason, the process models acquired this way
can be di�erentiated in regard to the real process model. In
order to avoid these problems, the paper will use process
discovery algorithms for getting the workow of a process. In
order to get the remaining information such as time needed
for generating process instances and time needed for the exe-
cution of tasks on the activities, statistical analysis methods
will be used. Using these methods, statistical distributions
will be acquired, as well as distribution parameters which
can be used to describe the execution of tasks in the process.
�is set of information is su	cient for getting the simulation
model and for conducting what-if analysis. �e focus of this
paper is on optimization of the process by allocating the
available human resources in the process.

2. Related Work

�ere are a lot of papers that use metaheuristic algorithms
for solving Stochastic Combinatorial Optimization Problems
(SCOPs). �e main characteristic of these problems is that
a part of the information about data is unknown and that it
is presented in a form of a probability distribution function.

Hindawi
Mathematical Problems in Engineering
Volume 2018, Article ID 9838560, 14 pages
https://doi.org/10.1155/2018/9838560

http://orcid.org/0000-0001-5024-7317
https://doi.org/10.1155/2018/9838560


2 Mathematical Problems in Engineering

Metaheuristic algorithms like Simulated Annealing (SA), Ant
Colony Optimization (ACO), Evolutionary Computation
(EC), etc. have replaced approaches based on mathemati-
cal and dynamic programing for solving SCOPs. In these
problems, uncertainty can be present in di�erent ways and
it is included in real problems so they can be described in a
more precise way. Uncertainty can be present in the 
tness
function and/or in constraints. In [4] Guimei and Haijun
solved the SSRA (stochastic resource allocation problem)
problem in complex systems. �e authors used the algorithm
of di�erential evolution combined with local search in order
to create a hybrid optimizer. �e algorithm proved itself
to be successful on the tested scenarios. In [5] the authors
solved the problem multicriteria budget allocation under
uncertainty. �e authors took into consideration uncertainty
in models using robust weighted sum approach. For solving
the model, the authors used a sample average approximation
approach together with a cutting surface method. In [6],
authors solved class of revenue management problems in
systems with reusable resources. �e authors suggested 2-
approximation algorithm for revenue management models
in which resources can be reused, and [7] was expanded
so advance reservations are possible. Some authors use
approximation algorithms for solving this problem. Dye et
al. in [8] considered the service-provision problem. In this
paper, uncertainty was presented in requests for services. �e
authors used two-approximation algorithms for solving this
problem. In papers noise is most frequently described with a
normal distribution. Central Limit�eorem can be exploited
to create a normal distribution regardless of the underlying
noise distribution.

In this paper, Di�erential Evolution (DE) algorithm was
used to solve the problem. A�er that, the used algorithm
was adjusted to take uncertainty in the 
tness function into
account.Uncertainty in the 
tness occurs because a stochastic
simulation model described with probability functions of
distribution is used.�e algorithm is modi
ed so it takes into
account noise which occurs in the 
tness function. A detailed
description of the expanded algorithm is given in Section 3.

Resource Allocation Problem (RAP) can be de
ned as
follows: N units of resources need to be allocated on n
activities. By allocating resources on each activity costs
arise, which are the function of allocated resources. It is
necessary to 
nd the optimal resource allocation in order to
minimize the total cost. For decreasing convex cost function,
the problem can be solved in polynomial time by a simple

greedy algorithm in O(n2) [9]. �erefore, it is not possible
to optimally solve an instance of the problem within the
very restrictive time limit and the problem belongs to the
category of the NP-hard problem. Also, RAP isNP-hard since
the classical 0–1 knapsack problem can be understood as a
special case of RAPwhere all-time intervals are identical. �e
mathematical proof that this problem belongs to the category
of NP-hard can be found in [9].

Managing human resources in the organization has
become one of the main methods of business process
improvement. Practical application of the solution of the
human resource allocation problem (HRAP) can be found in

di�erent real areas: projectmanagement, production systems,
hospitals, maintenance systems, educational institutions, and
so on [10]. �is problem can be viewed as a subset of a larger
problem known as a resource allocation problem (RAP)
which takes into account material as well as nonmaterial
resources. In this paper, the focus will be on the allocation
of human resources in business processes. For solving this
problem, the authors use exactmethods, heuristic algorithms,
and metaheuristic algorithms or combine many di�erent
methods. Because HARP falls into the class of NP-hard
combinatorial problems, exact methods [11, 12] are o�en
unable to 
nd the solution. Metaheuristic algorithms are
most commonly used for solving this problem. Gunawan
& Ng [13] used simulated annealing (SA) and tabu search
(TS) algorithms for solving the teacher assignment problem.
�e algorithm’s execution consisted of two phases. In the

rst phase, the teachers are allocated to the courses and
the number of courses which is supposed to be assigned
to each teacher was also determined. In the second phase,
the teachers were allocated to the course sections in order
to balance the load of the teachers. Authors in [14] used
genetic algorithm (GA) to solve resource allocation problem.
�e genetic algorithm managed to 
nd the optimal solution,
but the number of iterations and the execution time of
the algorithm for 
nding the optimal solution drastically
increased with the increase of the problem complexity. Park
et al. [15, 16] aspired to solve the human resource allocation
problem in so�ware project development, including practi-
cal constraints, using genetic algorithm (GA). Diakoulakis,
Koulouriotis & Emiris [17] presented evolution strategies for
solving the constrained resource project scheduling problem.
A practical approach for solving real complex constrained
resource project scheduling problems is presented by Pan-
touvakis & Manoliadis [18]. �e authors have developed a
heuristic method based on CPM (Critical Path Scheduling)
and leveling algorithms. An additional review of the papers
which use metaheuristics in project and construction man-
agement is given in the work of Liao, Egbelu, Sarker, &
Leu [19]. �e authors concluded that the majority of the
assumptionswhich are used in themodels are far from reality,
as well as that the used text examples are small compared to
real-world problems.�emain di�erence between this paper
and the others is that in our case the 
tness function for
optimization contains noise. Noise occurs because of the use
of a stochastic simulation model, so it is necessary to take that
into consideration in the use of metaheuristic algorithms.

3. Business Process Improvement through
Human Resource Allocation

For improving business processes through resource alloca-
tion themodel shown on Figure 1 will be used. Data about the
execution of business processes can be in di�erent formats:
database, textual documents and so on. Data can contain
errors (noise in the data), so it is necessary to clear the
data from any errors. Also, in some cases events are not
grouped into process instances, so it is necessary to do data
preprocessing. It is necessary to format the data into an
appropriate MXML (Mining Extensible Markup Language)
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Figure 1: Improving business processes using resource allocation.
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or XES (Extensible Event Stream) format in order to use
process discovery algorithms.

In this paper, data about the execution of business
processes is saved in a database based on the execution of
real processes in organizations, where they are formatted
into log 
les in MXML format. Log 
les are placed on
4TU.ResearchData in order to be available to the rest of the
researchers.

For identi
cation of the current process model, the way
it is executed in reality, techniques of process mining, and
statistical analysis are used. Using process mining, it is
possible to get the process ow from the data, and the
information for developing a stochastic process model is
acquired using statistical analysis. Application of the listed
techniques results in a process model the way it is executed
in reality. A�er identi
cation of the current process model,
the criteria of optimization are manually de
ned (KPI, Key
Performance Indicators), which will be used for forming
the 
tness function. In this step, constraints will be de
ned
related to the optimization of the business process. �e pre-
viously acquired process model along with a de
ned 
tness
function and constraints present an entrance to optimization
of the business process using resource allocation. A new
process model with di�erent resource allocation is formed
in each new step of the process optimization. It is checked
whether the process model meets the constraints and it is
evaluated in the step of evaluation of the new model through
simulation of KPI indicator measurement execution. If the
new process model is better than the currently best known,
then it is memorized and it becomes the best known model.
�is process is continued until the requirement for the end
of the optimization is met. �e requirements for the end of
the optimization can di�er: number of iterations, time of
algorithm execution, stagnation of the best result, and so on.
A�er the optimization is 
nished, the best solution is chosen
and it is ready for application. Using the stochastic simulation
model causes the occurrence of noise in the 
tness function.
Noise occurs because the process model is described with
a probability distribution function, so the output of the
process model can di�er for the same input parameters of the
model. Because of that, all the optimization algorithms will
be adjusted so that they can take into account uncertainties
which occur in the 
tness function. What follows is the
detailed description of the listed steps.

4. Building a Simulation Model

�e 
rst step towards improving business processes by
resource allocation is the building of a simulation model.
A simulation model should manage to replicate a real-
world scenario of the process as accurately as possible.
Simulation parameters are process workow, arrival rate, task
execution time, number of resources involved in the process,
and their cost. Di�erent tools for BPS provide a di�erent
set of simulation parameters. In this paper, the previously
mentioned simulation parameters will be observed.

4.1. Discovering Process Work�ow. Not all companies today
have documented business processes. Also, in companies

which have documented processes, the execution of processes
in reality can be di�erent from the processes from the
documentation. �e reasons for that could be changes of
policy, processeswhich are not updated in the documentation
and so on. In this paper process discovery algorithms will be
used for acquiring process models like they are executed in
reality. Process mining is a technique for extracting a process
model based on its real time behavior recorded in the event
log. Event logs contain the following information: process
instance ID,workowmodel element, EventType,Originator.
�e process instance ID represents a unique identi
er of the
process instance, and the workowmodel element represents
the name of the activity in the process. EventType represents
the type of the event where two values are possible: start
(when the event started) and complete (when the event

nished). Timestamp represents the time of the event, while
the attribute Originator represents the user in the process.

�e two standard formats for event logs are MXML
and XES. Process discovery algorithms acquire workow
processes from event logs.�ere are several process discovery
algorithms: �mining [20], genetic mining [21], and heuristic
mining [22]. �e heuristic miner presents an upgraded �
algorithm, taking into consideration the frequency of activity
sequences. �e heuristic miner is resistant to errors in log
events. Using the heuristic miner the main process ow can
be acquired, and exceptions are not taken into consideration
and are solved by specifying certain parameters in the
algorithm.

4.2. Finding the Simulation Parameters. A�er the real process
model is acquired, it is necessary to get the other simulation
parameters.�e process of getting the simulation parameters
is described in [23]. Generally, events can contain di�erent
attributes. In this case, a minimal number of attributes su	-
cient for the analysis were observed.�e 
rst step is to extract
the information about the time between the generation of
process instances and the time of the duration of tasks in the
process, for which the following rules are used (Table 1).

A�er extracting the information about time, it is neces-
sary to de
ne the probability distribution functions. De
ning
these functions consists of the following three steps.

(a) Choosing the Function. One of the methods for deter-
mining the probability distribution function is the Cullen
and Frey graph [24]. �is method is based on high-order
moments: the third (skewness) and fourth (kurtosis).

Nonzero value of the skewness parameter indicates the
existence of symmetry in the probability distribution func-
tion. On the other hand, the kurtosis parameters indicates
the existence of a tail in the function of distribution, which
is compared to the tail of the normal distribution which is
3. Cullen and Frey graph represents skewness and kurtosis
parameters, and, based on their relation, it is possible to
determine the functions of distribution.

Also, one of the methods are histograms. Histograms can
be used in determining whether data is symmetric, right
skewed, or le� skewed and then to choose the distribution
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Table 1: Rules for extracting time information.

Rule Description

Rule 1
IF wij=Register AND w(i+1)j=Register THEN
xi= �(�+1)� - ���
END IF

Rule 2

IF wij= wi(j+1) AND wij=start AND
wi(j+1)=complete AND oij= oi(j+1) THEN
xi= ��(�+1) - ���

END IF

function. Q-Q and P-P graphs can also be used along with
these methods. Normally in this step several potential func-
tions of distribution are chosen, and the selection between
them is done during the 
nal step using statistical tests.

(b) Determining the Parameters of the Distribution. For dis-
tributions chosen under (a), it is necessary to determine the
parameters which describe them. �ere are di�erent meth-
ods used for estimating the parameters: maximum likeli-
hood estimator (MLE), Bayesian estimator, MinimumMean-
Square Error (MMSE), and method of moments (MOME).
�is paper uses three methods for parameter estimation:
MLE, MOME, and maximum goodness-of-
t (MGE).

(c) Goodness-of-Fit Test. A�er several potential functions of
distributions have been chosen in the 
rst step and their
parameters have been determined, this step uses statistical
tests in order to determine the distribution which best
describes the random variable. �ese tests work based on the
comparison between the theoretical and estimated function
of distribution. �e distribution which is most similar to the
estimated distribution function is chosen. �is paper will
use the three most popular tests: Kolmogorov Smirnov (KS),
Carmén von Mises (CvM), and Anderson Darling (AD).
CvM and AD are used when it is necessary to choose a
function of distribution which best describes matching in the
tails of the distributions and KS for better matching in the
centers of the distributions.

5. Improving Business Processes with
Allocation of Human Resources

�ere are many di�erent ways business processes can be
improved. In this paper, the improvement of the process
is accomplished by human resource allocation. �e idea of
this improvement is to identify bottlenecks in the process
and then improve the process by reallocating of the existing
resources or by adding new ones in terms of the de
ned
key performance indicators (KPI).�e following contains the
description of the problem.

5.1. Problem Description. Business processes are quantita-
tively and qualitatively measured by KPI indicators. Using
KPI indicators, organizations measure the accomplished
strategic goals. In general, suppose that the 
tness function is
a combination of two or more KPIs of interests. �e problem
of 
nding the minimum of the 
tness function � is observed;

if it is necessary to 
nd the maximum value, it is su	cient
to observe the 
tness function �. Suppose that the process
contains � number of activities and that �� is the number
of human resources on the �-th activity in the process. On
every activity in the process, there is a constraint in terms of
maximal and minimal number of resources. �is constraint
depends on the work place and on the organization whose
business process is observed etc. �is can be written in the
following form:

�� ≤ �� ≤ 	�, ��, 	� ∈ N ∀� = 1, . . . , � (1)

where �� is the minimal number of resources and 	� is the
maximal number of resources on the �-th activity in the
process, respectively. In this paper, the waiting time of the
individual clients in the waiting queue will be observed. If ��
represents the waiting time on the �-th activity, then the total
waiting time can be represented as sum of all waiting times.

All the waiting times in the process do not necessarily
have to be of the same importance. For instance, the waiting
time in the queue for the bank counter inuences the user’s
satisfaction more, than when the user is expecting a call from
the bank telling him his request has been processed. �at is
why weight coe	cients � are introduced. In case that the
delay is more signi
cant it is necessary to choose a larger
value for the coe	cients. �e waiting time depends on the
number of human resources �� = ��(��). On the other hand,
by engaging additional resources in the process the cost of the
process rises. Suppose that the unit cost of the resources on
the �-th activity in the process ��, then the 
tness function is
equal to the following:

� = � ⋅ �∑
�=1
��� + �∑

�=1
���� (2)

Multiplier � is introduced because in one 
tness function
the cost of the resources and the waiting time in the queues
are combined. �e multiplier can be approximated from the
delay value which will cause the user’s loss and create costs in
the organization by losing the client.�erefore, it is necessary
to minimize the function � with constraints given with the
following:

min��
{� ⋅ �∑
�=1
��� (��) + �∑

�=1
����} ,

�� ≤ �� ≤ 	�, ��, 	� ∈ N ∀� = 1, . . . , �
(3)
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�e 
tness function is a nonlinear function, because ��(��)
is a nonlinear function. �e waiting time ��(��) depends on
the waiting time of the previous activities, location of the
bottleneck in the process, and so on. It is also necessary
to keep in mind that �� takes integers as its values. It is
very time-consuming and nearly impossible to 
nd the best
distribution of human resources by manually changing the
resource allocation, especially if the processes in question are
complex and a large number of resources are available. Also,
because the 
nal form of the function��(��) is not known and
the 
tness function is not smooth, methods such as gradient
and derivation cannot be used for 
nding the minimum of
the 
tness function. In order to solve this problem, this paper
will use a di�erential evolution algorithm.

�e problem is that the 
tness function described in this
way is deterministic and noiseless. Because the simulation
model is stochastic, i.e., described with probability distribu-
tion functions, the model output value can di�er (in most
cases it will di�er) for the same input parameters of the
model. �is occurrence can be described as noise and it is
necessary to take it into consideration with problem solving
in the 
tness function. �e noisy 
tness function can cause
superior candidates to be wrongly believed to be inferior and
be eliminated in the selection process. On the other hand,
inferior candidates can be believed to be superior and survive
into the next generation and reproduce new solutions. So if,
for two solutions �1 and �2, the results of the simulation
show that solution�1 is better, i.e., that the performances are

such that the following relation is valid: �̂(�1) < �̂(�2) that
does not guarantee that it is really true that �(�1) < �(�2).
Because of that, it is necessary to take statistical signi
cance
into account. If function � represents noise, then the (3)
transforms into the following:

min��
{� ⋅ �∑
�=1
��� (��) + �∑

�=1
���� + �} ,

�� ≤ �� ≤ 	�, ��, 	� ∈ N ∀� = 1, . . . , �
(4)

�e simplest way of solving this problem is resampling and
averaging of several samples of the 
tness function. �is way,
the standard error in the 
tness function will be reduced.
Resampling inuences the performances of the algorithm’s
execution. �e larger the number of samples is, the more
accurate the value of the 
tness function will be calculated,
but the time of the algorithm’s execution will be bigger as
well. In order to solve this problem, this paper will use
the Standard Error Dynamic Resampling (SEDR) technique,
which is described in [25]. In the SEDR algorithm, the
number of samples is dynamically assigned for each solution
speci
cally, based on the variance of the 
tness function.
�e algorithm is executed sequentially, a�er each execution,
it is checked whether the stopping condition ��� < ���ℎ	
is met. If the condition is met that the standard error of
the mean is smaller than the threshold, then the algorithm
terminates; otherwise additional k samples are assigned and
the procedure is repeated. �e number of samples m goes

from 10, 20, 30, ..., to 150, and the value of the threshold,
which is also dynamic, is calculated as follows:

���ℎ	 = 20000√� (5)

�e pseudocode of the SEDR algorithm is given in [26].
�e 
tness function of individuals in the population will be
calculated according to the SEDR algorithm. �is way of
calculating the 
tness function leads to error reduction in the
value of the 
tness function and that will lead to a decrease
of the probability of the inferior individual to survive into the
next generation and the superior individual to be eliminated.
�is way of sampling is chosen in order to accelerate the
execution of the algorithm, and this way, unlike the standard
way of sampling with a constant number samples, works
faster because it starts fromaminimal number of samples and
increases them if necessary. Introducing sampling solves the
problem of noise on one hand, but, on the other, it increases
the execution time of the algorithm.

5.2. Di	erential Evolution. �e di�erential evolution algo-
rithm is population based and evolutionary optimization
technique. In the DE algorithm, the population consists of�� units ��,
, � = 1, 2, . . . , �� and � is the number of
the generation. �e 
rst generation is initialized randomly
and further generations are acquired using mutation and
crossover operations.

Chromosome Encoding and Initial Population. Each chro-
mosome represents a single possible resource allocation in
the business process that is being analyzed. �e length of
the chromosome is equal to the number of activities in the
process.�enumber of resources on each activity is supposed
to satisfy the constraints given with (1).�e initial population
is randomly generated using a uniform distribution in the
interval [��, 	�].
Mutation. �ere are di�erent versions of mutation and unit
recombinations. �ey are represented using the following
notation:

 !/�/"/# (6)

where � represents the mutated unit, " represents the
number of di�erence vectors, and # represents the crossover
method. One of the commonly used mutation operators is !/$��%/1/&��:

V�,
+1 = �	1,
 + ' ⋅ (�	2,
 − �	3,
) , � ̸= $1 ̸= $2 ̸= $3 (7)

where $1, $2, $3 are random numbers from the interval{1, 2, . . . , ��} and ' is an ampli
cation factor in interval[0, 2]. $��% means that the vector �	1,
 is chosen randomly
from the current population. One vector di�erence (�	2,
 −�	3,
) and the binomial crossover scheme are used. Two
vector di�erences can be used instead of one, and instead
of random values the best unit can be used. In this paper,
di�erent strategies for the DE algorithm will be tested.

Crossover. Using the crossover operator trial vectors can
be acquired -�,
+1 = (-1�,
+1, -2�,
+1, . . . , -��,
+1), which
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come from the target vectors ��,
 and mutant vectors V�,
+1.
Binomial crossover is used for the crossover operation:

-��,
+1 = {{{
V��,
+1, if ($ (7) ≤ 89 :$ 7 = $� (�))
���,
, if ($ (7) > 89 ��% 7 ̸= $� (�)) (8)

where $(7) is the random number from the interval (0, 1), for7 = 1, 2, . . . ,  , and 89 is the probability of the crossover
operation.

Selection. Using the selection operator, it is determined
whether the trail vectors or target vectors will survive into the
next generation:

��,
+1 = {{{
-�,
+1, if � (-�,
+1) ≤ � (��,
)��,
, :�ℎ�$���� (9)

In the next generation units have either the equal or better
value of the 
tness function, so the selection is elitism.

6. Improved DE Algorithm (IDE)

In the di�erential evolution algorithm, there are 3 control
parameters. �ose parameters are the crossing probability of89, ampli
cation factor ', and the size of the population��. �e DE algorithm is very sensitive to the change of
these parameters. �is paper uses the population adaptation
mechanism.

In this paper, the entire population is not updated, but
rather half of the population in order to prevent the algorithm
from stagnating in the local optimum and to keep the
individuals di�erent. Also, a di�erent way of updating the CR
operator was de
ned in accordance with the distance in the
population, as well as another way of mutation in individuals.

6.1. Population Adaptation. For measuring the distance
between individuals in the population this paper will use
Euclidean distance. Euclidean distance is calculated in each
generation, according to the following:

% (�) = �∑
�=1

�−1∑
�=1
√ �∑
�=1
(��,�,
 − ��,�,
)2 (10)

At the beginning the distance has a large value, because the
solutions are randomly distributed in the entire space of the
solution. In the process of evolution, the distance decreases
from generation to generation, because all the individuals
converge towards one solution. When the distance becomes
constant that means that either the best solution was found or
a stagnation occurred (for example, the algorithm stagnates
in the local optimum). If the distance does not change
through generations above a certain threshold �ℎ
, then it is
necessary to do the population update. Half of the population
is updated with a certain probability B�. �e algorithm is
tested when a di�erent population size is updated (the whole
population, third of the population, and so on), but the
performances of the algorithm were best for updating half of

the population. �e individuals are updated on the current
best found, taking into account restrictions:

��,
+1 = {{{
�����, % (�) > �ℎ�, � ≤ ��2 $� < B���,
+1, :�ℎ�$���� (11)

where $� is a random number with a uniform distribution in
the interval (0,1).

6.2. Evolving Crossover Probability. Apart from the adap-
tation of the population, changes in the crossover were
introduced as well. Crossover probability begins with the
initial value and it is evolving through generations. Crossover
probability is updated in accordance with the distance
between the individuals. When the distance falls below a
certain threshold, the crossover probability is updated for a
certain step.�e threshold changes dynamically according to
how many times the crossover probability update happened:

89 (� + 1) = {{{
89 (�) + 0.1, % (�) < %010�ℎ��(
)89 (�) , :�ℎ�$���� (12)

where %0 is the constant which represents the initial distance
between the individuals, and �ℎ�� is updated to 1, starting
from 0, each time the crossover probability is updated
according to the following:

�ℎ�� (� + 1)
= {{{

�ℎ�� (�) + 1, 89 (� + 1) ̸= 89 (�)
�ℎ�� (�) , :�ℎ�$����

(13)

6.3.Mutation. In the process of mutation, several individuals
are generated instead of one, and the individual that survives
is the one that has the best value of the 
tness function:

V
1
�,
+1 = �	1,
 + ' ⋅ (�	2,
 − �	3,
)
V
2
�,
+1 = �	1,
 + ' ⋅ (�	2,
 − �	3,
 + �	4,
 − �	5,
)
V
3
�,
+1 = �����,
 + ' ⋅ (�	1,
 − �	2,
)
V
4
�,
+1 = �����,
 + ' ⋅ (�	1,
 − �	2,
 + �	3,
 − �	4,
)
V
5
�,
+1 = �	1,
 + ' ⋅ (�����,
 − �	2,
 + �	3,
 − �	4,
)

(14)

where $1, $2, $3, and $4 are random numbers.
If the minimum of the function is wanted, then the new

individual is chosen according to the following:

V�,
+1 = min (V1�,
+1, V2�,
+1, V3�,
+1, V4�,
+1, V5�,
+1) (15)

6.4. Experimental Testing Improved DE Algorithm. In order
to compare the performances of the proposed DE algorithm
(IDE) with the original DE algorithm, a set of benchmark
functions with bounds was used. Unimodal as well as mul-
timodal functions were present. A set of tested benchmark
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Table 2: Results of the tested algorithm for D=30.

� DE-1 DE-2 DE-3 DE-4 DE-5 IDE�1 0.117 ± 0.016 0.414 ± 0.063 0.076 ± 0.137 0.100 ± 0.019 0.292 ± 0.049 0.016 ± 0.003�2 88.951 ± 8.369 120.325 ± 9.909 23.029 ± 7.676 103.959 ± 9.633 117.572 ± 9.276 34.188 ± 15.263�3 0.766 ± 0.206 0.869 ± 0.145 0.097 ± 0.181 0.046 ± 0.063 0.123 ± 0.204 0.003 ± 0.004�4 0.586 ± 0.152 18.361 ± 3.650 0.908 ± 0.679 1.154 ± 3.573 15.708 ± 5.288 0.046 ± 0.007�5 63.901 ± 44.318 660.672 ± 231.831 117.854 ± 244.698 50.412 ± 46.496 382.029 ± 142.752 48.999 ± 31.744�6 31694.276 ± 4364.978 41940.207 ± 6486.947 2698.609 ± 1915.954 22355.210 ± 3987.622 39687.656 ± 4442.942 3342.918 ± 1635.032�7 0.102 ± 0.014 0.252 ± 0.041 0.049 ± 0.019 0.088 ± 0.017 0.216 ± 0.037 0.014 ± 0.003�8 0.015 ± 0.005 0.037 ± 0.009 0.010 ± 0.004 0.015 ± 0.006 0.034 ± 0.009 0.002 ± 0.001�9 0.017 ± 0.004 0.024 ± 0.008 0.008 ± 0.003 0.015 ± 0.005 0.016 ± 0.009 0.003 ± 0.001�10 0.144 ± 0.021 6.804 ± 1.621 0.068 ± 0.019 0.417 ± 0.485 4.966 ± 1.519 0.016 ± 0.003

functions with bounds are as follows: Sphere (�1), Rastrigin
function (�2), Griewank function (�3), Ackley function (�4),
Rosenbrock function (�5), Schwefel function No.1.2 (�6),
Brown function (�7), Csendes function (�8), AMGN (�9), and
Alpine function No.0.1. (�10). Since the 
tness function in
the optimization process has noise, in order to simulate the
e�ects of noise and examine how the algorithm behaves in
the presence of noise, Gaussian noise with a mean value of 0
and standard deviation of 1 was added to the functions from
Table 2, so that the functions have the following form:��(�)+|�(0, 1)|, ∀� = 1, . . . , 10. �e improved algorithm is com-
pared with standard algorithms and the acquired results are
shown in Table 2. �e algorithms are compared for di�erent
dimensions of the problem. �e parameters of the improved
algorithm were the number of individuals in the population�� = 30, maximum number of iterations I��J� = 1000,
crossover probability B89 = 0.3 and ampli
cation factor' was uniformly distributed in the interval 0.2 and 0.8, the
probability of update B� = 0.3, constants %0 = 10, �ℎ� =100 and �ℎ�� = 1. Parameters of the standard algorithm
were the same �� = 30, maximum number of iterationsI��J� = 1000, and crossover probability B89 = 0.3, and
ampli
cation factor ' was uniformly distributed in intervals0.2 and 0.8.

�e algorithms were run independently 30 times and
mean values and standard deviations were calculated. By
comparing the results from the table, it can be noted that
the proposed algorithm has better performances than the
standard DE algorithm. In most cases the IDE algorithm
managed to 
nd a better solution than other versions of the
standard DE algorithm. In the case where the dimension of
the functions was  = 30, the IDE algorithm proved best
in 8 out of 10 tested cases. �e only case where the DE-3
algorithm managed to 
nd a better solution was for functions�2 and �6. �e algorithm was also tested in the case in which = 100, the algorithm managed to 
nd a better solution
than the standardDE algorithm in 7 out of 10 tested cases.�e
conclusion is that the presented algorithm based on popula-
tion update and crossover probability update depending on
distance between individuals has better performances than
the standard DE algorithm.

7. Experimental Evaluation and
Discussion of Results

�eused dataset contains information about a credit require-
ment process from a bank in Bosnia and Herzegovina, whose
name has been le� out due to privacy reasons. �is process
(dataset) has been selected because it represents one of
the main (core) processes in banks. �e dataset consisted
of information which in its initial form was in tables in
the database. Only the data which were necessary for the
analysis in this work was extracted from the given dataset:
information about the process instance, the name of the
event, time of the event, type of the event, and masked data
about the participants in the process. First a Java program for
converting the dataset to the MXML format is implemented.
Also, the data can be converted to this format using the ProM
Import Framework. �e dataset contains over 150000 events
and the data was collected over the period of six months. For
determining the statistical functions of the distribution in the
process the R programming language was used, and for the
implementation of the DE algorithm Matlab 2015a was used.

�e 
rst step is acquiring a process model from the data.
�e Heuristic miner was used for getting the process model,
because it is resistant to errors, can work with large log 
les,
and can be used for real log 
les. �e acquired process model
is presented in Figure 2, using BPMN (Business Process
Modeling Notation). �e process begins by submitting a
credit request (Acceptance of requests). In the second step, the
necessary documentation for the request is collected (Collec-
tion of documents), and in the third step the completeness
of the documentation is checked (Completeness check). �e
following steps are checking the client’s credit worthiness
(Credit worthiness check) and checking the collateral (Collat-
eral check). A�er that, the credit committee decides about
acceptance of the credit request (Credit committee), and in the
last step all the requests are reviewed (Requirements review).

�e next step is determining the simulation parameters as
it is previously described. First, the time of the activity execu-
tion in the process and the time of process instance generation
are calculated using rules given inTable 1. A�er that, using the
listed methods of statistical analysis, probability distribution
function and their parameters are acquired as it is given in
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Acceptanc...

Collection...

Completen...

Credit wor...

Collateral...

Credit co...

Requirem...

Figure 2: Process of credit requirement acquired using the Heuristic miner.

Table 3: Probability distribution functions used for task execution in the process.

Activity name Distribution Parameters (min)

Instance generation Lognormal mean=1.136; st. deviation=1.089

Acceptance of requests Uniform max=19.967; min=9.017

Collection of Documents Weibull shape=98.708; scale=3.290

Completeness check Uniform max=89.933; min=45.850

Credit worthiness check Normal mean=82.813; st. deviation=7.548

Collateral check Uniform max=74.383; min=20.133

Credit committee Lognormal mean=3.796; st. deviation=0.436

Requirements review Uniform max=14.917; min=5.033

Table 3. Parameters are acquired using MLE, MOME, and
MGEmethods. In Table 3, parameters are acquired using the
MLE method.

Matlab is used for implementation of the DE algorithm.
�e process is 
rst presented in Matlab using the SimEvents
library. �e activities in the process are presented using
servers, and, using random number generators, the appro-
priate probability distribution functions of task execution in
the process and process instance generation are represented.
�e number of servers presents the number of users execut-
ing tasks on each activity. For the observed process, these
constraints are presented in the form of vectors of lower and
upper bounds:

� = [1 1 1 1 1 3 1] ;
	 = [10 10 10 10 10 5 10] (16)

which means that the minimal number of resources on the

rst activity is 1, the maximal number is 10, as well as the
second activity, and so on. On activity Credit committee the
minimal number of resources is 3, and maximal number is 5.
�e units which do not comply with these constraints will be
punished with penalties. �e unit costs of the resources are as
follows:

� = [1500 2000 2000 2000 1500 3000 1500] (17)

�e estimated value of constant � is 100, so it is necessary to
minimize the function:

min��
{100 ⋅ �∑

�=1
��� (��) + �∑

�=1
���� + �} (18)

�is information about the process can be acquired from the
process owner. Di�erent strategies of the DE algorithm are
implemented and 4 scenarios are observed.

Scenario 1. �e 
rst scenario entails the case when all the
delays in the process are of the same importance. �ose are
cases when it is irrelevant on which activity users are waiting,
all waitings in the process are unacceptable. In this scenario
the coe	cients are 1 = 2 = ⋅ ⋅ ⋅ = � = 1.
Scenario 2. In the second scenario, some delays are more
dangerous than others, which means that they are of greater
signi
cance. Such are the delays on the counter, which a�ect
the user’s satisfaction more than when a user is waiting for
a call from the bank. In this scenario the coe	cients are1 = 2 = 2, 3 = 4 . . . = � = 1.
Scenario 3. All of the activities in the process donot have
to be directly linked to the users, and the waiting time on
these activities does not have to be waiting time of the user in
the process. Such delays need to be ignored, in the observed
process that is the last activity Requirements review, where all
the requests are reviewed. Because of that, the coe	cients in
this scenario are 1 = 2 = ⋅ ⋅ ⋅ = �−1 = 1, � = 0.
Scenario 4. �e last scenario is the most complex and real. It
represents a combination of the second and third scenario. In
this scenario, not all delays of the same importance, and some
of them do not need to be observed at all. �e values of the
coe	cients are 1 = 2 = 2, 3 = 4 . . . = �−1 = 1, � = 0.
7.1. Discussion and Comparison of Results. Parameters of the
algorithm were as follows: the number of generations was
m=100, the size of the population was n=200, the crossover
probability was CR=0.3, and the F factor was uniformly
distributed between 0.2 and 0.8. �e algorithm stops when
there is no improvement of the best 
tness function value
in last 10 generations. �e algorithm was run several times(10) and the average value of the number of generations
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Table 4: Comparing di�erent algorithm strategies (MLE method).

Scenario Algorithm Number of iterations Best solution

Scenario 1

DE-1 66 [3 9 7 9 5 5 2]

DE-2 73 [3 9 7 9 5 5 2]

DE-3 20 [3 9 7 9 5 5 2]

DE-4 28 [3 9 7 9 5 5 2]

DE-5 46 [3 9 7 9 5 5 2]

IDE 15 [3 9 7 9 5 5 2]

Scenario 2

DE-1 31 [3 10 7 9 5 5 2]

DE-2 40 [3 10 7 9 5 5 2]

DE-3 17 [3 10 7 9 5 5 2]

DE-4 19 [3 10 7 9 5 5 2]

DE-5 31 [3 10 7 9 5 5 2]

IDE 11 [3 10 7 9 5 5 2]

Scenario 3

DE-1 38 [3 9 7 9 5 5 1]

DE-2 46 [3 9 7 9 5 5 1]

DE-3 17 [3 9 7 9 5 5 1]

DE-4 19 [3 9 7 9 5 5 1]

DE-5 37 [3 9 7 9 5 5 1]

IDE 16 [3 9 7 9 5 5 1]

Scenario 4

DE-1 29 [3 10 7 9 5 5 1]

DE-2 41 [3 10 7 9 5 5 1]

DE-3 15 [3 10 7 9 5 5 1]

DE-4 17 [3 10 7 9 5 5 1]

DE-5 26 [3 10 7 9 5 5 1]

IDE 10 [3 10 7 9 5 5 1]

and execution time was obtained. Figure 3 represents the
convergence of the standard DE algorithm for di�erent
strategies and improved DE algorithm for 
rst scenario.
�e �-axis represents the number of iterations, and the "-
axis the value of the 
tness function, which is given with
(18). �e 
gure illustrates that the starting value of the

tness function di�ers for di�erent strategies, because the
starting generation is randomly generated. It can be con-
cluded that the algorithm succeeded in 
nding the optimal
solution in an acceptable number of iterations, including
the given constraints. Analyzing 
gure, it can be concluded
that the improved DE algorithm outperforms standard DE
algorithms.�e improvedDE algorithm succeeded to 
nd the
solution with the smallest number of iterations which can be
seen in Table 4. �e last column presents the best solution.
It can be seen that all algorithms succeeded in 
nding the
best solution, and the brute force algorithm was implemented
to check whether the solution is optimal. Similar results
are obtained using the other two methods for parameter
estimation (MLE and MGE). �ese results are presented in
Tables 5 and 6 and it can be noticed that the results are similar.

�e brute force algorithm required about 6 days and 7
hours for one scenario, in order to test all possible combina-
tions and to con
rm that the optimal solutionhas been found.
For the execution of the algorithm, a workstation with 8GB
RAMmemory and a 2.4GHzprocessorwas used. Comparing
the best result from Scenarios 1 and 2, it can be concluded that
a bottleneck exists on the second activity in the process. A�er
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DE-3

DE-4

DE-5

IDE

×10
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Figure 3: Comparison of algorithms for Scenario 1.

the signi
cance of the delay on the 
rst two activities in the
process in Scenario 2 was doubled, by setting the values 1 =2 = 2, the number of users on the second activity increased
and amaximal number of users were allocated.�e same case
was with Scenario 4. On the other hand, in Scenarios 3 and 4
when the delay of the last activity in the process is disabled by
setting 7 = 0, the algorithm allocated a minimal number of
users on that activity, because the expenses of the resources
were minimal then.
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Table 5: Comparing di�erent algorithm strategies (MOMEmethod).

Scenario Algorithm Number of iterations Best solution

Scenario 1

DE-1 54 [3 9 7 9 5 5 2]

DE-2 69 [3 9 7 9 5 5 2]

DE-3 21 [3 9 7 9 5 5 2]

DE-4 29 [3 9 7 9 5 5 2]

DE-5 55 [3 9 7 9 5 5 2]

IDE 5 [3 9 7 9 5 5 2]

Scenario 2

DE-1 42 [3 10 7 9 5 5 2]

DE-2 49 [3 10 7 9 5 5 2]

DE-3 27 [3 10 7 9 5 5 2]

DE-4 28 [3 10 7 9 5 5 2]

DE-5 42 [3 10 7 9 5 5 2]

IDE 20 [3 10 7 9 5 5 2]

Scenario 3

DE-1 59 [3 9 7 9 5 5 1]

DE-2 73 [3 9 7 9 5 5 1]

DE-3 27 [3 9 7 9 5 5 1]

DE-4 37 [3 9 7 9 5 5 1]

DE-5 48 [3 9 7 9 5 5 1]

IDE 23 [3 9 7 9 5 5 1]

Scenario 4

DE-1 47 [3 10 7 9 5 5 1]

DE-2 37 [3 10 7 9 5 5 1]

DE-3 23 [3 10 7 9 5 5 1]

DE-4 27 [3 10 7 9 5 5 1]

DE-5 31 [3 10 7 9 5 5 1]

IDE 19 [3 10 7 9 5 5 1]

Table 6: Comparing di�erent algorithm strategies (MGE method).

Scenario Algorithm Number of iterations Best solution

Scenario 1

DE-1 61 [3 9 7 9 5 5 2]

DE-2 54 [3 9 7 9 5 5 2]

DE-3 21 [3 9 7 9 5 5 2]

DE-4 23 [3 9 7 9 5 5 2]

DE-5 40 [3 9 7 9 5 5 2]

IDE 14 [3 9 7 9 5 5 2]

Scenario 2

DE-1 41 [3 10 7 9 5 5 2]

DE-2 50 [3 10 7 9 5 5 2]

DE-3 28 [3 10 7 9 5 5 2]

DE-4 24 [3 10 7 9 5 5 2]

DE-5 33 [3 10 7 9 5 5 2]

IDE 21 [3 10 7 9 5 5 2]

Scenario 3

DE-1 57 [3 9 7 9 5 5 1]

DE-2 60 [3 9 7 9 5 5 1]

DE-3 31 [3 9 7 9 5 5 1]

DE-4 33 [3 9 7 9 5 5 1]

DE-5 55 [3 9 7 9 5 5 1]

IDE 19 [3 9 7 9 5 5 1]

Scenario 4

DE-1 42 [3 10 7 9 5 5 1]

DE-2 42 [3 10 7 9 5 5 1]

DE-3 25 [3 10 7 9 5 5 1]

DE-4 25 [3 10 7 9 5 5 1]

DE-5 33 [3 10 7 9 5 5 1]

IDE 21 [3 10 7 9 5 5 1]
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Table 7: Validation results for credit requirements process.

Iteration
Model 1
(Y1)

Model 2
(Y2)

Model 4
(Y3)

Y1-Y2 Y1-Y3

1 38823.79 254936.57 29973.53 -216112.78 8850.26

2 39295.19 280620.16 59629.32 -241324.97 -20334.13

3 38808.39 257944.03 32839.90 -219135.64 5968.49

4 38840.02 239623.39 29836.27 -200783.37 9003.75

5 39093.43 268929.24 77364.26 -229835.81 -38270.83. . . . . . . . . . . . . . . . . .
Kij(%) - - - 100 76.5

Table 8: Validation results for three di�erent processes.

Process Scenario K12(%) K13(%)

Credit requirements

Scenario 1 100 76.5

Scenario 2 100 82

Scenario 3 100 85

Scenario 4 100 88

Electronic invoicing

Scenario 1 100 81

Scenario 2 100 85.5

Scenario 3 100 77

Scenario 4 100 79.5

Document processing

Scenario 1 100 76.5

Scenario 2 100 72.5

Scenario 3 100 75

Scenario 4 100 74

8. Model Validation

In order to show the success and applicability of the model,
validation of the model with the current process model
and comparison with the model from the literature was
done. �e method of validation and model comparison is
shown on Figure 4. In the validation, the proposed model
acquired through optimization and the second model which
is currently used in the organization are compared. �e
comparison is done between the 
rstmodel acquired through
optimization and the third model from literature which
is used for optimization. �e di�erence between the 
rst
and third model is that statistical distribution is used for
representing the activity duration in the 
rst model, while
the activity duration in the third model is expressed through
the mean value. �e models had a 
xed resource allocation,
while the events were randomly chosen from the log 
les and
introduced in the processes. �is way it was questioned how
the exit from the process would behave if the resources were
allocated according to the proposed allocation (model 1),
according to the current allocation (model 2), and according
to the allocation acquired using the model from literature
(model 3).�e provided comparison procedure of themodels
was implemented through 200 iterations for every single of
the four scenarios. �e acquired results are shown in Table 7.
�e table 
rst presents the values of the 
tness functions
Y1, Y2, and Y3, and then their di�erences. Kij presents the
percentage of how much model i was better than model j.

It can be concluded from the table that model 1 was 100%
better than model 2, while in 76.5% of the cases it was better
than model 3. Similar results were acquired for the other
scenarios. �e improvement in model 1 compared to model
3 in Scenario 2 was 82%, in Scenario 3 it was 85%, and
in Scenario 4 it was 88%. In order to show the generality
of the approach, it was conducted on two more processes:
electronic invoicing and document processing. �e approach
proved to be equally successful on all tested processes, which
is shown in Table 8. As seen in the table, improvement was
accomplished in all tested scenarios and ranges from 72.5%
to 88%. �is proves that the model is valid and that it gives
better results than the model from literature.

9. Conclusion and Future Research

�ere are a lot of approaches dealing with the problem of
resource allocation. Di�erent techniques and algorithms are
used for solving this problem, but little attention is paid
to building a process model. In order to build a process
model that accurately represents a real process, this paper
uses a novel approach that combines process discovery algo-
rithms and methods of statistical analysis. Process discovery
algorithm enables getting processes in the form that they
are executed in reality. Using methods of statistical analysis,
probability distribution functions which can be used to
describe the activity execution in the process have been
acquired. �e application of a stochastic simulation model
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Figure 4: Model validation.

causes noise to appear in the 
tness function. �e di�erential
evolution algorithm was used for 
nding the optimal human
resources allocation with constraints. �e algorithm was
modi
ed in order to include uncertainty in 
tness function,
and an improved di�erential evolution algorithm is proposed.

�e proposed algorithm had better performances than the
standard DE algorithm on test functions as well as a real
problem. �rough di�erent scenarios, it was shown how
processes can be improved if the inuence of the waiting
time is not equal on all activities in the process, as well
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as the case when it is necessary to exclude some activities.
�e presented approach is validated with the current process
model and compared with the model from literature which
has the activity duration in the process expressed through
mean values.�e proposed processmodel proved to be better
in all scenarios for three di�erent processes.

In this paper, the FIFO (
rst-in 
rst-out) waiting queue
has been observed. In the future work, it is intended to test
other waiting principles such as LIFO (last-in 
rst-out) and
priority waiting queues. Also, process improvement will be
analyzed using other optimization criteria such as resource
utilization and average queue length.
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[6] R. Levi and A. Radovanović, “Provably near-optimal LP-based
policies for revenue man- agement in systems with reusable
resources,”Operations Research, vol. 58, no. 2, pp. 503–507, 2010.

[7] Y. Chen, R. Levi, and C. Shi, “RevenueManagement of Reusable
Resources with Advanced Reservations,” Production Engineer-
ing Research and Development, vol. 26, no. 5, pp. 836–859, 2017.

[8] S. Dye, L. Stougie, and A. Tomasgard, “�e stochastic single
resource service provision problem,” Naval Research Logistics,
vol. 50, no. 8, pp. 869–887, 2003.

[9] P. Kouvelis and G. Yu, Robust Discrete Optimization and Its
Applications, Kluwer Academic Publishers, 1997.

[10] S. Hartmann and D. Briskorn, “A survey of variants and exten-
sions of the resource-constrained project scheduling problem,”
European Journal of Operational Research, vol. 207, no. 1, pp. 1–
14, 2010.

[11] L. Borba and M. Ritt, “A heuristic and a branch-and-bound
algorithm for the assembly line worker assignment and balanc-
ing problem,”Computers &Operations Research, vol. 45, pp. 87–
96, 2014.
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