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Abstract 

Supramolecular polymerization can be controlled in space and time by chemical fuels. A non-

assembled monomer is activated by the fuel and subsequently self-assembles into a polymer. 

Deactivation of the molecule either in solution or inside the polymer leads to disassembly. Whereas 

biology has already mastered this approach, fully artificial examples have only appeared in the past 

decade. Here, we map the available literature examples into four distinct regimes depending on 

their activation/deactivation rates and the equivalents of deactivating fuel. We present increasingly 

complex mathematical models, first considering only the chemical activation/deactivation rates 

(i.e., Transient Activation), and later including the full details of the isodesmic or cooperative 

supramolecular processes (i.e., Transient Self-assembly). We finish by showing that sustained 

oscillations are possible in chemically fueled cooperative supramolecular polymerization and 

provide mechanistic insights. We hope our models encourage the quantification of activation, 

deactivation, assembly, and disassembly kinetics in future studies. 
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1. Introduction 

1.1 Inspiration from Nature 

Living organisms use food to build cellular components, eliminate metabolic waste, and generate 

energy carriers like adenosine triphosphate (ATP) and guanosine triphosphate (GTP). The latter 

are used by a vast range of energy-transducing enzymes, molecular motors, pumps, and filaments 

to enable complex cell functions, such as signaling, self-healing, motility, and division. Particularly 

interesting to the topic of this article are cytoskeletal structures such as actin filaments and 

microtubules, which are supramolecular polymers that undergo dissipative self-assembly. For 

example, GTP-bound tubulin dimers undergo an entropically driven polymerization process to 

form microtubules of 25 nm diameter and micrometer length.1 The tubulin dimer, however, is also 

an enzyme that hydrolyses GTP to guanosine diphosphate (GDP) and inorganic phosphate, with 

increased activity when surrounded by other GTP-dimers. The dimer changes from a straight to a 

tilted conformation during the latter hydrolysis reaction, resulting in a spring-loaded microtubule 

structure.2 GTP-dimers located at the growing (+)-end of the microtubule (a “GTP cap”), however, 

force the structure to remain straight due to a high kinetic barrier. Eventually, when the (local) 

solution concentration of GTP-dimers decreases, the GTP cap is removed and the microtubule 

undergoes a catastrophic breakdown. Microtubules nucleate from a microtubule-organizing center 

(MTOC)—often located at the centroid of the cell—forming flower-like structures reminiscent of 

asters. Interestingly, in cell-free reconstituted systems, this centering function can be reproduced 

in microscopic glass chambers using just tubulin dimers and GTP.3,4 The tubes emanating from the 

MTOC push against the chamber walls and reach a steady-state where the sum of all forces is zero 

(i.e., the centroid). The centering can be further improved by adding pulling forces, mediated by 

dynein motor proteins at the chamber walls.5 
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Microtubules have captured the imagination of many supramolecular chemists since their 

structure is phenomenally stiff (persistence length of > 1 mm) and yet they polymerize and 

depolymerize on the minute timescale. They allow the cell to withstand compressive loads, but also 

become more fluid when the time comes for it to move. They can nucleate at specific locations to 

sense and exert mechanical forces and can self-repair from their ends or sides while doing so. A 

little over a decade after the first artificial microtubule-like system,6 the field of (supramolecular) 

Systems Chemistry has rapidly developed into an area where chemical fuels and light are used to 

assemble and disassemble supramolecular polymers, vesicles, colloids, and nanoparticles. Unlike 

biology, synthetic chemists are not restricted to natural fuels like ATP and GTP, amino acid 

building blocks, or even to aqueous solvents. The past decade has seen an exploration of  suitable 

chemistries, switches, and monomers that can reproduce some aspects of dissipative self-assembly 

that make microtubules so mesmerizing (see recent reviews 7–11).  

For the most part, the systems developed so far undergo transient self-assembly, where an 

aliquot of fuel or a light pulse leads to (chemical) ‘activation’ of a monomer, which assembles for 

a given time and spontaneously ‘deactivates’ and disassembles without further experimental 

intervention (e.g., changing temperature, pH, illumination, etc.). For example, an activation 

reaction can remove the ionic charge of a monomer and thus induce self-assembly, by suppression 

of Coulombic repulsion. A second deactivating reaction then restores the charge and triggers 

disassembly. This and related approaches have led to interesting new properties such as self-erasing 

inks12–14, timed drug release15–18, temporary ‘artery clamping’19,20, and transient catalysis21,22. Still, 

we are currently in the Rube Goldberg era of artificial dissipative self-assembly: performing simple 

tasks, like assembly and disassembly, in overly complicated and inefficient ways. Fortunately, it is 

likely that our methods will continue to improve, and that at some point we will be able to construct 

systems and materials with complexity and functionality approaching that of biological matter.  
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1.2 Aim 

One aspect that is sure to enhance our progress is the proper quantitative understanding of how 

chemical reactions (or light) can be ‘coupled’ to the self-assembly of supramolecular structures. In 

recent years, ‘toy models’23–26 that consider the steady-state dimerization of species have been put 

forward to classify dissipative self-assembly based on how chemical energy is stored in 

thermodynamically unfavorable states (inspired by energy/information ratchets in biological 

systems27,28; see also work on molecular motors23). In addition, several numerical studies have been 

devoted to this topic29,30 as well as perspectives10,31–36. 

The aim of our current work is to show how coupling of fueled reactions and self-assembly 

can be understood quantitatively using mathematical models. We will show that the characteristic 

‘hump’ of transient self-assembly, fuel depletion, and disassembly (i.e., 

monomeràassemblyàmonomer in time) can be achieved in different ways. Based on the sparse 

kinetic data available, we map current literature examples of Transient Self-assembly according to 

their activation/deactivation rates and the equivalents of fuel molecules. The main text presents 

only the simple analytical solutions of the models where possible. The full mathematical 

derivations can be found in the Supporting Information, which can be read as a standalone paper 

(recommended for physical chemists or supramolecular polymer physicists). We will limit our 

analysis to one-dimensional supramolecular polymers in homogeneous environments but include 

literature examples that are somewhat broader. In particular, we would like to point the reader to 

many other efforts addressing higher dimensional systems such as vesicles, nanoparticles, 

nanoparticle superlattices, DNA origami, etc.37–78. Before going into detail in sections 2–4, we first 

explain what we mean by ‘coupling’ and introduce the important processes needed later on.  
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1.3 Coupling to self-assembly 

We distinguish four important factors that are frequently encountered in Dissipative Self-assembly 

(see Fig. 1a): i) mechanisms to activate and deactivate a monomer, i.e., [Reaction], ii) assembly 

and disassembly of the monomer into supramolecular structures, i.e., [Assembly], iii) solution 

conditions like pH or ionic strength, i.e., [Medium], and iv) mass transport phenomena such as gas-

to-liquid transfer or slow addition of chemical species, i.e., [Transport] in Figure 1a.   

It is well-known in the field of Supramolecular Chemistry that the medium has a large 

influence on the state of self-assembly, which we denote as [Medium]à[Assembly]. The reverse 

[Assembly]à[Medium] is usually not considered; any relevant molecule in the medium would be 

included to evaluate the Gibbs free energy (Δ𝐺), and would therefore be part of [Assembly]. The 

[Medium]à[Assembly] influence is the basis of most stimuli-responsive materials.79 For example, 

poly(N-iso-propylacrylamide)-based systems make use of the temperature-dependent phase 

behavior of the polymer. Below the lower critical solution temperature, the polymer is soluble and 

expanded, whereas above this temperature, it becomes insoluble and collapses resulting in 

aggregation. Chemical reactions can be used to change the solution environment and thereby 

influence the state of self-assembly. For example, spontaneous ring-opening activation of glucono-

δ-lactone lowers the pH of the medium and causes assembly of monomers into well-organized 

hydrogels ([Reaction]à[Medium]à[Assembly] in Fig. 1).80 The novelty in the field of Dissipative 

Self-assembly is to engineer systems that complete a full cycle from a disassembled state to an 

assembled state and back without experimental intervention. This autonomous cycling is the clear 

distinguishing factor when compared to existing stimuli-responsive materials, where the original 

stimulus needs to be reversed or compensated by the experimentalist(s).  
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Figure 1 | Factors and processes in dissipative self-assembly. a) Factors of importance: chemical 

activation or deactivation reactions [Reaction], self-assembly or disassembly [Assembly], solution 

conditions [Medium], and mass transport phenomena [Transport]. Arrows indicate causal influence. See the 

main text for more details. The dashed arrow from [Assembly]à[Medium] is an unlikely causation; b) The 

key processes that will be used in the various models in this paper. The key rate constants are ka (activation), 

kd1 (monomer deactivation), kd2 (polymer end deactivation), kd3 (polymer chain deactivation). c) Transient 

activation uncoupled from self-assembly: see section 2, d) Transient self-assembly with coupling: see 

section 3, e) Oscillations in coupled dissipative self-assembly: see section 4 of this work. 

 

By considering the causal influences between these different factors and neglecting all but 

the most important, one can greatly simplify the analysis and understanding of Dissipative Self-

Assembly.  For example, when the causal influence [Assembly]à[Reaction] is neglected, the rates 

of chemical activation and/or deactivation reactions are assumed to be independent of the assembly 
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state. As a result, one can hope to understand the transient processes of activation and deactivation 

without reference to those of assembly and disassembly.  We refer to such idealized systems as 

‘uncoupled’. In contrast, the coupling [Assembly]à[Reaction] occurs when the state of self-

assembly affects the rate of deactivation—for example, by shielding monomers inside bundled 

fibers of which more later (see section 3.3 and 4). Coupling is also achieved when self-assemblies 

accelerate the rate of monomer activation/deactivation through their catalytic activity.81  

 

1.4 Basic processes and outline 

Some terminology such as ‘chemical fuel’ is used in a specific way in the field of Systems 

Chemistry, which is different from the definitions found in common dictionaries referring to a 

liquid releasing energy upon combustion. In the context of this paper, we use the definitions in Box 

1 below. 

Box 1 | Key definitions in chemically fueled self-assembly 

Chemical fuel 

A reactant that changes the molecular structure of a monomer by a chemical reaction 

–or– binds to the monomer non-covalently. An ‘activating fuel’ activates the 

monomer so it can assemble into supramolecular polymers. A ‘deactivating fuel’ 

removes the propensity of the monomer to assemble, eventually leading to 

disassembly of the polymer. Here, when we refer just to ‘fuel’, we mean the 

‘activating chemical fuel’. 

Chemical waste 

The chemical substances that remain (in solution, gas phase, or solid phase) after the 

activating fuel reacts with the deactivated monomer –or– the deactivating fuel reacts 

with the activated monomer. ‘Waste’ from activating or deactivating fuels in usually 

not distinguished. Often the build-up of chemical waste can dampen the system 

response in repeated cycles of transient self-assembly.82 

Activation 

The reaction of the activating fuel with the deactivated monomer, resulting in 

(chemical waste and) the activated monomer that can self-assemble into 

supramolecular polymers. 
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Deactivation 

The deactivation of an activated monomer (either free in solution, at the ends of 

supramolecular polymers, or along the polymer chains) by the deactivating fuel, 

removing the propensity of the monomer to assemble (and producing waste). 

Coupling 

Interactions between chemical reaction(s) and self-assembly whereby one affects the 

other (or vice versa or both). See the main text for more details, and definitions used 

in molecular chemical engines83 or biological molecular machines84,85. 

 

Looking at the relevant processes in more detail, a monomer can be activated with rate constant ka, 

after which it can self-assemble into a supramolecular polymer (Figure 1b in red). We will consider 

both isodesmic as well as cooperative polymerization mechanisms. The monomer can be 

deactivated either in solution, at the polymer end, or somewhere along the chain of the polymer 

with rate constants kd1, kd2, and kd3, respectively.  

If the three deactivation rate constants are equal (and non-zero), the system is classified as 

‘uncoupled’, and its ‘Transient Activation’ (section 2.1) proceeds independently from the 

simultaneous process of Transient Self-assembly (Figure 1c). Depending on the relative rates of 

activation, deactivation, and fuel consumption, we show that Transient Activation can proceed by 

four distinct mechanisms. Alternatively, if deactivation on the polymer is slower than in solution—

as in the shielding example in the previous section—the ‘coupled’ system exhibits Transient Self-

assembly over a wider range of experimental conditions (section 2.2). We have mapped the 

currently available literature examples that fall within the constraints of our models onto a phase 

space describing the relative rates of activation/deactivation and the number of fuel equivalents 

(Figure 2), which leads to interesting insights (section 3). 

The most complex behavior emerges when chemically fueled [Assembly]à[Reaction] 

coupling is combined with cooperative polymerization—i.e., including nucleation, elongation, 

fragmentation etc.—to produce sustained oscillations in the number and length of polymer 
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assemblies (section 4). We conclude with a summary of insights and lessons learned from the 

analysis of simple models and discuss the possible impacts of our findings on future supramolecular 

materials (section 5). 

 

2. Transient Activation uncoupled from Self-assembly  

2.1 Model  

In general, experimental systems showing transient self-assembly often consist of i) an activation 

phase, where (usually low molecular weight) building blocks are turned “on” and assemble into 

well-defined structures, ii) possibly a short plateau where conditions stay approximately constant, 

and iii) a deactivation and disassembly phase. Depending on the concentration of the assembling 

species, these processes first lead to supramolecular polymers followed by a sol–gel–sol transition 

(due to non-covalent interactions between the polymers, see reference86). In other systems, a 

reverse process has been implemented, where self-assembled structures are initially present and 

are transiently deactivated and disassembled. That specific scenario can lead to a time-

programmable gel–sol–gel behavior. In this section, we examine how the kinetics of (de)activation 

and (dis)assembly must be tuned to achieve the transient self-assembly ‘hump’ common to many 

reported systems. To do so, we consider a simple model of transient activation characterized by 

different parameter regimes that correspond to distinct dynamical behaviors. We map the kinetics 

of the reported systems onto these regimes and discuss their shared similarities in light of the model. 

For simplicity, we start with an uncoupled model in which monomers are activated and 

deactivated irrespective of their position in solution or within polymer assemblies (see Supporting 

Information, Section 3).  In this ‘Transient Activation’ model, deactivated monomer D is activated 

by reacting with activating chemical fuel F, leading to active monomer A that can form self-

assembled structures. A is deactivated back to D by reaction with a second deactivating chemical 
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fuel G. These activation and deactivation reactions are approximated as irreversible with second 

order rate constants ka and kd, respectively,    

D + F 
𝑘𝑎→ A + P 

A + G
𝑘𝑑→ D + P′ 

Here, P and P′ denote waste products, which are not relevant to the system’s dynamics. We consider 

the time evolution of the species concentrations—denoted by italic lower case letters a, d, f, g—

within a well-mixed batch reactor. Assuming a large excess of deactivating fuel G (e.g., for solvent 

mediated reactions like hydrolysis), the concentrations of activated monomer A and activating fuel 

F are governed by the following kinetic equations 

 𝑎̇ = 𝑘𝑎𝑓 (𝑐𝑡𝑜𝑡 − 𝑎) − 𝑘𝑑
′ 𝑎 (1) 

 𝑓 ̇ = −𝑘𝑎𝑓 (𝑐𝑡𝑜𝑡 − 𝑎) (2) 

where ctot = a + d is the total monomer concentration, and 𝑘𝑑
′ = 𝑘𝑑𝑔 is the pseudo-first order rate 

constant for deactivation.  Initially, at time t = 0, all monomers are in their deactivated state a(0) = 

0, and the fuel concentration is equal to a specified value  f(0) = f0.  

According to this model, the degree of activation a / ctot rises in time as monomers are 

converted to their activated form and then falls due to consumption of the activating fuel F. The 

details of this characteristic activation ‘hump’—for example, how fast and high it rises and for how 

long it lasts—depend on the rate constants 𝑘𝑎 and 𝑘𝑑
′  and the concentrations ctot and f0. In particular, 

the qualitative behavior of the system depends on just two dimensionless groups: i) 𝑘𝑑
′ /𝑘𝑎𝑐tot, the 

ratio between the rate of deactivation and the characteristic rate of activation, and ii) 𝑓0/𝑐𝑡𝑜𝑡, the 

ratio between the initial fuel concentration and the total monomer concentration.  Depending on 

the magnitudes of these groups, we identify four distinct regimes for transient activation (I-green, 

II-red, III-yellow, IV-blue in Fig. 2a). On this plot, the x-axis describes the relative speed of 
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deactivation relative to that of activation; the y-axis describes the amount of activating fuel relative 

to that of the building blocks. Below we describe each of these regimes in turn, highlighting 

representative examples from the literature. Details explaining how kinetic rate parameters were 

extracted from literature references are provided in the Supporting Information, Section 6. Briefly, 

we analyzed the kinetic profiles of transient systems obtained by any means of characterization 

(UV, CD, fluorescence, HPLC, NMR, rheology, pH profile, etc.), extracting apparent rate constants 

of (de)activation processes as well as the maximal degree of activation in each system. For systems 

where self-assembly strongly affects deactivation (see section 3), the mapping is not very accurate, 

but remains useful in a qualitative sense. In this section, we will first consider uncoupled systems 

(boxed numbers in Fig. 2a), for which the assembly does not have significant influence (positive 

or negative) on the rate of chemical activation and/or deactivation.  

Figure 2: Regimes in chemically-fueled transient activation. a) Phase map showing four dynamical regimes for 

transient activation (solid green, red, yellow, and blue areas), which transition smoothly from one to another. The x-

axis shows the relative rates of deactivation and activation, 𝑘𝑑
′ /𝑘𝑎𝑐𝑡𝑜𝑡, where 𝑘𝑑

′  and 𝑘𝑎 are the rate constants for 

deactivation and activation, respectively, and 𝑐𝑡𝑜𝑡 is the total monomer concentration.  The y-axis shows the number of 

fuel equivalents, 𝑓0/𝑐𝑡𝑜𝑡, where 𝑓0 is the initial fuel concentration. Boxed numbers: uncoupled systems; unboxed 

numbers: coupled systems (see main text for description and definition). The numbers in the figure refer to the main 

text reference numbers. Typical time traces (solid lines show degree of activation a/ctot, dashed lines are the 

dimensionless fuel concentration): b) Regime I: fast and full activation, c) Regime II: deactivation is fast, but since a 
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surplus of fuel is available, activation can still be high, d) Regime III: deactivation is dominant, and fuel is low to 

medium, e) Regime IV: fast deactivation, and not a lot of fuel leads to low activation and short transients. Time t is 

measured in units (𝑘𝑎𝑐𝑡𝑜𝑡)
−1 ; concentrations in units of 𝑐𝑡𝑜𝑡.  

 

2.2 Literature examples 

Regime I.  

We start in regime I where the conditions are perhaps the most intuitive for achieving transient 

activation. These systems are characterized by an excess of fuel with respect to the monomer (𝑓0 ≫

𝑐𝑡𝑜𝑡) and by slow rates of deactivation relative to that of activation (𝑘𝑑
′ ≪ 𝑘𝑎𝑐𝑡𝑜𝑡). Starting from t = 

0 (Fig. 2b), the monomer quickly reaches the fully activated state (a ≈ ctot). Despite continuous 

deactivation, high levels of activation are maintained for some time at the expense of continuous 

fuel consumption. Once the activating fuel is fully depleted, deactivation brings the system back to 

the initial (deactivated) state. In practice, a long plateau is not often observed, likely because 

experimentalists select for systems where the time scales for activation and deactivation are similar, 

as to achieve the characteristic ‘hump’-like kinetics (monomer à assembly à monomer).  

Alternatively, the activating fuel may itself degrade or react with the deactivating fuel, thus 

prohibiting a long-lived plateau in the amount of activated monomer. Provided that self-assembly 

is fast relative to monomer deactivation, the transient activation kinetics predicted by this 

uncoupled model implies the transient assembly of activated building blocks and their subsequent 

disassembly upon deactivation. 

An example by Adams and co-workers87 shows a transient pH change resulting in assembly 

of a self-supporting gel that redissolves when the pH spontaneously increases (# 87 in Fig. 2a and 

Fig. 3). Control over the pH is realized via two simultaneous reactions: i) hydrolysis of urea by 

urease, releasing ammonia that increases the pH above the monomer pKa causing gelation, ii) 

hydrolysis of methyl formate producing formic acid that decreases the pH. By varying the amounts 
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of urea, urease and methyl formate, the authors find a mode where the rate of pH increase is much 

faster than that of pH decrease. In this system, an estimated 76% of the gelator is activated, leading 

to stiff gels (see section 6 of the SI). The lifetime of the gels can be significantly prolonged by 

increasing the gelator concentration while maintaining the same amounts of urea, urease and 

methyl formate. Upon refueling, the onset of gelation is delayed and the lifetime decreased due to 

waste accumulation, a common issue82 in chemically fueled systems. 

 

Figure 3 | Regime I, uncoupled: a system of Adams and co-workers87 with a gelator that follows transient pH 

change.   

Adams and co-workers revisited this system for a different cycle88, namely a gel–sol–gel 

instead of a sol–gel–sol transition, which is of use in hydrogel annealing (# 88 in Fig. 2a). After 

fast activation of a dipeptide-based hydrogelator (pH increase corresponding to dissolution of gel), 

slower deactivation results in the recovery of the initial gel. The stiffness and morphology of the 

final hydrogel was shown to be dependent on the deactivation rate. Slower reaction kinetics 

resulted in a uniform and dense fibrillar network, whereas the initial gel contained mostly 

spherulites. We cannot exclude the presence of [Assembly]à[Reaction] coupling due to the slower 

diffusion of the fuel into the initial gel, compared to the activation on the dissolved hydrogelator. 

Panzarasa et al. reported a transient system89,90 based on a perylenediimide derivative 

coupled to a programmable pH cycle (# 89 in Fig. 2a). The latter is obtained from the change in 

pH (from 5.5 to 10.5) generated by the methylene glycol–sulfite clock reaction. The mechanism 
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relies on the reaction between formaldehyde and sulfite to produce hydroxymethanesulfonate and 

hydroxyl ions. Interestingly, by coupling the pH change with the hydrolysis of 1,3-propanesultone 

or δ-gluconolactone, they could achieve a transient pH change that could be refueled 10 times. The 

pH change resulted in aggregation of the perylenediimide derivative above its pKa (6.5) due to π–

π stacking and hydrophobic effects. Larger aggregates were formed during stirring, which 

eventually led to precipitation. Upon hydrolysis of the sultone, the pH decreased to 4.5 causing 

protonation of tertiary amine groups of the perylenediimide derivative leading to immediate 

disassembly due to electrostatic repulsion.  

Recently, George and co-workers published a detailed study91 of supramolecular 

polymerization controlled by the presence of fuels (# 91 in Fig. 2a). Self-assembly of a charge-

transfer complex, consisting of tetrapotassium coronene and methyl viologen modified by 

benzaldehyde, occurs after imine bond formation with 87% conversion. The cooperative 

mechanism and living character of polymerization were confirmed by seeding experiments. The 

kinetics of polymer growth was controlled by varying the amine ligands, their concentration and 

pH, all of which affect the rate of imine formation and hence the self-assembly process. Slow ester 

hydrolysis was used to trigger disassembly: in first instance by decreasing the pH and thus favoring 

imine degradation, and later by shortening the amine tail which affects the monomer 

hydrophobicity and hence the polymer stability. Although we attributed this system to uncoupled 

examples, the authors also explored enzymatic deactivation using a lipase, where it is unclear 

whether the self-assembly increases the deactivation rate due to multivalency (i.e., many cleavable 

bonds in close proximity). 

 



16 

Regime II.  

In regime II, deactivation is faster than activation, but high levels of activation (a / ctot) are still 

achieved due to sufficiently high fuel equivalents. Here, we find the system by Sorrenti et al.92 

using an enzymatic reaction cycle that works on a perylenediimide substrate (# 92 in Fig. 2a). The 

latter has two peptide ‘arms’ with a peptide sequence LRRASLG that is recognized by a kinase 

(that phosphorylates the serine residues fueled by ATP) and a phosphatase (that dephosphorylates 

the serines again). The phosphorylation enhances the self-assembly of the substrate and leads to an 

inversion of the supramolecular chirality of the resulting supramolecular polymer. Upon 

dephosphorylation, the original substrate and assemblies are recovered. When both enzymes and a 

shot of ATP fuel are added to the same batch reaction, transient self-assembly was observed.  

Besenius and co-workers showed a unique example93 of a transient system where both 

stimuli, responsible for assembling and disassembling of a monomer, are introduced by the same 

reaction (# 93 in Fig. 2a and Fig. 4). Oxidation of glucose catalyzed by glucose oxidase produces 

gluconolactone and hydrogen peroxide. Gluconolactone hydrolyses to produce gluconic acid, thus 

lowering the pH and leading to protonation and self-assembly of the monomer, yielding 99.8% 

activation. Concurrent oxidation of methionine residues in the monomer—due to increasing 

amounts of hydrogen peroxide—reintroduces charge repulsion and causes disassembly. Looking 

in detail at Figure 3 of their paper, one might notice that increased amounts of glucose oxidase (i.e. 

increasing the amounts of both fuels) results in longer gel lifetimes and slower deactivation and 

disassembly processes. This observation may suggest that the deactivation and disassembly are 

coupled (see sections on coupled systems below), but this remains to be confirmed. 
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Figure 4 | Regime II, uncoupled: an example from Besenius and co-workers93 with transient self-assembly 

driven by activation via pH change and by de-activation via oxidation. Note that two different types of deactivated 

monomers exist (purple and blue). 

 

 

Regime III.  

In regime III, levels of activation are low as compared to regimes I and II since the fuel 

concentration is low, and the activation process is slower than that of deactivation. As self-

assembly is more challenging with small amounts of activated monomer, there are very few 

examples of transient activation in this regime.  Quintard and co-workers introduced a system94 

that performs a sol–gel–sol transition (# 94 in Fig. 2a). They start off with a solution of the anionic 

CO2-adduct of O-tert-butyl-L-tyrosine (i.e., the carbamate form), with protonated DBU base as the 

countercation. Addition of trichloroacetic acid (TCA) leads to decarboxylation and (via an 

intermediary protonated species to) the formation of neutral O-tert-butyl-L-tyrosine, which forms 
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a chiral organogel. By reabsorbing CO2, the initial carbamate is restored, and the gel disappears. 

Interestingly, the base DBU acts as a catalyst since it is not getting used up throughout the cycle, 

and it aids in both the activation (promoting decomposition of TCA into CO2 and chloroform) and 

deactivation (as a counter-ion for the anionic carbamate). At the same time, it seems not to 

influence the self-assembly process. Due to the convenient waste removal of gaseous CO2 and 

volatile chloroform, the system was shown to go through 25 refueling cycles with very little 

damping. We assigned the system to regime II because we include both decarboxylation and 

intermediate protonation in the activation process, which when combined are slower than 

deactivation.  

In 2018, the group of George95,96 presented ATP-fueled supramolecular polymerization of 

dipicolylethylenediamine–zinc (DPA–Zn) containing monomers (# 95 in Fig. 2a and Fig. 5). In the 

absence of fuel, the monomer exists in a pre-assembled slip-stacked state. Multivalent binding of 

ATP to several DPA-Zn monomers induced a left-handed helical motif in the supramolecular 

polymer, giving a maximum activation of about 7%. The authors introduced the potato apyrase 

enzyme that catalyzes the hydrolysis of ATP, thereby leading to depolymerization. The enzymatic 

activity is shown to be non-selective to unbound ADP present simultaneously with bound ATP, 

which suggests that self-assembly does not likely influence the kinetics of the deactivation 

process—i.e., the system is uncoupled.  
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Figure 5 | Regime III, uncoupled: a system of George and co-workers95 transient chiral reorganization of pre-

assembled monomers triggered by interaction with ATP. 

 

Regime IV.  

Up to now, we have not found uncoupled systems that are in regime IV (Fig. 2a), which combines 

fast activation with low fuel equivalents. We can see from the model that sparse fuel would lead to 

low degrees of activation (Fig. 2d), which would further decrease when pushing deeper into the 

regime (i.e., more negative x and y values in Fig. 2a). Consequently, this regime is unfavorable for 

achieving transient self-assembly unless the assembling molecule has a very low critical 

aggregation concentration, where even low activation (e.g., a / ctot < 0.05) would result in 

significant assembly or gelation. As we will see below (section 3.2), coupling the reaction cycle to 

self-assembly (and thus protecting from deactivation) can be helpful in promoting transient 

assembly under otherwise unfavorable conditions like those in regime III or IV.  

 

2.3 Other strategies to obtain transient self-assembly 

There are a few other strategies that also lead to transient self-assembly that are not just due to the 

ratio of deactivation/activation and fuel concentration present in the system, as we have described 
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earlier in this section. Below we describe three interesting systems where other effects come into 

play. 

 

Reduced activation and deactivation by monomers and assemblies. In 2015 Walther and co-

workers19 used the enzyme urease to convert urea into CO2 and NH3, thus slowly increasing the 

solution pH (# 19 in Fig. 2a). Adding urea-containing acidic buffer solution to a urease solution at 

pH 9.5 resulted in a transient high–low–high pH cycle. Combining this with a pH-responsive 

peptide hydrogelator (Fmoc-LG-OH) resulted in transient gelation where self-assembly follows the 

change of pH. Assuming absence of co-assembly between charged and neutral peptides we estimate 

the degree of activation to be 94% (see section 6 of the SI). Interestingly, the pH time-progression 

was significantly slower in presence than in absence of the peptide, affecting both the activation 

and deactivation phase. Since the peptides can be protonated, they increase the buffer capacity of 

the overall system (in addition to the available citrate buffer). This makes it harder to return to the 

high pH state due to the urea-urease reaction. The authors observed this effect because of the almost 

equimolar amounts of peptide and buffer molecules, whereas usually the buffer is in large excess. 

In this system, it is the chemical nature of the monomer (i.e., it contains a carboxylic acid) that 

influences the activation and deactivation reactions. The work of Mondal et al. on a related system 

showed a similar behavior when using 1 M HCl instead of an acidic buffer.97  

 

Influence of mass transport phenomena. There are systems where transient self-assembly was 

achieved, but through the interaction with mass transport. For example, control of pH was 

implemented by Miravet and co-workers98 via yeast catalyzed hydrolysis of sucrose that gradually 

produces CO2 in situ causing acidification of the medium. Protonation of carboxylic acid groups in 

amphiphilic monomers triggers their assembly into fibrillar networks. Depletion of CO2 by 
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exchange with the surrounding air in the system over time increases the pH above the monomer 

pKa resulting in dissolution of gel due to charge-charge repulsion. 

Recently, the group of Kim99 investigated a transient self-assembly controlled by acid–base 

fuels, where the transient formation of microstructures can be tuned by the ratio of acid and base 

in the solution. Particularly, they used a non-aggregating monomer (methyl orange) that is activated 

under acidic conditions. The activated monomer forms aggregated microcrystals due to 

electrostatic attraction. Next, CO2 absorption into the solution lowered the  pH leading to  monomer 

protonation and consequent crystallization.  

It is clear that buffering effects or mass transport phenomena can play a key role in transient 

self-assembly, but for the sake of simplicity we will not take this into consideration in our analytical 

models. 

 

3. Coupled Transient Self-assembly 

3.1 Model 

According to the Transient Activation model (eq. 1–2), it is difficult to activate appreciable 

amounts of monomer (i.e., high a / ctot) in regimes III or IV, and thus high monomer concentrations 

and/or strong monomer–monomer interactions would be required to surpass the critical aggregation 

concentration. However, as we show in this section, coupling chemical reactions to self-assembly 

can alter these conclusions, thereby enabling transient self-assembly under otherwise unfavorable 

conditions. In contrast to the Transient Activation model (section 2.1), we now consider that the 

rates of deactivation can differ for monomers in solution as compared to those in a polymer. We 

will focus our discussion on systems in regime III, which are most unlikely to achieve efficient 

transient self-assembly in the absence of [Assembly]à[Reaction] coupling; however, the model 

we developed applies to all regimes.  
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To describe the influence of self-assembly on monomer activation/deactivation, we 

consider an isodesmic supramolecular polymer that assembles and disassembles by reversible 

reactions of the form  

𝐴𝑖 + 𝐴𝑗
𝑘±←→ 𝐴𝑖𝑗  

with forward rate constant k+ and backward rate constant k–, which are assumed independent of 

polymer length i, j, i+j. The thermodynamics and kinetics of this idealized model are well known 

as reviewed in Section 1 of the SI. Starting from activated monomer, the (number) concentration 

an(t) of polymers of exactly length n follows an exponential distribution that evolves monotonically 

in time towards equilibrium (see Figure S1 in the SI). The features of this transient distribution are 

conveniently summarized in terms of the first two moments: 𝑚0(𝑡) = ∑ 𝑎𝑛(𝑡)∞
𝑛=1 , the total (number) 

concentration of polymers of any length; and 𝑚1(𝑡) = ∑ 𝑛∞
𝑛=1 𝑎𝑛(𝑡), the total concentration of 

activated monomers. Importantly, isodesmic polymerization can be described exactly in terms of 

the dynamics of these moments without reference to higher order moments (e.g., dispersity) or 

approximation schemes. Consequently, this model provides a convenient framework with which 

to explore the coupling of supramolecular self-assembly and chemical activation described by our 

‘Coupled Isodesmic Transient Self-assembly’ model (see SI section 4). In this idealized 

description, only the activated monomer can form polymers, whereas the deactivated monomer 

stays disassembled. Once an activated monomer is inside the polymer, it deactivates with a rate 

constant kd2 that differs from that in solution kd1. In addition to the concentrations of fuel f and 

activated monomer a1, the state of system is characterized also by the partial moments 𝑚0
′ = 𝑚0 −

𝑎1 and 𝑚1
′ = 𝑚1 − 𝑎1, which describe the concentrations of polymer and polymerized monomer, 

respectively, without the monomer contribution.  The time evolution of these concentrations is 

governed by the following differential equations 
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 𝑓 ̇ = −𝑘𝑎𝑓(𝑐𝑡𝑜𝑡 − 𝑎1 − 𝑚1
′) (3) 

 𝑎1̇ = 𝑘𝑎𝑓(𝑐𝑡𝑜𝑡 − 𝑎1 − 𝑚1
′) − 𝑘𝑑1

′ 𝑎1 + 2𝑘𝑑2
′ 𝑚0

′ − 2𝑘+𝑎1(𝑎1 + 𝑚0
′) + 2𝑘−𝑚0

′  (4) 

 𝑚0
′̇ = 𝑘𝑑2

′ (𝑚1
′ − 4𝑚0

′) + 𝑘+(𝑎1
2 − 𝑚0

′2) + 𝑘−(𝑚1
′ − 3𝑚0

′) (5) 

 𝑚1
′̇ = −𝑘𝑑2

′ (𝑚1
′ + 2𝑚0

′) + 2𝑘+𝑎1(𝑎1 + 𝑚0
′) − 2𝑘−𝑚0

′  (6) 

Here, ctot is the total monomer concentration, ka is the rate constant for (chemical) activation, 𝑘𝑑1
′  

and 𝑘𝑑2
′  are the pseudo-first-order rate constants for (chemical) deactivation, k+ is the assembly rate 

constant, and k– is the disassembly rate constant. We use the partial moments 𝑚0
′  and 𝑚1

′ , including 

contributions from all polymers of length 2 or greater, to more clearly distinguish the dynamics of 

the polymer from that of the activated monomer.  

We now re-evaluate regime III of the (uncoupled) Transient Activation model, where the 

only difference is the coupling of self-assembly to the activation/deactivation. We will discuss two 

different scenarios: 1) that of ‘catalysis’, when deactivation is accelerated by on-polymer catalysis; 

and 2) that of ‘shielding’, where monomers are protected from deactivation once assembled. As 

we will see later in the literature examples, there are cases where deactivation (by hydrolysis) is 

accelerated due to catalytic activity from proximal monomers in the supramolecular polymer 

structure. This means that kd2 is much larger than kd1 in our model. The result is that monomer 

activation is much more pronounced (compare the solid to the dashed line in Fig. 6a), and self-

assembly can occur. At the same time, when self-assembly (of dimers or larger) occurs it results in 

rapid deactivation and disassembly. Effectively, a very narrow distribution of dimers is present 

through the transient cycle (Fig. 6b). 

The second, more common scenario is when monomers can no longer be deactivated once 

self-assembled into supramolecular polymers, resulting in a shielding effect. To illustrate this 

effect, we consider an isodesmic polymer with an equilibrium length of 20 (i.e., 𝑘+𝑐𝑡𝑜𝑡/𝑘− = 400) 
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that assembles much faster than the rate of deactivation (i.e., 𝑘+/𝑘𝑎 = 900). Shielding in this case 

means that deactivation cannot occur in the polymerized state such that kd2 = 0. In Fig. 6c we see 

that the fraction of (activated and subsequently) assembled monomers is ~0.5, more than an order 

of magnitude higher than for the uncoupled case (dashed line, identical to Fig. 2e). Along with 

monomer activation, the polymer develops a distribution that peaks at an average length of 16 (Fig. 

6d). In simpler words, the self-assembly protects the activated monomers from deactivation in 

solution. Under such conditions—even if the deactivation is much faster than the activation regime 

and fuel is not in great excess—there can still be a large amount of self-assembled species. 

 

 

Figure 6 | Transient self-assembly coupled to isodesmic polymerization for two scenarios: 1) catalysis 

and 2) shielding. a) degree of activation versus time, comparing the uncoupled (section 2) and coupled 

model (section 3). b) average polymer length (and distribution in the shaded area). c,d) the same as panels 

a and b, but for scenario 2. In this model we consider kd2 = kd3 (this will be different in section 4). 

 

We turn now to examples where [Assembly]à[Reaction] coupling between (dis)assembly 

and (de)activation is evident or suspected. We will not differentiate between isodesmic or 
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cooperative mechanisms of polymerization since often they are not specified or studied. The 

literature examples are mapped onto the same Transient Activation model using the apparent 

activation and deactivation rates since most authors did not measure the chemical- and/or self-

assembly kinetics separately. See SI section 6 for a detailed description of how these apparent 

kinetic parameters were estimated. 

 

3.2 Literature examples 

Scenario 1: Catalytic deactivation upon self-assembly (𝒌𝐝𝟐
′ ≫ 𝒌𝐝𝟏

′ ). In 2018 (# 81 in Fig. 2a), 

Das and co-workers introduced a transient self-assembly system81 based on an amphiphilic 

molecule containing histidine. In the presence of the activating fuel EDC (1-Ethyl-3-(3-

dimethylaminopropyl)carbodiimide), the substrate self-assembles due to the formation of an ester 

bond with 4-nitrophenol, leading to a self-supporting gel within 2 minutes. With time, the gel 

breaks and the initial solution is recovered. The transient behavior can be explained due to the 

histidines, which greatly accelerate the hydrolytic deactivation of the ester when in close proximity 

to each other inside the self-assembled structures. Interestingly, by using phenol, instead of a 

nitrophenol, they increased the gel lifetime from hours to about 5 days. The increased 

hydrophobicity of the phenol derivative protects the supramolecular polymers from deactivation. 

The same principle was used by the group to show transient amyloid polymerization and probe the 

electrical properties of the system.  

In 2019 (# 100 in Fig. 2a), the same group described transient metastable helical 

nanostructures based on the previous system. In this work100, the self-assembly was driven by a 

stearoyl histidine and a nitrophenyl ester of a stearoyl phenylalanine. The latter is prone to co-

assemble due to the carbon tail and the phenyl ring, leading to the formation of a gel in about 2h. 
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No activating chemical fuel is consumed. Again, the cooperative effect of proximal histidines 

catalyzes the hydrolysis of the ester bond releasing stearoyl phenylalanine and nitrophenol, thus 

dissolving the gel. The authors observed the formation of helical ribbons after 2h, and 90% of the 

population featuring helical morphology after 4h. After 6h, the population of helices started to 

decrease, corresponding to the point where 15% of the ester bonds were hydrolyzed. And after 10h, 

all helical nanostructures disappeared.  

 

Figure 7 | Catalytic deactivation, close proximity of histidines accelerates hydrolysis.81 

 

Scenario 2: Self-assembly shields molecules from deactivation (𝒌′𝒅𝟐 ≪ 𝒌′𝒅𝟏). Ulijn and co-

workers studied in 2015 a transient tripeptide system101 where a DF dipeptide was extended by 

either F, Y, W, L, V, S, or T using chymotrypsin-catalyzed transacylation (# 101 in Fig. 2a). Only 

for extensions by F and Y did tripeptide formation—i.e., DFF and DFY—lead to supramolecular 

polymerization and gelation. Whereas, the forward rates of F and Y adding onto DF were similar 

(92% conversion within 30 minutes), the backward rates (i.e., hydrolysis from the tripeptide back 

to the dipeptide) was 8 times slower for DFF than for DFY. It shows that the more hydrophobic 

DFF tripeptide assemblies shield the activated monomers better from deactivation (due to 

hydrolysis). Upon refueling, the reaction cycle could be repeated 3 times, with diminishing 

amounts of tripeptide after each cycle due to waste (DF) accumulation. 
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Earlier, in 2013 (# 102 in Fig. 2a), the same research group showed a similar transient 

system102 based on naphthalene-dipeptide gelators. They started from a naphthalene bearing 

tyrosine methyl ester Nap-Y-OMe that could be extended with tyrosine amide, phenylalanine 

amide, or leucine amide by catalyzed transacylation. The respective products, Nap-YY-NH2, Nap-

YF-NH2 and Nap-YL-NH2 can self-assemble into hydrogels, but over time slowly hydrolyze to 

their corresponding acids (Nap-YX-OH). They pointed out that the sol–gel–sol conversion in 

transient systems is only observed if the peak activated monomer concentration exceeds the critical 

gelation concentration. A quantification of the gel properties by rheology showed that the highest 

stiffness gel Nap-YF-NH2 also had the slowest hydrolysis/disassembly rates. This shows that the 

deactivation and self-assembly processes are clearly coupled. 

Finally, in 2018 Ulijn and co-workers used their approach to achieve transient 

supramolecular chirality and conductivity in a naphthalenediimide-peptide system103 (# 103 in Fig. 

2a). Alpha-chymotrypsin again catalyzes amide bond-formation and hydrolysis of tyrosine methyl 

ester that were attached to both sides of the naphthalenediimide. Interestingly, the chirality of the 

tyrosine is of key importance: reactions on L-tyrosine proceed in hours, whereas those on D-

tyrosine need weeks. This unique property allowed the authors to obtain time-control over which 

monomer is activated first, and which one later on. As a result, left-handed chiral nanofibers formed 

after hours and were slowly outcompeted by right-handed nanotubular structures after 2 weeks. In 

addition, transient assembly from sheets to one-dimensional fibers led to time-dependent 

conductance in an electrical circuit. 
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Figure 8 | Self-assembly shields monomers from deactivation.101 

Recently, Singh et al. developed a new reaction cycle104 where they achieved temporal 

control over a gel–sol–gel conversion (# 104 in Fig. 2a). The activated monomer is an aldehyde-

bearing saccharide hydrogelator, which can be deactivated by reaction with dithionite, leading to 

its hydroxy sulfonate analog and disassembly. Reaction of the hydroxy-sulfonate with 

formaldehyde can restore the aldehyde group and again activate self-assembly. However, dithionite 

and formaldehyde react very fast with one another, so a time-delayed release of formaldehyde was 

needed. To this end, the authors used the slow ring-opening of δ-gluconolactone (GdL), which 

gradually decreases the solution pH, enabling in turn the acid-catalyzed conversion of 

hexamethylenetetramine to formaldehyde. Hexamethylenetetramine is effectively a ‘pre-fuel’, 

from which the fuel (formaldehyde) is formed slowly. GdL provides a throttle for the pre-fuel 

conversion. As such, at higher GdL concentrations the authors observed a fast gel–sol–gel 

conversion whereas at lower GdL concentrations, the sol state was maintained for much longer. In 

more recent work105, the authors looked at three chemically similar gelators, and showed that self-

assembly into fibers can shield monomers from deactivation (by dithionite).    

Boekhoven and co-workers14 (# 14 in Fig. 2a) noticed a strong shielding from hydrolysis 

in presence of supramolecular self-assemblies. In their system, Fmoc-protected amino acids (or 

tripeptides) undergo activation and hydrogelation upon conversion into their anhydride analogs. 
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The more anhydride produced, the stiffer the gel and the lower the hydrolysis rate. The authors 

observed that the (hydrolytic) deactivation rate was two orders of magnitude lower for strongly 

assembled molecules as compared to non-assembling or weakly assembling anhydrides. The 

coupling between deactivation and assembly was approximated in their kinetic model by 

introducing a second k-value for hydrolysis above a threshold concentration of activated monomer. 

The approach was expanded by the group in later works to obtain different transient materials.106–

113 

The same group later studied how the molecular structure of a (peptide) monomer, the ionic 

strength of the solution, and the amount of added fuel (EDC) dictate whether self-assembly is 

transient, permanent, or altogether absent.114 Going from the deactivated (diacid) to activated 

(dianhydride) monomer reduces the number of charges by 2. Depending on the balance of attractive 

and repulsive interactions encoded in the molecular design and due to the solution conditions (ionic 

strength and pH), the following scenarios are found: i) activation leads to assembly, and 

deactivation to disassembly, ii) activation results in irreversible assemblies that are not prone to 

deactivate by hydrolysis, iii) activation does not shift the charge balance to attractive sufficiently, 

so no assembly is observed.   

Thordarson and co-workers115 (# 115 in Fig. 2a) showed a system where acidification of an 

aqueous solution of dianionic N,N’-dibenzoyl-L-cystine (DBC2–) leads to protonation to DBC and 

gelation (at pH 2.7, 88% of DBC is activated). Deactivation occurs by splitting the disulfide bond 

at the center of DBC by TCEP reduction. Though TCEP reduction has been shown to be pH-

independent, the authors observed that the deactivation was ~5 times slower at pH 2.7 as compared 

to pH 3.1. At the lower pH, more of the DBC was self-assembled, thereby shielding the molecules 

from deactivation by TCEP reduction. Based on kinetic measurements the authors argue that the 
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dissociation of DBC from the self-assembled structures into solution (where it can be reduced 

efficiently) is the rate limiting step.  

Similarly, Guan and co-workers (# 116 in Fig. 2) developed a reaction cycle116 based on 

thiol-disulfide oxidation-reduction reactions using N-benzoyl-cysteine amide. Upon oxidation by 

hydrogen peroxide, N,N’-dibenzoyl-L-cystine amide forms with 44% conversion and rapidly 

assembles into a self-supporting gel. Over time, the molecule is deactivated because of disulfide 

reduction by dithiothreitol to form deactivated monomer (N-benzoyl-cysteine).  Compared to the 

Thordarson system, here the monomer can be fully recovered to perform further reaction cycles 

upon injection of additional aliquots of fuel. It reduces the production of waste products, since the 

initial deactivated monomer can be reformed. The ability to activate and deactivate monomers 

repeatedly is potentially important for materials applications, which would otherwise lose their 

structure after just one cycle (of activation/deactivation). By comparing the apparent deactivation 

rate constant with that of analogous literature reactions and considering the similarity with the 

monomer of Thordarson, we suspect that this system also exhibits coupling between deactivation 

and assembly (see more details in SI section 6).      

Looking back at the very first example of chemically fueled supramolecular polymer by 

van Esch and co-workers,6,117 one finds interesting dynamical behaviors that derive from the 

complex interplay between reaction and assembly (# 6, 117 in Fig. 2a). Methylation reactions on 

anionic N,N’-dibenzoyl-L-cystine DBC2– (partially) neutralize the negative charges of the 

carboxylate groups (to DBC–) resulting in self-assembly of the molecule into fibers and 

macroscopic gelation. Over time, the molecule hydrolyzes back to DBC2–, and the fibers and gel 

disappear. Interestingly, the gel state persists well after depletion of active monomer. As they 

disassemble, fibers were observed to collapse suddenly rather than shrink gradually, and at certain 

times, both growing and shrinking fibers were observed under common conditions. These findings 
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support the hypothesis that hydrolysis occurs inside the fibers but that disassembly does not occur 

until a threshold number of negative charges is reached. This coupling between the kinetics of 

deactivation and disassembly and the resulting dynamics are what make this system so interesting, 

and why it has inspired others to advance the field. 

 

Towards mechanical functions. Having discussed the different ways to obtain transient self-

assembly of either uncoupled or coupled systems (sections 2 and 3, respectively), we would like to 

highlight a final example moving towards a bio-inspired function. Mechanical work is carried out 

by natural chemically fueled polymers like actin filaments118 and microtubules119–121 that exert 

forces onto the cell wall, for example. The mechanical work in the latter cases has been quantified 

in detail. In contrast, for artificial systems the focus has been on getting the reaction cycles to work, 

i.e., in achieving transient self-assembly, but not so much on quantifying the mechanical work that 

could possibly be exerted. The group of Hamachi, however, has recently demonstrated force 

generation in a propagating wave of supramolecular fibers122 whose growth and degradation are 

spatiotemporally controlled by non-interfering chemical stimuli. To demonstrate such behavior, a 

solution of a peptide hydrogelator together with a catalyst was prepared between two glass slides. 

Simultaneous addition of both activating and deactivating fuels at one edge of the system led to a 

travelling front of transient nanofiber assembly that propagated across the solution as the fuels 

advanced by diffusion. The amount of fibrous material, its lifetime and movement across the 

sample were shown to be highly dependent on reactant ratios. The authors quantitatively compared 

the generated force in their system to that of biological examples by measuring the speed of bead 

displacements along the path of the gelation wave. Although the persistence length of their fibers 

was akin to that of actin, the generated force was 150–550 times weaker than the stalling force of 

actin and microtubule polymerization. This observation was explained by the lack of directionality 
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in artificial fibers and their stochastic entanglement compared to those in nature. The work, 

however, demonstrates biological-like force generation and serves as inspiration for future work 

on dissipative self-assembling materials. 

 

4. Oscillations in coupled cooperative supramolecular polymerization 

4.1 Prelude 

As mentioned in the introduction, microtubules are fascinating structures that can reproduce 

biological functions in vitro such as force generation, active transport, and centrosome centering. 

Another interesting finding is that depolymerization (‘catastrophes’) and polymerization 

(‘rescues’) can be synchronized across large sample volumes, thereby enabling temporal 

oscillations in the number and size of supramolecular assemblies. This behavior was first observed 

in the 1980s by heating tubulin heterodimers together with an excess of GTP to 37 degrees, while 

monitoring the assembled structures by X-ray scattering.123,124 These experiments revealed damped 

oscillations in scattering intensity—and thus microtubule length and concentration—for ~20 

minutes.  

A glimpse of oscillations in an artificial supramolecular polymer system can be found in 

the PhD thesis of Cantekin125, where the self-assembly of a thio-BTA (benzene-1,3,5-trithioamide 

derivative bearing (S)-3,7-dimethyloctyl side chains) was studied. The thio-BTA assembles in 

methylcyclohexane through a cooperative polymerization mechanism,126 though with a lower 

‘cooperativity factor’127 than that of its (amide-)BTA analog. At room temperature and mM 

monomer concentrations, the resulting polymers show supramolecular chirality and a degree of 

polymerization of ~1500 monomers. The NH-protons of the thio-BTA—needed for intermolecular 

hydrogen bonding between stacked monomers—can be abstracted using an organic base (DBU: 

1,8-diazabicylcoundec-7-ene, pKa = 12). After a slow heating–cooling cycle in presence of one 
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equivalent of DBU per thio-BTA, the circular dichroism signal was reduced by 30–50%, and the 

length decreased by 15%. The latter indicates that both the supramolecular chirality as well as the 

assembly are influenced by DBU. Upon rapid quenching from 80 °C to 20 °C , damped oscillations 

were observed in the circular dichroism as well as the UV-visible spectra (Figure 9). Though it is 

unclear whether the spectroscopically observed oscillations also affect the size of the assemblies, 

a couple of key ingredients can be discerned: i) the assembly of the supramolecular polymer is 

cooperative, that is, undergoing nucleation and elongation; ii) there is a process that can deactivate 

the monomer (i.e., deprotonation). Below, we will see how these two ingredients are important in 

obtaining supramolecular oscillations. The Cantekin system has other complications that require 

further study, for example, the pKa of the base and monomer may depend on temperature128 and on 

the local environment within the assembly. 

 

 

Figure 9 | Damped oscillations in circular dichroism and absorbance in a quickly cooled supramolecular 

polymer system.125 

In general, it is difficult to find oscillations in any system if one is not keeping the ‘control 

parameter’ (in our case the fuel concentration) at a constant level, that is, if we are not working 

under (dissipative) non-equilibrium steady state (NESS) conditions. Only a few systems show 

many oscillations under batch conditions, whereas many oscillate in continuous stirred tank 
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reactors.129 One of the reasons is that oscillations usually only occur in a narrow window of the 

experimental parameters (i.e., a small region in the ‘phase space’). When working in batch, the 

conditions are only constant for a short period of time. Even when maintaining steady state 

conditions, it might take time for the system to relax to the NESS.130 In dissipative self-assembly 

examples, NESS conditions are still very rare. One system was demonstrated by Sorrenti et al. by 

the use of a continuous flow device.92 The system was confined by a dialysis membrane where fuel 

was continually supplied and waste removed. The authors showed different non-equilibrium steady 

states at various (steady state) fuel concentrations. More recently, Heinen et al. showed (pseudo-

)steady state conditions in a DNA-based system.131 The lifetime of the self-assembled 

supramolecular polymer strictly depends on the fuel consumption, resulting in steady state of a few 

hours up to a week long, with increasing fuel concentration. 

 

4.2 Model 

We generalize a recent model132 that was used to describe damped oscillations in the number and 

size of supramolecular polymers based on perylenediimide monomers. In that system, charge-

neutral monomers self-assemble through a cooperative mechanism based on nucleation and 

elongation. Monomers are deactivated by chemical reduction, leading to a charged dianion that 

rapidly disassembles. The deactivated monomer can be activated again by oxidation in solution. 

The resulting cycle of assembly, deactivation, disassembly, and activation is maintained by a steady 

delivery of activating and deactivating chemical fuels (i.e., oxidant and reductant, respectively). 

For simplicity, the original model considered deactivation only at the polymer ends and not in 

solution nor at positions along the polymer chains. The model revealed damped oscillations in the 

number and size of polymer assemblies; however, a full exploration of the parameter space was 

limited by the simplifying assumptions made. 
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In the current model, we consider all processes that can reasonably occur, including various 

types of polymer assembly and disassembly as well as chemical activation and deactivation (Fig. 

10a). The relevant assembly processes describe the nucleation, elongation, and coagulation of 

polymer chains. The reverse disassembly processes of de-nucleation, de-elongation, and de-

coagulation (i.e., fragmentation) are included in a thermodynamically consistent manner. We 

assume a common rate constant k+ for all assembly processes, which are approximated as diffusion 

limited. The rate constants 𝑘𝑖𝑗
−  for the reverse disassembly processes depend on the sizes i and j of 

the resulting products as described by a simple model of cooperative polymerization (see SI section 

1.4). For a critical nucleus size nc = 2, we distinguish three rate constants for disassembly: de-

nucleation of the dimer 𝐾𝑐𝑘+, de-elongation of polymers by monomer detachment 𝐾𝑘+, and de-

coagulation (fragmentation) of polymers by polymer detachment 𝐾2𝑘+/𝐾𝑐. To describe the 

coupling between self-assembly and chemical deactivation, we distinguish three pseudo-first order 

rate constants of deactivation for different monomer environments: free monomer 𝑘𝑑1
′ , polymer 

ends 𝑘𝑑2
′ , and polymer chain 𝑘𝑑3

′  (see Fig. 10a). We assume that monomer deactivation within 

polymer chains leads to their rapid fragmentation; stable polymers include monomers of a single 

type.  The resulting model is fully specified by eight parameters: the rate constants for assembly 

𝑘+, activation 𝑘𝑎, and deactivation 𝑘𝑑1−3
′ ; the dissociation constants 𝐾  and 𝐾𝑐  for de-nucleation 

and de-elongation; and total monomer concentration 𝑐𝑡𝑜𝑡. 

A detailed treatment of these different mechanisms requires the numerical solution of many 

rate equations—one for each polymer length considered (typically < 1000 to limit computational 

costs). These solutions describe the time evolution of the different species concentrations—namely, 

deactivated monomer 𝑑(𝑡), activated monomer 𝑎1(𝑡), and activated polymer 𝑎𝑛(𝑡) of length 𝑛 =

2, … , 𝑛𝑚𝑎𝑥. As in section 3.1, the transient polymer size distribution can be summarized in terms 
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of its moments—namely, the total concentration of polymer chains 𝑚0
′ (𝑡), and the total 

concentration of polymerized monomer 𝑚1
′ (𝑡) (both excluding free monomer). Importantly, by 

solving the kinetic rate equations numerically for all polymer lengths, one can explore the model 

parameter space more fully in search of oscillatory dynamics without limitations due to simplifying 

assumptions or approximations.  

 

4.3 Identifying and understanding supramolecular oscillations 

Using optimized methods to integrate large numbers of coupled ODEs (see SI, section 2.2), we 

performed a ‘brute force’ numerical search of the model parameter space in pursuit of oscillatory 

behaviors. As shown in Figures S9 and S10, we identified a single parameter region that supports 

sustained oscillations. Several useful lessons can be learned from the conditions identified: 

i) the total monomer concentration should be more than 104 times higher than the dissociation 

constant for elongation (𝑐𝑡𝑜𝑡/𝐾 > 104); one should work at ‘high’ concentrations. For a typical 

value of K = 10–6 M,  monomer concentrations greater than 10 mM are required; however, 

stronger assemblers with smaller K could oscillate at lower concentrations. 

ii) polymerization should be highly cooperative127 such that elongation is much more favorable 

than nucleation or, equivalently, the dissociation constant for nucleation is much greater than 

that of elongation (𝐾𝑐 ≫ 𝐾). 

iii) the rate constant of ‘end deactivation’ should be fast as to compete with polymer elongation 

(𝑘𝑑2
′ ∼ 𝑘+𝑐𝑡𝑜𝑡); polymers are dynamically maintained by the balance of two independent kinetic 

processes. 

iv) the rate constant of ‘chain deactivation’ should be slow relative to that of ‘end deactivation’ 

(𝑘𝑑3
′ ≪ 𝑘𝑑2

′ ). This condition is not implausible considering that many one-dimensional 
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polymers further assemble into bundles, thereby inhibiting the deactivation of interior 

monomers. 

v) the rate constant of monomer activation in solution should be faster than that of deactivation 

but slower than that of disassembly (𝑘𝑑1
′ < 𝑘𝑎 < 𝑘+𝐾). Faster deactivation leads to complete 

disassembly. 

These conditions highlight the challenge of realizing oscillatory dynamics in practice due to the 

careful tuning of multiple rate processes required.  In particular, the present model requires both 

catalysis and shielding (section 2.2): deactivation of polymer ends must be faster than that of free 

monomer (catalysis); meanwhile monomer deactivation in polymer chains must be comparatively 

slow (shielding). 

Figure 10b shows a typical solution within the oscillating regime. During each cycle, the 

concentration of activated monomer (red) rises steadily at the expensive of the deactivated 

monomer (purple). When the concentration of activated monomer exceeds a critical value, it 

triggers autocatalytic growth in the concentration of polymerized monomer (black, 𝑚1
′) followed 

by rapid depletion of activated monomer and deactivation-induced disassembly. To better 

understand the mechanisms underlying these oscillations, we examined how the different processes 

(e.g., elongation, chain deactivation, etc.) contribute to changes in the polymer moments 𝑚0
′   and 

𝑚1
′  over the course of an oscillation cycle (see section 5.2 of the SI for details).  

The key findings are captured in Figure 10c, where we plot the time rate of change in the 

polymer moments highlighting the dominant processes involved. Inspection of 𝑚1
′—the 

polymerized monomer concentration—reveals a continuous ‘tug-of-war’ between elongation 

working to make polymers longer and chemically fueled end deactivation working to shorten them 

(Fig. 10c, top). Above a critical concentration of activated monomers, elongation is slightly faster 
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than end deactivation, thereby driving polymer growth.  During this growth phase, both processes 

increase their rates exponentially with the growing number of polymer chains, which provide sites 

for elongation and end deactivation. Figure 10c (top) shows how the growing rate of elongation 

leads that of end deactivation, reaching its peak earlier before being overtaken by end deactivation.  

The exponential growth in the number of polymer chains is driven by chain deactivation, 

which divides polymers in two, creating more sites for elongation (see kd3 in panel a). This 

mechanism is the chemically fueled equivalent of mechanical fragmentation (e.g., due to viscous 

shear forces), which has been shown to drive exponential growth in the number of growing 

polymers.133,134 Figure 10c (bottom) shows how the polymer concentration 𝑚0
′  rises due to chain 

deactivation during the growth phase. One can consider chain ends to be catalysts for the assembly 

of activated monomers. An increase in chain ends accelerates the growth of polymer chains, which 

can be chemically severed, thus producing even more chain ends. Together, the combination of 

elongation and chain deactivation drive autocatalytic growth in the number of polymers of a 

characteristic size. Excitingly, our findings suggest that such autocatalytic growth can be achieved 

chemically without the need for mechanical forces due to stirring to actively break supramolecular 

polymers. 

Eventually, as autocatalytic polymer growth depletes activated monomer from solution, the 

monomer concentration falls below a critical value thereby shifting the ‘tug-of-war’ between 

elongation and end deactivation in favor of the latter.  During this decay phase, the polymer ends 

continue to catalyze monomer deactivation, thereby driving the concentration of activated 

monomers even lower.  The amount of polymerized monomer gradually decreases by end 

deactivation (less elongation) as the average polymer length shrinks (Fig. 10c, top). Meanwhile, 

the number of polymers, once growing by chain deactivation, now decreases due to de-nucleation 

(Fig. 10c, bottom). Ultimately, the vast majority of polymers are completely disassembled, and the 
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activated monomer concentration falls well below that required for growth. In the time leading up 

to the next burst of growth and decay, the concentration of activated monomers rises slowly due to 

chemical activation.  

Critical to the formation of sustained oscillations are time delays associated with both the 

autocatalytic growth and the transient unraveling of polymer assemblies.  Increasing the polymer 

concentration by many orders of magnitude takes time, during which the concentration of activated 

monomer continues to rise well beyond the critical value required for growth.  Likewise, the 

shrinking of polymer chains by end deactivation and their removal by de-nucleation takes time, 

during which the activated monomer concentration falls well below the critical value.  These two 

delay mechanisms prevent the system from reaching a stable steady state, at which the processes 

of assembly/disassembly and activation/deactivation are balanced. 

In addition to their oscillatory dynamics, the polymers formed during each cycle of growth 

and decay exhibit transient size distributions that differ both quantitatively and qualitatively from 

their equilibrium form.  Not surprisingly, the addition of disassembly mechanisms based on 

chemical deactivation leads to shorter polymers as compared to the equilibrium length.  For the 

system in Figure 10, the number average polymer length oscillates between 12 and 38 during each 

cycle—much shorter than its equilibrium length of ca. 107.  Moreover, the transient size distribution 

is qualitatively different from the exponential form expected for both equilibrium polymers and 

dissipative polymers at steady state. During the autocatalytic growth phase, the interplay between 

polymer growth by elongation (less end deactivation) and division by chain deactivation drives the 

kinetic selection of the ‘fittest’ polymer distribution (i.e., that which grows fastest). The growth of 

this distribution requires that the monomer concentration exceed a critical value, 𝑎1 > 𝑘𝑑2
′ /𝑘+, set 

by the balance of elongation and end deactivation. Under the conditions described here, the average 
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length of the fastest growing distribution is well approximated as [2(𝑘+𝑎1 − 𝑘𝑑2
′ )/𝑘𝑑3

′ ]
1/2 as 

detailed in section 5.4 of the SI. 

 

Figure 10 | Chemically-fueled cooperative supramolecular polymerization leading to sustained oscillations. a) 

Scheme showing the processes involved and their rate constants. De-coagulation is equivalent to thermal 

fragmentation. b) Dimensionless concentrations of activated monomer a1, deactivated monomer d, and active 

monomers embedded inside supramolecular polymers 𝑚1
′  (multiplied by 40 for visibility). All show sustained 

oscillations. c) The rate of production of active monomers inside supramolecular polymers 𝑚1
′̇ = 𝑑𝑚1

′ /𝑑𝑡 (top). Positive 

rates mean activated monomers are polymerizing, whereas negative rates indicate shrinking polymers. The rate of 

production of the number of polymers 𝑚0
′̇ = 𝑑𝑚0

′ /𝑑𝑡 (bottom). Gray lines show the total rates. The insets below show 

the dominant processes schematically in the growth and decay phase of one oscillation. 

 

5. Conclusions and insights 

In recent years, chemically fueled approaches have opened many new perspectives for 

supramolecular polymers, expanding the scope of the ‘traditional’ isodesmic and  
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(anti-)cooperative behavior. Using such approaches—often inspired by natural examples such as 

microtubules—a new time-dimension has been introduced giving rise to ‘Transient Self-assembly’. 

Supramolecular materials can now appear and disappear autonomously and with high time-

precision, which is a unique and new feature as compared to stimuli-responsive (supramolecular) 

materials.  

In this review, we have classified the available literature examples of chemically fueled 

(one-dimensional) supramolecular polymers undergoing transient self-assembly, by considering 

their rates of chemical (de)activation and (de)polymerization. In some cases, the examples were 

‘uncoupled’ where only the chemical (de)activation needed to be considered, which we refer to as 

‘transient activation’. Overall, we have defined four distinct regimes for the latter: I) activation is 

dominant and fuel abundant, II) deactivation is dominant and fuel abundant, III) deactivation is 

dominant and fuel sparse, and IV) activation is dominant and fuel sparse. It was interesting to see 

that even if deactivation is faster than activation, an excess of (activating) fuel could still yield 

appreciable amounts of self-assembled material (in regime II).  

In other cases, there was a clear ‘coupling’ between the self-assembly processes and the 

chemical reactivity. For example, the self-assembled structures affect the chemical deactivation 

reaction by shielding monomers inside bundles of polymers. To better understand such ‘coupling’, 

it would be helpful to measure the kinetics of chemical activation and deactivation separately from 

those of assembly and disassembly; this information is rarely available for the literature examples 

considered here. More generally, the coupling of reactivity and self-assembly can lead to 

increasingly rich and interesting behaviors in a variety of materials beyond one-dimensional 

supramolecular polymers. Klajn and co-workers, for example, showed that nanoparticle assembly 

leads to ‘nanoflasks’ where selectivity and reactivity are significantly enhanced.135  
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Going one step further, we have modelled the coupling of simple (isodesmic) 

polymerization to chemical activation/deactivation, which shows that abundant and long-lived self-

assembled structures are possible even in the unfavorable regime III. Though we have only 

explicitly considered the cases where catalytic activity emerges due to self-assembly or where self-

assembly shields monomers from deactivation, other processes frequently found in supramolecular 

polymers could play a role, e.g.: i) enhanced local concentration and multivalency effects, ii) 

cooperative catalysis136, or iii) electronic changes (e.g., a difference in pKa) due to nearest neighbor 

interactions. In the coming years, we can expect to see a range of interesting strategies for coupling 

self-assembly to activation and/or deactivation chemistries. 

Lastly, we provided a comprehensive model for supramolecular oscillations in chemically 

fueled supramolecular polymers. Oscillations are a prototypical emergent property often found in 

nonlinear systems; to our surprise, we discovered they are feasible in chemically fueled 

supramolecular polymers. We found sustained oscillations under a continuous influx of chemical 

fuels, where the following ingredients were found to be vital: i) the polymerization mechanism 

needs to be highly cooperative, ii) one should work at relatively high concentrations, iii) 

deactivation along the chain should be much slower than that at the polymer ends (e.g., shielded 

due to fiber bundling). We believe many systems, even those that have already shown transient 

self-assembly, could be suitable candidates to obtain supramolecular oscillations. Interestingly, the 

polymer length distribution periodically violates expectations based on equilibrium self-assembly. 

In a way, dissipation releases the bounds imposed by equilibrium thermodynamics to enable the 

realization of new materials and dynamic functions.137  

In contrast to equilibrium materials, for which all processes (e.g., assembly, reaction) are 

coupled to a common ‘thermal bath’, future materials that are continuously fueled derive new 

functionality by coupling their processes to different ‘baths’.  For example, the ‘thermal bath’ 
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governing the mechanical properties of supramolecular structures becomes separate and distinct 

from the ‘chemical bath’ governing the rates of polymer assembly and disassembly via chemically 

fueled processes.  Though glimpses of enhanced self-regeneration have been seen in transient self-

assembled materials,138 it is exciting to think about the implications for materials that are 

continuously fueled. To achieve these materials, better methods are needed to reduce, remove or 

recycle waste perhaps aided by flow through an artificial vasculature to overcome the limitations 

of passive diffusive transport92. Unlike in natural systems, activating and deactivating fuels often 

react with one another instead of with the monomer leading to excessive waste production. In 

addition, (irreversible) side reactions can slowly reduce the available concentration of monomer 

(or fuel), which limits the number of activation–deactivation cycles that can be achieved. One 

solution to lower unwanted side reactions (from the chemical fuel) is to use ‘pre-fuels’ that are only 

activated catalytically or on-demand (by light for example). In addition, such pre-fuels could help 

to maintain steady-state conditions for long enough to distinguish which material properties are 

due to the traditional behavior of the supramolecular polymer and which are due to its chemically 

fueled behavior.  

Another issue is that the study of chemically fueled systems is still done using the same 

methods and techniques used in traditional (non-dissipative) supramolecular polymers. The 

number of experimental parameters in fueled systems has, however, greatly increased. That is, not 

only the supramolecular polymerization but also chemical reactivity and kinetics, fuel 

concentrations and influx, reactor size and shape, changing medium conditions, and transport 

phenomena come into play. Automation of experiments using pipetting robots or programmable 

fluidic circuits is increasingly available and affordable thanks to open-source controller hardware 

/ software (e.g., Arduino, Raspberry Pi, BeagleBone, etc.). For example, syringe pumps139,140 or 

pressure-driven pumps141 are now available at a fraction of the cost due to widely available 3D-
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printing and sharing of protocols. Moving from dozens to thousands of experiments is now feasible 

and much needed to map the large phase space associated with chemically fueled non-equilibrium 

systems. The analysis of all the data afforded by automation is also becoming more accessible 

thanks to open-source machine learning (ML) packages (e.g., Scikit, RDKit,…) available on public 

repositories. Recent examples on prebiotic reaction cycles and (supramolecular) materials show 

the strength of high-throughput experimentation combined with ML.142–145 Introducing such tools 

in the field of chemically fueled systems would make it easier to find emergent behaviors such as 

oscillations. In addition to automation and ML, Systems Chemistry will continue to rely on 

chemical kinetic models to provide mechanistic insights into targeted behaviors,  guide the design 

of experimental systems, and direct the deployment of autonomous experiments.  Using optimized 

integration algorithms, such models—for example, those of chemically fueled supramolecular 

polymerization described here—allow for rapid exploration of system conditions on scales vastly 

exceeding even high throughput experiments (e.g., 5 million conditions were simulated in 1 hour 

on a simple desktop computer, see section 5 of the SI). Ultimately, our progress in understanding 

and designing complex chemical systems will require close integration of all these components: 

experiment, modeling, data analysis, machine learning, and automation.  

By coupling self-assembly to chemical reactions, supramolecular Systems Chemists have 

unlocked the next level in complexity towards dissipative polymer materials that rival those in 

nature. We anticipate that further understanding and control over chemically fueled supramolecular 

polymers will be a key enabler in developing the next generation of interactive (bio)materials. 
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