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Instability of gravity-driven flow of a heated power-law
fluid with temperature dependent consistency
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In this paper we report on our investigation of the instability of a liquid layer flowing
along a heated inclined plane. We develop and implement a theoretical model with a
power-law constitutive relation which captures the temperature variation in the rheol-
ogy of the fluid. We carry out a linear stability analysis and obtain Orr-Sommerfeld
type equations for the evolution of infinitesimal perturbations imposed on the equilib-
rium flow. Numerical solutions were obtained, as well as asymptotic approximations
based on the assumption of perturbations of long wavelength and small variation in the
consistency of the fluid with respect to temperature. We investigate the critical condi-
tions for the onset of instability and determine the effect of a non-Newtonian rheology
and the dependence of the fluid properties on temperature. Nonlinear effects were
considered by employing a reduced dimensionality model. Calculations of perma-
nent waves arising from unstable uniform flows were made by carrying out numerical
simulations of these equations. © 2018 Author(s). All article content, except where
otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5049657

I. INTRODUCTION

Gravity-driven flow with a planar free surface is subject to instability due to inertial effects
resulting in the formation of waves propagating along the surface. These can have considerable
amplitudes with significant impact in many cases related to naturally occurring phenomena and are
also of consequence in numerous industrial contexts. The stability of inclined flow is also affected
by heating which can cause the occurrence of Marangoni instability. In situations when the inclined
flow is heated from below, the resulting thermocapillarity enhances the inertial instability since the
associated Marangoni stresses pull fluid from the troughs of surface perturbations toward the crests
thus increasing the amplitude. Several theoretical stability analyses, both linear and nonlinear, have
been recently undertaken to study the stability of Newtonian flows along heated inclines.!~* In these
studies the heat transfer from the liquid to the ambient gas is modelled by Newton’s law of cooling.
This provides a realistic description of real world situations and also allows variation in temperature
along the surface thus capturing the occurrence of thermocapillarity.

To establish a more realistic description of nonisothermal flow, one must endeavour to include into
the model a dependence on temperature of the fluid properties. Clearly, accounting for a temperature-
dependent mass density is important in studying flows where buoyancy is a relevant factor. However,
in many such investigations interfacial instability due to inertia is not considered, and the fluid layer
is assumed to be horizontal and/or have a non-deformable surface. A recent such example is the
work of Hudoba and Molokov®> who have carried out a linear stability analysis of the buoyancy-
driven flow of a heated electrically conducting fluid inside a vertical channel with solid walls in the
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presence of a transverse magnetic field. Goussis and Kelly® and Hwang and Weng’ have incorporated
a temperature dependent viscosity in their interfacial instability analysis of inclined flow, however
in both investigations the temperature at the free surface is assumed to be prescribed which does not
allow for temperature variation and thus negates the Marangoni effect. Recently, Pascal et al.® and
D’ Alessio et al.” have implemented a model for film flow with temperature dependent fluid properties
which incorporates Newton’s law of cooling at the surface.

The basic Newtonian constitutive relation fails to adequately describe a multitude of fluid flows.
Such non-Newtonian rheological behaviour is illustrated by various biological fluids, as well as
flows involved in diverse industrial processes such as coating applications and the operation of heat
exchangers. Cases abound also in geological contexts with examples including lava and debris flows.
Theoretical investigations of inelastic non-Newtonian fluids often resort to the power-law constitutive
relation due to the fact that it agrees with observations for many real fluids and because, due to its
simplicity, it is amenable to detailed analyses. For the isothermal case, the stability of inclined flow
of a power-law fluid has received considerable attention from researchers. The general, commonly
taken approach is to reduce the dimensionality of the long-wave equations by eliminating the cross-
stream coordinate by means of a suitable method. The resulting reduced model lends itself to linear
stability and approximate nonlinear, analytical and numerical analyses. Earlier investigations'®-'4
have accomplished the reduction in dimensionality by a direct integration of the equations of motion
over the depth of the fluid layer. If inertia terms are retained, the resulting model consists of two
equations governing the flow rate and the thickness of the fluid layer referred to as the integral
boundary layer (IBL) equations. These fail to accurately estimate the critical Reynolds number
for the onset of instability, however they adequately predict the size and the propagation speed
of the permanent waves that form on the surface of uniformly thick fluid layers under unstable
flow conditions. Indeed, the straight integration of the equations approach continues to be used
for complicated problems where a more sophisticated dimensionality reduction technique leads to
an intractable formulation. For instance, Heining and Aksel'> have established IBL equations for
power-law flow down a nonplanar incline with sinusoidal topography. DiCristo et al.'® used the IBL
model to investigate the formation of roll-waves on gravity-driven flow of power-law liquids. More
recently, Iervolino et al.!” have also resorted to the straight depth-integration approach to obtain a
model for power-law flow with substrate filtration.

The deficiency of the IBL equations in predicting the onset of instability was rectified in subse-
quent studies'®>? by employing a weighted residual method to eliminate the explicit dependence on
the cross-flow coordinate. Amaouche et al.>! and Ruyer-Quil et al.>> demonstrated the accuracy of
this method by comparing the results with numerical solutions to the Orr-Sommerfeld equations.

Since the power-law model leads to a singularity in the shear-thinning case for vanishing shear
rate, an adjustment is required for calculations of inclined flow problems with zero shear prescribed
at the surface. Ruyer-Quil et al.,”> for example, dealt with this issue by introducing a fictitious thin
Newtonian fluid layer at the surface. Rousset et al.>> on the other hand abandoned the strict power-law
model and employed the Carreau relation which modifies the power-law formula by introducing an
extra parameter. This approach circumvents the singularity, however the formulation is more involved
making analysis much more complicated.

The stability of the inclined flow of a power-law film in the non-isothermal case has received
surprisingly little attention in the literature. Hu et al.>* studied the instability of thermocapillary con-
vection in a horizontal layer with a non-deformable surface consisting of a shear-thinning fluid with
the rheology described by the Carreau relation. They have included buoyancy effects by assuming a
temperature-dependent density. Sadiq and Usha®® have considered the stability of a power-law flow
with constant fluid properties along a heated incline. At the free surface of the film they implement a
thermal insulation condition. A more realistic condition, which is implemented in the recent investi-
gations for the Newtonian case, is Newton’s law of cooling which allows for heat transfer from the
liquid layer to the ambient gas. The insulation condition leads to a depth-independent equilibrium
distribution for the temperature in the liquid layer. Consequently, the formation of waves on the
surface does not lead to temperature differences and thus does not generate Marangoni stresses. So,
if the surface is assumed to be thermally insulated then the model does not capture the enhancement
to the inertial instability due to the Marangoni effect.
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Recently, Bernabeu et al.”® have established a model for lava flow consisting of a viscoplastic
fluid with a power-law relation for the viscosity. This investigation does not include the Marangoni
effect but a temperature dependence is incorporated into the rheological relation.

In the present paper we study the stability of a power-law fluid film flowing down a heated incline.
We implement Newton’s law of cooling at the free surface and thus take into account the heat transfer
from the liquid layer to the ambient gas above. Our theoretical model also allows for variation in
the rheology of the liquid with temperature. The paper is set up as follows. In Section II we set up
the equations governing the flow. In Section III we obtain an equilibrium solution and apply a linear
analysis to study its stability. Nonlinear effects are considered in Section IV, and finally, Section V
offers a summary of the conclusions drawn from the entire investigation.

Il. GOVERNING EQUATIONS

We consider the two-dimensional flow of a thin liquid film with power-law rheology flowing
down an inclined plate heated at a prescribed constant temperature denoted by T,,. The ambient gas
is assumed to remain motionless and at a constant temperature 7o, < T},. A rectangular coordinate
system is set up as illustrated in Figure 1. The position of the free surface of the liquid layer is given
by z = h(x, t).

Equations of motion are obtained from the conservation of mass and momentum, and can be
expressed as

ou Ow
gu oWy, 1
0x * 0z 1)
ou ou ou op 0Ty 0Ty .
_ _ —_— = _ 9, 2
p(a:*”ax”’az) ax " ox ' gp T8 @
ow ow ow op 0ty Oty
ettt B - 0, 3
p(6t+”ax+waz) 92" ax o, PEeos )

where p is the pressure and u and w are the streamwise and cross-stream velocity components,
respectively. The density is given by p, the gravitational acceleration is denoted by g while 6 represents
the angle of inclination of the plate. The components of the deviatoric stress tensor for a power-law

fluid are given by 7, = 2/1,,77%, Tox = Tag = pnn(g—? + %) and 7, = Zunn%—f, where

oo o ) 2]

and u, and n are the consistency and power-law index, respectively. It is worth pointing out here that
the classic Newtonian model is a particular case corresponding to n = 1, with the consistency being
the Newtonian viscosity. For positive values of n less than unity the model depicts a shear-thinning
flow, whereas n > 1 corresponds to a shear-thickening fluid.

In order to incorporate a temperature variation into the rheology of the fluid, we proceed as was
done by Bernabeu et al.%® and assume that the consistency of the fluid is a function of temperature.
The usual assumption for the variation in viscosity is an exponential decrease with temperature which

z=h(x,t)

FIG. 1. Schematic representation of a thin film flowing down an inclined plane.
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is referred to as the Arrhenius formulation. We linearize this relation with respect to temperature and
assume that the consistency is given by

Hn = — /,i(T - Tw),

where T denotes the temperature, [, is the value of the consistency at T = T, and A > 0 is a constant
control parameter which measures the rate of change with respect to temperature.

By applying conservation of energy we obtain the following equation for the temperature of the
fluid

= “4)

oT  oT = dT  (0°T 0°T
E+M§+wa—z X(W-F()_Zz),
where y is the thermal diffusivity.
We assume that the viscous stress exerted by the ambient gas on the surface is negligible.
Therefore, the force exerted by the flow is balanced by the ambient pressure and the effect of surface
tension. The normal component of the force balance is then given by

2
2t n\* h ol
p=pot |0\ 70u Ok (0w Ow) Ow) _ Tal o opws, (5)
1+(@)2 ox) dx Ox\dz Ox 0z a2\
x (”(m))

and the tangential component can be expressed as

6_o-+6_ha_a- +%2— 1—%2 @+8_w +2@ 6_w_@ at z=nh(x,1)
ox © ox\ 0z ox) —H ox) \oz Tox ) “ox\az " ox L=
(6)

where po, denotes the ambient pressure and o represents the surface tension. The left-hand side of the

tangential force balance relation is due to the so-called Marangoni stress which results from variation

in surface tension, and pulls fluid along the surface in the direction of increasing surface tension.
The surface tension is assumed to depend linearly on the temperature and is expressed as

O=0c — 04T — Tw), @)

where o is the surface tension of the fluid at the reference value T = T,. The parameter o is

defined as
oo
o=—7=>0. 8
=To7T (®)
So surface tension decreases with temperature.
A kinematic condition for the free surface of the liquid layer can be derived from the assumption

that evaporation is negligible and expressed as
oh

w=—+—u at z=h(x,1). )
X

The relation between the heat flux normal to the surface and the difference in the temperature of
the liquid and the ambient gas is expressed through Newton’s law of cooling which is given by

—kVT -n=a(T - Ts) at z=h(x,1), (10)

where « is the heat transfer coefficient, « is the thermal conductivity and 7 is the outward unit vector
to the surface.

At the bottom interface appropriate boundary conditions arise from the requirement of no slip
and no penetration and can be written as

u=w=0 at z=0, (11)
and since the substrate is maintained at temperature T,,, we have the condition

T=T, at z=0. (12)
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We nondimensionalize the governing equations by scaling with quantities corresponding to the
steady isothermal Nusselt flow. For a prescribed flow rate O, the Nusselt thickness is given by

1 n

1, \*T w20+ 1) 2T

H=|—t Qi n _ (13)
pgsinf n

Now, we expect the flow to be destabilized by the amplification of perturbations much longer than the
characteristic depth of the fluid layer. We will obtain approximate solutions based on this expectation.
In order to be able to identify which terms in the governing equations are negligible, we use a different
length scale in the streamwise direction and denote the ratio of H to this scale by J. To scale the
equations we introduce the following transformation

*

(x,z)=H(%,z*), h=HK*, (u,w)=U(u",sw*), t = it*,

Uo
P=Po=pUp', T=To + AT T", (14)

where U = Q/H and AT =T, — T. Applying this scaling and removing the asterisk for notational

convenience, the conservation equations (1)—(4) become
ou Ow
—t — = O’ 15
ox 0z (15)

(1—/1T) (614 528w)]+(2n+1)’ (16)
ox n

Du P
Re (s— - _Re (sa—p 1252 % [(1 - /lT)n

Dw ap ow ou ow 2n+1\"
Re6*=— = —Re— 26-|(1=aT —|a-ar 2 - 0
ed D 3Z+ 1) [( )naz]+6 [( m ( +0 ax)] ( - ) coté,

A7)

(18)

T T T T 9T
6RePr((Z—+ 0 9 ) 20T, 0T

+ b
dx 0z (9x2 072

=)
ou ow\? ou ow\*| 7

2 ow 2
[26 ((6x) +(az))+(6z o Bx)] ’

-1
the Reynolds number is defined as Re = p ~U 2-"H", the Prandtl number is given by Pr = g )”( (%)n

where

and A= ’lﬁAnT. Applying the scaling to the continuity of normal stress condition at the free surface
yields

0 2[Oh\"0u Ow Oh(du 0w 52 0%h
1-a7)|6 +— - +0°— || - w5 We—-MT 19
P= Rer2t ) (ax) ox 9z ax(az ax) 7 g e MD. - {9)
where
oh 2 2
1+67 :
(3]

We = U2 > is the Weber number, which is proportional to the surface tension strength, and M = ‘Tl’]%;,

which measures the variation in surface tension and is sometimes referred to as the film Marangoni
number. The scaled continuity of tangential stress condition at the free surface, z = h(x, ), can be

written as
on\*\( ,ow ou oh du
_ofon 20w ou)  H,0n0u
(l 0 (ﬁx) )(6 ax | az) 4 ox 6x]' 20)

—6MF(6T 6T6h) n(l —AT)
Re

ox 0z dx
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Applying the scaling to the Newton’s law of cooling yields
oT  ,0hoT

—_— — — =—-BFT = 21
0z 0 0x Ox at z=hx1), 21

where B = % The kinematic condition becomes

T ot Ox

and the remaining boundary conditions at z = 0 are non-dimensionalized to give

at z=h(x,1), (22)

u=0, w=0, T=1 at z=0. (23)

Equations (15)—(23) represent the dimensionless form of the full equations governing the flow.
We simplify these equations by discarding certain terms based on the assumed smallness of the ratio
of cross-stream to streamwise length scales. To obtain the long-wave equations we let ¢ tend to zero
and discard the O(6?) terms from equations (15)—(23), while assuming all the other parameters to be
O(1), with the exception of the Weber number, which is assumed large enough so that 6> We = O(1).
This allows us to eliminate the pressure from the problem. Specifically, the z-momentum equation
and the continuity of normal force condition, equations (17) and (19), reduce to

op  (2n+1 "cot 6
Re

0z n

and
2

0°h
p=—62Weﬁ at z=h(x,1),

which yields the following expression for the pressure
8%h

2n+1\"coto
- h—2)— 6 We—s.
( ) Re (h=2) “ox?

n

In obtaining these equations we also discarded the O(9) terms since the pressure is multiplied by ¢
in the x—momentum equation.

Once the negligible terms have been identified and discarded, we rescale the equations with scale
H for both x and z. This can be accomplished by simply setting 6 = 1 in the current formulation. We
thus get the long-wave equations consisting of

ou 6w_

—+—=0, 24
6x+ 0z 24)
ou Ou  Ou\ 0 ou\" 2n+1\" oh Ph (2n+1)"
RE(E+Ma+w6—Z)—2|:(1—/1T)(a—Z) ]—( » ) COtea +R€W€@+( n ) .
(25)
T 9T  oT\ &°T
PrRe| — — — == 2
re(ar”‘ax”’az) 022 2o
with the conditions
OT OT oh ou\"
—MRe(a-f-a—Za)—(l—/lT)(a—z) , at Z—h()C,t), (27)
T
8—=—BT at z=h(x,1), (28)
9z
oh oh
w—E+ua at z=h(x,1), 29)
u=0, w=0, T=1 at z=0. 30)
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lll. LINEAR STABILITY ANALYSIS

The problem represented by equations (24)—(30) governing a falling power-law fluid film along
a heated inclined plate admits a simple solution corresponding to a steady flow, uniform in the
streamwise direction. In order to determine this equilibrium solution we set derivatives with respect
to x and ¢ to zero and assign the uniform thickness of the liquid layer to be # = 1. Using the notation
w=ws, u=us and T = T, we thus obtain the following equations for the equilibrium flow

dws
dz
Rews%:i[(l—ﬂn)(%)n} +(2”+1)n, 31)
dz dz dz n
2
ddz]; = PrRe wsdd—?,
with the conditions at z = 1 being
i _,
dz 7
—BT, = %,

dz

andatz=0
us(0)=0, ws(0)=0, T (0)=1.

These equations can easily be solved for Ty and w,; and we obtain
wy(2) =0, (32)

and

B
Ts(m)=1- (B+ 1 )Z. (33)

In order to obtain a closed-form solution for u;(z) we must resort to an approximation. At this
stage, for illustrative purposes we present a rough approximation obtained by integrating equation (31)
and linearize with respect to 4, which yields

du 2n+1 1

—=———[nB+ D+ +1-2)B)A(1 —2)".

& n2(B+1)[n( )+ (1L+(1-2)B)A)(1 - z2)
Integrating this and applying the boundary conditions we obtain

1
“EBT DA +nm
1+n

2B(1l-2)" =B -2) " A-B1-2) " n+BAn+2B® -2(1-2)'* An

{3(1 ) Anz—BA - An+B(1 -2 Az

21— +BA+nB—(1-2) " A= -2 " n+2An+2n> +/1+n}. (34)
To perform a linear stability analysis we consider the perturbed equilibrium solution given by
h= 1 +{(X, t)’ M:MS(Z)+ﬁ(.x,Z, t)’ w=u7(x,z, t)’ T:TS(Z)'*_T(X’Zs t)’

where £, @i, @ and T are the added infinitesimal perturbations.
Introducing the perturbed solution into the governing equations (24)—(30), then linearizing with
respect to the infinitesimal perturbation variables we obtain

oii 0w

— +—==0, 35
Ox * 0z (35)

it o _dug A 3¢ dfi. | O0T. dhou . 0%
Re|— +us— +0— | ==Ncot 6== + ReWe—= + ——~T + fi—= + = — +for—, (36
“Nor T T dz ) Aleo ax T “oxs " dz th 0z " dz 0z ik 072 (%6)

~ 25
oT ~a'TS) o°T 37)

PrR o1 + +
rRe| — — =—
“Nor Thax TV dz 072’
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-1
where fi ==A(% )", o= (1 - AT)n(%)" and /= (2+ 1)

Transferring the boundary conditions at the free surface z =1 + { to z = 1 and linearizing yields
the following conditions

oT _ 9¢ dT, du\""' (8 d’uy
— MRe 1- AT, — - t =1
[«% ] ( )( ) n(52+§dz2 .o %)
. oT
- BT = B— t z=1, 39
R 39)
and o¢ oc
D= —= =1. 4
w Y + 53 at z (40)
At z = 0 the conditions are
=0, w=0, T=0. 41)

We next employ normal modes into the linearized perturbation equations which are defined as
(@7, ¢) = (), b(2), T'(2), &) e,

where  is a constant, k represents the perturbation wavenumber which is a real positive number, ¢
is a complex number whose real part is the phase speed of the perturbation, while the product of the
imaginary part and k gives the growth rate. Then the linearized perturbation equations (35)—(41) can
be written as

Do + ikit =0, (42)

ikRe(us — ¢)it + ReDu,id = —ik (/\/ cot 0 + Re We k2)5 +DAT +fiDT + DD+ D%, (43)
PrRe|ik(us - o)T + DT,i] = DT, (44)

where D denotes the differentiation with respect to z operator. Applying the normal modes defined
above to the interface conditions at z = 1 gives

— ikMRe (T + DT,£) = (1 = AT)(Duy)"™'n [Dit+ £D%uy (45)
- BT =DT +BDT¢, (46)
= ik(uy — ¢). (47)
While the boundary conditions evaluated at z = 0 will take the following form
2(0)=w(0)=T(0)=0. (48)

We introduce the stream function, i, to satisfy the perturbed continuity equation (42). The stream
function is related to the velocity disturbances i, @ and is defined as

a('x’ Z’ t) = %9 w(x,Z’ [): _%.

In terms of the normal modes, ¥ can be written as
w — \I](Z)eik(x—c‘t).

Then #i and @ are expressed as
i(z) = DY, w(z)=—ikVY.

Consequently, we have the following Orr-Sommerfeld type equations
> DY + Dfy DY + ik(c — us)Re DY + ik Re Duy, ¥
+Dfi T +f; DT — ik(N cot B+ Re We k*) £ =0, (49)
DT + ik PrRe[(c — uy) T + DT,¥] =0. (50)
The boundary conditions at z = 1 are

— ik M Re(T + £ DT,) = (1 = AT,)(Duy)"™" n [DZ‘I’ + 502:4‘?], 51
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—-BT=DT +BDT;/, (52)
and
Yiul=cl. (53)
While the conditions at z = 0 are
T=¥Y=D¥=0. (54)

The equations (49)—(54) constitute an eigenvalue problem with ¢ being the parameter that is to
be assigned eigenvalues. For a given set of flow parameters (Re, Pr, B, M, A, n, 8, We), solving the
problem for ¢ provides the growth rate of the perturbation with wavenumber k. A positive value of
the imaginary part of ¢, J(c), indicates that the perturbation amplitude grows in time, whereas if this
quantity is negative then the perturbation is reduced. A set of flow parameters for which J(c)=0 is
referred to as the state of neutral stability for the perturbation with wavenumber k, and corresponds
to the threshold between stability and instability for this perturbation. Regarding the stability of the
flow, if all the perturbations are damped then the flow is stable, otherwise it is unstable.

The solution of the eigenvalue problem (49)—(54) can be obtained as usual by carrying out an
asymptotic analysis as k — 0 based on the expectation that small wavenumber perturbations are the
most unstable. However, to obtain an analytical expression for the neutral stability state we must
also implement asymptotic expansions as 4 — 0. To correctly accomplish this we must relate the
magnitudes of the two small parameters. Proceeding as done in Ref. 8 we assume that A approaches
0 like k'"*. We will assume quantities that are O(k?) to be negligibly small, and thus we also discard
the O(A%) terms. The specific asymptotic expansions of the perturbations ¥, 7', £ and the eigenvalue
¢ can be expressed as

¥ =yo(2) + kg1 (2),
T =To) + kT1(2),
=l + kb,
Cc=Co +kC1,

where the coefficients of the powers of k are expanded in powers of A with the appropriate number
of terms. For example, in the expansion of ¥ we must have

7 3
Vo@D =D YA and Y1) = v,
j=0 =0
Substituting into the system of equations (49)—(54), we then have a hierarchy of problems at different
orders of k. Without loss of generality we can normalize the eigenvalue problem and set £y = 1 and
Z1 =0. Collecting the k-independent terms, we obtain

D*Ty=0, DTo(1)+BTo(1)+BDT(1)=0, T,(0)=0, (55)
D[n(1 - AT)(Dus)"™ D*yo] - D[ A(Dus)"Tp] =0, (56)

n(1 = ATy)(Dug) "' Dy = —n(1 — AT,)(Duy)" ' D*uy  at z=1, (57)
Dio(0) = y0(0) =0, (58)

Yo+us=co at z=1. (59)

Focusing now on the k terms gives

DTy +iPrRe|(co — us)To + DTypo]| =0, DT1(1)+BTy(1)=0  T1(0)=0, (60)

D[n(1 = AT)(Duy)"™ Dy | = D(A(Duy)"T1) = iRe(us — co)Dso - iReDugpo +iNcotd,  (61)
3 n-1p2, _ IMReB _
n(1 = ATy)(Dug)" ' D?y, = Grop T 1, (62)

Dy (0)=y1(0) =0, (63)
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ci=yi(D). (64)
The system of equations given by (55) can be solved exactly for T}y and the solution is
B2
=— 7. 65
T a+B” (05

Equations (56)—(58) can then be solved for ¢, and then ¢ is given by (59). Integrating equation (56)
from z =1 to z, using the boundary condition (57) and the fact Du;(1) = 0 we obtain

n(1 = AT,)(Duy)" "' D>y — A(Duy)" Ty = N. (66)

In order to solve this equation we must now employ the asymptotic expansions with respect to A
as described above. However, before performing this calculation, we observe that the solution will
be real, and the expression for cg given by (59) will consequently also be real. But then the neutral
stability relation is given by 0= J(c) = J(c1), and from (64) we then have J(¥ (1)) =0 describing
the state of neutral stability. Since ¢ is the coefficient of k in the asymptotic expansion it only needs
to be expanded to A3, so all the leading-order terms with respect to k only need to be expanded to
A3. Therefore, in order to solve the problem for ¢ we introduce the expansions

3 3
u(2) =Y ug@ and Y@= ) v,

j=0 j=0

into the problem for the equilibrium velocity and into equations (66) and (58). This leads to a

hierarchy of problems at the various orders of A. All these problems were solved exactly using the

Maple computer algebra software. The details are of little importance and are thus omitted here.
Substituting these solutions into (60) and expanding 7' as

3
Ti@=) Ty,
j=0
leads to separate problems for the coefficients which were again solved using Maple. Similarly, we
then solve the problem given by (61)—(63) for ¢ in the form

3
@)= .

J=0

As pointed out above, neutral stability is given by 1(1) = 0, which, if solved for Re gives the
critical Reynolds number for the onset of instability of infinitely long perturbations. We have obtained
an explicit formulation for the neutral stability relation, however it is too long to display here. As an
illustration we present an approximation obtained by considering the linearized relation with respect
to A. In this case, a weakly non-Newtonian approximation for power-law index values near n =1 is
given by

Reeyi = X
ecm‘—Rz,
where
Ri=6(Bn+2)B+1*Gn+2)5n+3)Gn+ D+ 1)’n*@n+1)G@n+ Dot d
X (2BAn+3Bn® +BA+Bn+3An+3n’+A+n)@n+3), (67)
R2=C1 +C2/1
and

C1 =—5376/(B + 1)(10080 B? In(3)n + 4200 BM In(3)n — 10080 B* In(3) — 92844 B*n
— 4200 BM In(3) — 44705 nBM + 20160 B In(3)n + 82764 B2 + 40505 BM — 20160 In(3)B
— 185688 Bn + 10080 1 In(3) + 165528 B — 10080 In(3) — 92844 n + 82764), (68)
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Cy =— 1172247552 + 1334817792 n — 3105636288 B — 892433136 B> — 2825821872 B>
+ 15052800 B>M In(3) + 15775032 B> Pr n + 24685848 B> Pr n — 51460992 BPr n
+142661120 B>Mn — 124326720 B> In(3)n — 127608320 B*M + 1016759856 B*n
— 14222712 B3 Pr — 22407768 B> Pr + 45977472 BPr + 124326720 B? In(3) + 162570240 In(3)
+395115840 B In(3) + 3220937712 B*n — 195175680 BM + 433359360 In(3)B
— 162570240 n In(3) — 15052800 B>M In(3)n — 22579200 BM In(3)n + 22579200 BM In(3)
—395115840 B* In(3)n + 217754880 nBM — 433359360 B In(3)n + 3538995648 Bn. (69)

We also present exact formulations of the neutral stability relation for certain particular cases.
First of all, in the Newtonian case we obtain

Recrir = &,
D;
where
Dy =1680(B+ 1)’ cot§ BBA+4B+4 1 +4),
and

D5 = (8064 + (231 Pr + 18501))B> + (2240 M + 339 Pr + 58797)1 + 3360 M + 24192)B>
+((3360 M — 816 Pr + 64488) A + 3360 M + 24192)B + 24192 1 + 8064.

If we set A = 0 in this result we arrive at

10 cot 6(1 + B)?

Repiy= ——— 77
Cerit = 12(1 + B + SMB

which coincides with the result obtained by D’Alessio et al.>’ for the case with constant viscosity.
Finally, in the general power-law case under isothermal conditions we have

1 n 2™
Reir = > (2n 1 ) (Bn+2)coth ,
which agrees with the formula reported by Fernandez-Nieto et a

Finally, we point out that the Weber number does not figure in the neutral stability of the flow.
This is because the strength of surface tension does not affect very long surface perturbations. It is
rather the variation in surface tension, gauged by the parameter M, that plays an important role in the
Marangoni instability.

In order to effectively present our results, we first remind the reader of the basic physical mech-
anisms related to the instability of the flow.”® Non-isothermal inclined film flow is subject to two
types of long-wave instabilities: the H mode and the S mode. The H mode refers to the amplification
of surface waves due to inertia, and is the only instability mechanism in an isothermal flow. The
fluid ahead of a crest on a propagating wave must accelerate when the crest passes over it in order
to obtain the faster velocity profile associated with the expanded cross section of the flow. However,
fluid inertia resists this adjustment and essentially effectuates a deceleration which causes fluid to
accumulate under the crest thus amplifying the amplitude of the wave. At the troughs, inertia accel-
erates the flow thus pulling fluid away which lowers the troughs which also acts to amplify the wave.
Since sufficient inertia is required to destabilize the H mode, there is a critical Reynolds number such
that the H mode is unstable if this value is exceeded.

If the liquid layer is also heated from below, then a temperature variation is induced along the
surface if it is wavy due to differences in distance from the heated bottom. The crests of waves are
colder, while the troughs are warmer. As such, surface tension is stronger at the crests and weaker
at the troughs generating Marangoni stresses which pull fluid away from the troughs toward the
crests thus amplifying the waves. So, thermocapillarity enhances the H mode and lowers the critical
Reynolds number for instability.

Now the S mode refers to the instability that is due entirely to the Marangoni effect when the
surface is flat (wavy perturbations being effectively damped due to low levels of inertia). In this

1.20
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case thermocapillarity is generated by perturbations in surface temperature as opposed to differential
heating resulting from position relative to the heated bottom. Fluid motion along the surface caused
by Marangoni stresses, if sufficiently strong, destabilizes the equilibrium flow. Resisting this action is
inertia which works to preserve the equilibrium flow. So, the S mode is unstable only if the Reynolds
number is sufficiently small. The critical value increases with the strength of the thermocapillarity.

The upshot then is that for weak enough thermocapillarity there are two critical Reynolds num-
bers: one for the S mode and a larger one for the H mode. For Reynolds numbers in the interval in
between the equilibrium flow is stable while outside the interval it is unstable, due to the S mode
for the smaller values and due to the H mode for the larger Reynolds numbers. As the level of ther-
mocapillarity is increased, the interval of stable Reynolds numbers shrinks and eventually the two
modes merge rendering the flow unstable for all Reynolds numbers.

In order to determine both critical Reynolds numbers, we must redefine some of our current
control parameters. It turns out that B, M and We are implicitly dependent on the Reynolds number.
To make this explicit we now express them as

2-n
2]’1 + 1 w2 n_ .
B=cscl Ren2 Bi,
n
3n-2
2” + 1 Sz _3n+2
M =|cscO Re™ 2 Ma
and
n 3n-2
2n+1 2 Ka
We = cscl —
n Re »”71:2
where
I,
Bi= g(&) gﬁ, is the Biot number,
K\ p
4
p 2 5 3, . X
Ma=|— g2 0 AT, is the Marangoni number,
HMn
and
2-n 2
Ka= a’(m) , 1is the Kapitza number.

The Biot number is the scaled heat transfer coefficient of the free surface. The Kapitza number specifies
the magnitude of surface tension, while the Marangoni number is proportional to its variation with
temperature and measures the level of thermocapillarity for the system. Substituting these expressions
for B and M into our asymptotic neutral stability relation results in a much more complicated formula
that must be solved for Re numerically. We accomplished this by employing the Matlab subroutine
fsolve.

In order to obtain results that are not restricted to small values of k and A, we can solve the
eigenvalue problem (49)—(54) numerically. We resorted to a collocation method based on polyno-
mial interpolation with Chebyshev points.”’ In accordance with this approach, we introduced the
expansions

N N
Y= wPE), T=) uyPo),

=0 j=0

N
[Je-¢en
n=0

n#j .
Pi(#)= ————,j=0,1,2,..,N,

DGR
n=0

n#j

where &£ =2z — 1 and
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with & = — cos(lﬁ”), 1=0,1,2,..., N. This leads to an algebraic system of the form
Ay =cBy,

where

y=lwowy -~ wyvoor - oy A1,
and A and B are (2N + 3) X (2N + 3) matrices. The eigenvalues of this system were determined using
the Matlab subroutine eig. From this set of eigenvalues, the single, physically relevant eigenvalue for
the system (49)—(54) was selected by recalculating the eigenvalues of the algebraic system for a finer
grid and identifying the value that persisted.

It turns out however, that this method fails to converge as more terms are added to the expansion
when applied directly to the formulation of the problem given in (49)—(54). The cause is the fact
that the non-Newtonian power-law model yields unbounded shear stress gradients for vanishing
shear rates. To sidestep this issue we make an adjustment to the power-law model by replacing the
long-wave approximation of the apparent viscosity by

ou\2 (n=1)/2
€+ (6_2) :| ,

where € is the adjustment parameter for which we considered non-negative values, with € = 0 corre-
sponding to the standard power-law model. Carrying out the linear stability analysis on the governing
equations associated with the adjusted model results in the same eigenvalue problem as (49)-(54)
with the exception that in equation (49) the coefficients f; and f, are given by

-1)/2
ST A
dz dz

du
and the equilibrium velocity is obtained by numerically solving the equation

—, and fr=(1-ATy)
21 (=172
€+(%) ] %z./\/(l—z).

]7:

(n=3)/2

fi==2

dz )

(1 - A4Ty)

dz
dz dz

The collocation method functions properly in solving the adjusted eigenvalue problem, but only if €
is sufficiently large. However, as it is illustrated by the neutral stability curves displayed in Figure 2,
we found that as € is decreased there is an interval of values that are large enough for numerical
convergence, and also yield results that are essentially independent of €. We used a value in this range
to generate the solutions used in our investigation.

0.05

0.045 |-

0.035 [

0.03 -

x~ 0.025 -

0.02 -

0.015 |

0.01

0.005 |-

I, I I I I I
0
0.04 0.045 0.05 0.055 0.06 0.065 0.07 0.075

Re

FIG. 2. Neutral stability curves corresponding to the H mode for different values of € with cot 8 =1, Pr=7, Bi =1, Ka =100,
n=0.5Ma=1,and 2 =0.25.
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FIG. 3. Neutral stability curves for different values of Ma withcot 8 =1, Pr=7,Bi=1, Ka=100,n=0.8, and A = 0.25.

In Figure 3 we present neutral stability curves in the Re — k plane for different values of the
Marangoni number. As it can be observed, for sufficiently small values of Ma the H and S modes
correspond to two separate curves. In these cases for every perturbation there is a specific interval of
Reynolds numbers for which the perturbation is damped. More specifically, these values of Re are
sufficiently large to stabilize the S mode yet not large enough to trigger the H mode. The infinitely
long perturbations have the smallest such interval and for these Reynold numbers the equilibrium
flow is stable. The end points of the interval, given by the intercepts of the curves with the Re axis,
thus give the critical Reynolds numbers for the onset of instability in the equilibrium flow.

In Figure 4 we compare these values with the results from the asymptotic analysis. We find good
agreement for the critical Reynolds number for the S mode for a wide range of A values, however,
for the H mode the agreement is restricted to smaller values of this parameter.

In order to present the results from our investigation we plot the critical Reynolds numbers as a
function of the Marangoni number. As it can be seen in Figure 5 for example, these curves consist
of two branches: The upper branch which tracks the critical Reynolds number for the H mode and
the lower branch corresponding to the S mode. The region inside the curve reveals the evolution of
the interval of stable Reynolds numbers with Ma. Before we examine these results we point out that
in all cases considered, like the one presented in Figure 3, we found the infinitely long perturbations

0.4

R
0.35

asymptotic

0.3

0.25 -

Hecr\t

0.2

numerical
0.15 b

S mode

0.05 I I I I I I I I I
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2

A

FIG. 4. Re.,i; as a function of A forcot@ =1, Pr=7,Bi=1,n=0.8 and Ma = 1.1.
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FIG. 5. Rec,; as a function of Ma forcot@ =1, Pr=7,Bi=1,n=1.

to be the most unstable and are the ones that destabilize the equilibrium flow. As the magnitude of
surface tension has little effect on the stability of these perturbations, the critical Reynolds number
for the onset of instability is independent of the Kapitza number.

We begin by determining how the temperature dependence of the fluid rheology affects the
stability of the flow. To accomplish this, in Figures 5 and 6 we plot the Re,,;; versus Ma curves for
different values of 1. We first consider the Newtonian case in Figure 5. Clearly, for a Newtonian fluid
increasing A results in a lower viscosity. Also, if we calculate the flow rate in the equilibrium flow
we obtain

BB+4)A

1
= dz=1+ s
qs \/OMS(Z)Z 1B+ 4

which increases with 4. Examining the results in Figure 5 reveals that Re.,;; on the upper branch
decreases with A, indicating that the H mode is destabilized. This is most likely a consequence of
a faster flow rate which boosts the destabilizing acceleration and deceleration phenomenon brought
about by surface waves.

Looking now at the S mode in Figure 5 we see that there is no significant effect due to varying
A, with the exception of cases with greater thermocapillarity. In these cases increasing A has a
destabilizing effect. The culprit could possibly be the reduction in viscosity which allows for a
stronger fluid motion along the surface generated by the Marangoni stresses.

0.25

02 UNSTABLE 1

crit

Re

FIG. 6. Re,,;; as a function of Ma forcot& =1, Pr=7,Bi=1,n=0.5.



105215-16 Pascal, D’Alessio, and Hasan AIP Advances 8, 105215 (2018)

In Figure 6 we consider the effect of A on the stability of the flow for a non-Newtonian fluid
which can be obtained from our model by setting the power-law index to n#1. It is apparent from these
results that a temperature dependent consistency has the same qualitative effect as for a Newtonian
fluid. In the non-Newtonian case we do not have a “viscosity” in the Newtonian sense. We can

-1
instead think of an “apparent” viscosity defined as gy, = 1, (g—';)n . For the equilibrium flow this is
given by
2n+1

n—1
uapp=( ) (1= AT, 0<z<1,

which, like the Newtonian viscosity, is a decreasing function of A. And the flow rate is given by

[2B+3)n+B+1]
nBn+DH(B+1)

s

which increases with A for all the relevant values of n.

We next explore the effect of the non-Newtonian nature of the fluid on the stability of the flow.
In Figure 7 we display the Re.,;; as a function of Ma curves for different values of n. It can be seen
that the critical Reynolds number for the S mode increases with n. Since the S mode is stabilized by
inertia, and is thus unstable for subcritical Reynolds numbers, we can therefore say that the S mode
becomes more unstable as 7 is increased. Re,,;; for the H mode also increases, however this indicates
a stabilizing effect, as stronger inertia is required to destabilize the flow. Now with respect to the
non-Newtonian rheology of the fluid, we choose to consider that decreasing n with values less than
unity renders the fluid more shear thinning, while if #n > 1 the fluid is shear thickening, and increasing
n strengthens the effect. We therefore conclude that shear thinning acts to stabilize the S mode and
destabilize the H mode. Conversely, shear thickening is a destabilizing factor for the S mode, while
it acts to stabilize the H mode.

Another interesting observation to be made from Figure 7 is that the lateral extent of the region
of stability becomes longer as n is decreased or increased away from unity. This indicates that there
are Marangoni numbers for which a Newtonian fluid is unstable for any Reynolds number, but a
non-Newtonian fluid, with either a shear thinning or shear thickening behaviour, would be stable for
a certain range of Reynolds numbers.

We next focus on the effect of the heat transfer across the surface between the liquid and the
ambient gas which is measured by the Biot number. We begin by considering the limiting cases
Bi =0 and Bi — oo. If Bi is set to zero then Newton’s law of cooling dictates that the heat flux
across the surface is prescribed to be zero and consequently the equilibrium flow is isothermal (same
temperature throughout). Therefore, even if the surface is wavy its temperature is uniform and so
thermocapillarity does not contribute to the amplification of surface waves. At the other extreme we

FIG. 7. Rec; as a function of Ma forcot@ =1,Pr=7,Bi=1,1=0.2.
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Re

FIG. 8. Rec,; as a function of Ma forcot@ =1, Pr=7,1=0,n=1.

have a similar situation. As Bi — oo the condition at the surface approaches that of the ambient gas.
In this case the surface temperature does not experience any variation in temperature and thus the
Marangoni effect does not occur. Therefore, as we increase Bi from zero we expect thermocapillarity
to strengthen and the flow to become more unstable. However, this trend must eventually reverse
since for large values of Bi thermocapillarity becomes weaker.

In Figure 8 we consider the Newtonian case and show the critical Reynolds number curves for
different values of Bi with A4 =0 (i.e. no temperature dependence of the consistency of the fluid). In
accordance with the expectation described above, we see that for smaller values of Bi the region of
stability contracts as this parameter is increased, but it begins to expand with Bi for sufficiently large
values.

Now, if we introduce temperature variation in the viscosity we discover an interesting correlation.
Specifically, we find that for sufficiently small Marangoni numbers the critical Reynolds number for
the H mode actually increases with Bi. To illustrate this, in Figure 9 we plot Re,,;; as a function
of Bi. To explain this behaviour we point out that with Bi = 0 we have T4(z) = 1 (this being the
largest possible temperature value), and so the viscosity is reduced by the maximum amount. Now,
as explained above, lowering the viscosity destabilizes the flow. So, increasing Bi has a stabilizing

0.835

0.83

0.825

Recril

0.82

0.815

0.81 : :

Bi

FIG. 9. Re,i; for the H mode as a function of Bi forcot @ =1, Pr=7,Ma=0.1,n=1.
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FIG. 10. Re,,; for the H mode as a function of Bi forcot @ =1, Pr=7, Ma=0.1,n=0.8.

effect because it relaxes the reduction in viscosity. Yes, it is true that increasing the Biot number from
zero also unleashes destabilizing thermocapillarity, however if the surface tension is only weakly
dependent on temperature differences (small Ma) the stabilizing effect of increasing the viscosity
dominates the Marangoni instability. This phenomenon is also found for the non-Newtonian case, as
it is illustrated in Figure 10, where we have set n = 0.8.

To conclude our analysis of the results we plotted the Re..; as a function of Ma curves for
different Prandtl numbers ranging from O to 20. We found these curves to be very close together and
almost indistinguishable on the plot, and we do not display the figure here. But we conclude that
varying the Prandtl number has little effect on the stability of the flow.

IV. NONLINEAR EFFECTS

Here we investigate the impact of nonlinear effects by implementing a first-order IBL model.
This is achieved by integrating the governing equations across the fluid layer, and hence, eliminating
the z dependence. We begin by retaining all terms up to first order in ¢ in equations (15)—(18) which
yields the long-wave equations given by

ou Ow
qu Lo o, 70
8x+5Z (70)
ou Ju ou dp 0 ou\" 2n+1Y\"
Red| — — —|=—Red—+ —|(1 = AT)| — 71
“\% +”ax+w8z) et )(8Z)]+( n ) a
2 1\"
0=—Re6—p—( nr ) cot 6, (72)
0z n

2
or BT) 0T (73)

OReP T + +
ePr| —+u—+w—,\|=—.
ot ox dz) 072
We note that only the leading order terms in the z-momentum equation need to be kept since the
pressure term in the x-momentum equation is already multiplied by d.
Likewise we retain all terms up to first order in J in the associated boundary conditions which

in the absence of surface tension become

D =D, (74)

OT T oh\ (1 - AT) (ou)"
"M‘S(§+a—zﬁ)‘ Re (az) ’ (73)
or =—-BT, (76)

el
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_Oh Oh
=2 + ua
along z = h(x, t) and at the solid surface we have the usual no-slip, impermeability and fixed
temperature conditions

w

(77)

u=0, w=0, T=1 at z=0. (78)

Next, we introduce the flow rate, ¢, and the interfacial temperature, ¢(x, t) = T'(x, z = h, 1), as our
new flow variables with
h
q= / udz.
0

Integrating the continuity equation across the fluid layer and imposing the kinematic condition yields
oh Odq
— 3 — =
ot Ox
Integrating the hydrostatic equation (72) subject to condition (74) and substituting the result into the
momentum equation (71) and again integrating across the fluid layer we obtain

h n n _ n
o, 0 / Pae s [ZE1Y'C0L0 5] (204 1) B [(L=AT) (9
ot ax|Jy n 2Re n Reé Res \0z) |.,

[
z=0

0. (79)

Res 0z

(1 =2T) (ou\"
Res \dz) |,
on the right-hand side of (80) can be determined using condition (75). However, to make further
progress we need to evaluate the terms

h _ n
/ w?dz and [w (@) ] )
0 R6’6 62 =0

In order to do this we assume a velocity profile given by

The term

q
u=—=by,
Qo 0
where
2n+1 n+ n+ n+ N+
bo(x,z,z)=( " )Ao[hn‘ —(h—z)Tl]+A1[h2n' —(h-2)%
n+1
2 1 e et
# o a1 - - 0%,
3n+1

A _ n*(1+Bh)* + An(1 + Bh) + (n + 1)A* A _ AB[n(1 + Bh) +2(n + 1)2]
0= n2(1 + Bh)? O n2(1 + Bh)?

_(n+1)A*B?

© n2(1+ Bh)?’

>

2

h
Qo(x,1) =/ bodz.
0

Thus, equation (80) becomes

ag o[, 2n+1\"cotd ,] (2n+1\" h (n+ DA%\ ¢
A M = — |-+ — 1
6t+ﬁx[/0 wde+ M+ n 2Reh n Reé T o’ 1)

o3

where to leading order in A we obtain

3n+2 2n+1

/” e 2n%q*(1 + Bh)*h™ _n(1+B)h™
0 Qn+ HBn+2)Q2 " 0 @n+1)
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The assumed u profile represents a second-order extension of the velocity profile given by
equation (34) over the interval 0 < z < h. An underlying assumption being made is that A approaches
0 like V4. In addition, we also assume a linear temperature profile given by

(-1
=1+ -——"z,
7 Z
which follows directly from equation (33). To validate the assumed velocity profile we note that for

selected values of n (such as n = 1/2, 1, 2) exact expressions for the uniform steady-state velocity can
be obtained. These have been found to be

hth+2a1) (z+a;) ((h+ap) a 1
0 01(h+a1)+(h+a1) Gtar) +2ln(Z 1)] forn=—,

ay (z+ay) 7+
— 1 fi =1
h+ar) (h+a1)+n( o )] orn="=

[\/(h—z)(z+a'1) Vaih ( h) ( h—z)
U = g - + arctan ‘/01_1 — arctan

h+a/1 (h+a/1) Z+ap

T

Us=a

Us = Qo

forn=2,

where

(2n+1)(h+a1)(1+Bh)'1’ (1 — 2)(1 + Bh)
g = , @ = ———,

n AB AB

Contrasted in Figure 11 is a comparison between by and u; for the parameter values n =1/2, 1 =0.1,
h =1 and B = 1. We see that the agreement is very good. Although not presented, the agreement for
n =1 and n =2 was found to be much better.

Applying the same approach to the energy equation we obtain

o 1 . 0q a¢  n@n+1)AB($ — 1)q oh
dt  (4n+ )Bn+ D2(1 + Bh) [”(¢ DG Takag, (1 + Bh) ax
2 a+BRe-1], (82)

PrRebh

where

Fi=Q2n+1)ABh — 3n+ 1)(4n + 1)(1 + Bh), F; =n(2n + 1)ABh — (3n + 1)(4n + 1)*(1 + Bh).

1.8

Exact

— ~ ~ Approximate —— — - - —
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FIG. 11. Comparison between the assumed and exact velocity profiles forn=1/2,A=0.1,h=1,B=1.



105215-21 Pascal, D’Alessio, and Hasan AIP Advances 8, 105215 (2018)

Thus, our first-order IBL model consists of equations (79), (81) and (82). As a check, if we perform
a linear stability analysis on the system (79), (81), (82) with A =0 and n = 1 the following expression
for Re,,;; can be obtained

s _ 3cotf(l + B)?

it 3(1+B)2 +MB’
compared to

il _ 10 cotf(1 + B)?
crit —12(1 + B)? + SMB’

1l .
fu‘ can be written as
crit

RelZl [3(1+B)*+125MB
Re™ | 3(1+B?+MB
Cri

derived earlier. The ratio Reffl.l; /Re

)

and indicates the agreement in Re.,; between the IBL model and the full equations. Further, if
M =B =0 we get
IBL _
Re,;; = cotf,

13()

which is in full agreement with the result predicted using the Shkadov IBL model”” and the ratio

ReBL/Re™" = 1.2. As a final check if we set 1 = M = B = 0 then we obtain

crit crit

mL_ n*"cotf
erit ™ (p 4 1)1’

which recovers the expression obtained by Ng and Mei.!! The agreement in Re,,;; values for the H
mode between the linearized full equations and nonlinear simulations resulting from the IBL. model
is illustrated in Figure 12 for the case n = 0.8, 1 =0.1,B=1,cot 8 = 1, § = 0.1 and Pr = 7 over the
range 0 < M < 10. The numerical solution procedure is outlined below. The agreement is reasonable
and to be expected from a first-order IBL model. We see that the IBL. model consistently predicts
larger Re,,;; values than those computed by the full equations and the difference between the two
predictions seems to increase with M.

To obtain numerical solutions to the IBL equations we first introduce @ = h(¢ — 1). From the
relation (T — 1)k = (¢ — 1)z it follows that the variable @ is related to 7 through

h
)
T-1dz=—
/0( )dz=

0.5

0.45F

0.4

0.35F

0.3F

(S
crit

0.25F

0.2f

0.1F

Full equations
*  Nonlinear simulations

0.05f

FIG. 12. Comparison in Recyjs.
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and thus, @ is proportional to the lineal heat content stored in the fluid layer. Equation (82) then
becomes

oo 0

E-i-()x

dn+1 @ B n(2n+1)AB (9_(D+(D6_q_ Bq® %
3n+1) h | (4n+ 1DGBn+ 1)2(1 + Bh) q()x 0x (1+Bh)ox
2 [ (1+Bh)CD]

B+ .

- 83
PrRed h? (83)

To numerically solve the system of equations (79), (81) and (83) we implement the fractional-step
splitting technique,®' that is, we first solve

oh 0dq
i1,
51 " ox
dg 0 h 2 MO 2n+1 "cot@z
- dz+ —— = p2| =0,
6t+8x[/0u N\ T ) 2Re
00 0 [(ane1yq0]
ot ox|\3n+1) h

over a time step At, and then solve

@z(znn)” h [1_(1+(n+1)/12)q”]’

ot n Res 2n Q_g
6_@ _ n2n + 1)AB 6_@ N @ B Bq® % B 2 (1 +Bh)®
or (4n+ 1)Bn+ 1)2(1 + Bh) 9 ox Ox (1 +Bh)dx PrRes h? ’

using the solution obtained from the first step as an initial condition for the second step. The second
step then returns the solution for ¢ and © at the new time ¢ + At.

The first step involves solving a nonlinear system of hyperbolic conservation laws which, when
expressed in vector form, can be written compactly as

oU  9F(U)

—+——==0,
or 0X
where
q
h h
u=|g | FO)- /Ouzaz“ﬂ%qzz_ﬂ)"%hz .
(4n+1)ﬂ
3n+1 ) R

While there are several schemes available to solve such a system, because of the complicated eigen-
structure of the above system eigen-based methods will not be practical. Instead, MacCormack’s
method?! was adopted due to its relative simplicity. This is a conservative second-order accurate
finite difference scheme which correctly captures discontinuities and converges to the physical weak
solution of the problem via the explicit predictor-corrector scheme

At

U =U; - & [FU) - Faup),

U= (07 + ) - 5 [P0 - o)

where the notation Uj’7 =U(x;, t,) is utilized with Ax denoting the uniform grid spacing and At is the
time step. Since A is typically a small parameter and # remains constant during the second step, the
second step was solved by treating it as a coupled system of nonlinear ordinary differential equations
which was solved iteratively using periodicity conditions at the left and right ends and using the
output from the first step as an initial condition.
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The evolution of the unsteady flow was computed by imposing a small perturbation on the
constant steady-state solutions gy, h; and @ where

2n+1)B

N 3 B
n(l +B) (Bn+1)

YT (1 +B)

hg=1, qs=1+

By monitoring the growth of the disturbances as the perturbed solutions were marched in time we
were able to determine the stability of the flow. We carried out a simulation using the parameter
valuesn=0.8,cot0 =1, M =5,B=1,Pr="7,6=0.1, 1 =0.1 and Re = 0.4 which corresponds to
an unstable H mode configuration. Computations were carried out on domains of lengths L = 2, 5
and 10 and the perturbation wavelength was set to be the domain length. The grid spacing and time
step were taken to be Ax = 0.01 and Ar = 0.001. As a numerical check we computed the mass of
the fluid layer at each time step and verified that mass was conserved to a high precision. Shown
in Figure 13 is the time evolution of the fluid thickness, /, on a domain having a length L = 2. The
diagram illustrates the growth and formation of a permanent series of two large amplitude waves as
a result of the instability. Although not presented here, the flow rate, ¢, produces a similar plot but
with different amplitudes. Because viscous terms are absent in our first-order IBL model the waves
appear as sharp spikes. A higher-order model including viscous terms would yield shorter but wider
waves as a result of the smearing effect brought on by viscosity. The only difference that resulted
when a larger domain was used is in the number of waves appearing over the domain. As the domain
length was increased so did the number of permanent waves. For example, with L = 10 a permanent
series of four large amplitude waves emerged, while with L = 5 three waves were generated, and as
noted above, only two waves were produced when L = 2. To ensure that Re.,; is independent of the
domain length the nonlinear simulations shown in Figure 12 were carried out over a large domain
length since the instability is triggered by perturbations having long wavelengths. We found from
our numerical experiments that using L = 10 was sufficient, in that, the results obtained using L = 10
were identical to those using L = 20. Plotted in Figure 14 is a snap shot of the fluid thickness, %, and
the surface temperature, ¢, for the configuration shown in Figure 13 at 7 = 10. As already mentioned
the variations in & align with the peaks in g; however, the surface temperature is out of phase with
the fluid thickness, that is, the surface temperature is largest when # is smallest. This is because the
steady-state temperature given by

1+B~

decreases linearly with z. Thus, as % increases the surface temperature decreases.

T,=1-

t=25
3.5} - - —t=10 | 0 4
o=
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I " |
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FIG. 13. Time evolution of the fluid thickness.
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FIG. 14. The fluid thickness and surface temperature at ¢ = 10.

V. CONCLUSIONS

In this investigation we derived a mathematical model for the flow of a liquid film down a heated
incline. The rheology of the fluid is described by a power-law relation which includes the classic
Newtonian fluid, but also allows for non-Newtonian behaviour. The model also accounts for variation
with temperature in the properties of the fluid by implementing a temperature dependent formulation
for the rheological relation. In addition, the model incorporates the realistic Newton’s law of cooling
at the surface of the liquid layer, which allows it to capture the enhancement to inertial instability
provided by thermocapillarity.

We carried out a linear stability analysis to determine the critical conditions for the onset of long-
wave instability in the steady flow uniform in the streamwise direction. We accounted for both relevant
types of instability. One that is entirely due to thermocapillarity and is associated with slower flows
(S mode), and the one that occurs in more rapid flows and consists of the amplification of surface
waves due to inertial effects which is intensified by thermocapillarity (H mode). The S mode is
stabilized by inertial effects (measured by the Reynolds number), while the opposite is the case for
the H mode. Thermocapillarity raises the level of inertia necessary to stabilize the S mode and lowers
the one sufficient to destabilize the H mode. As thermocapillarity is increased the two thresholds
eventually coincide, the two modes are said to “merge”, and beyond this level of thermocapillarity
the flow is unstable for all Reynolds numbers.

Our investigation has revealed that a non-Newtonian rheology has an important impact on the
stability of the flow. More specifically, shear thinning has a destabilizing effect on the H mode, i.e.
when the instability is cause by the amplification of surface waves due to inertial effects. At low levels
of inertia when the onset of instability is due entirely to the Marangoni effect, i.e. the S mode, shear
thinning plays a stabilizing role by lowering the level of inertia required to prevent the Marangoni
stresses from generating flow along the surface. Shear thickening, on the other hand, has the directly
opposite effect: it stabilizes the H mode and destabilizes the S mode. We have also discovered that
there are levels of thermocapillarity strong enough to destabilize a Newtonian flow for any Reynolds
number, but are insufficient to have the same impact on a non-Newtonian fluid, shear thinning or
shear thickening. For these fluids one can construct stable uniform flows, with inertia being large
enough to prevent the S mode, but not enough so to trigger the H mode.

Regarding the effect of temperature variation in the consistency of the fluid, we found that it
destabilizes both modes. Another interesting conclusion pertains to the correlation with the effect of
heat transfer from the liquid to the ambient gas. In the idealized case of a perfectly insulated free
surface, its equilibrium temperature is uniform even if undulations are generated by perturbations.
In this case the Marangoni effect is decoupled from the amplification of surface undulations related
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to inertial effects. As heat is allowed to start flowing across the surface the contribution to the
amplification of surface undulations made by thermocapillarity becomes more and more significant
and the flow is destabilized. But if the rheological nature of the fluid is affected by temperature the
destabilization effect is reversed; increasing the heat transfer from the liquid results in a temperature
distribution for which the destabilizing inertial effects themselves are weakened.

Lastly, nonlinear effects were also investigated based on a first-order IBL model. The agreement
between theory and numerical simulations was reasonable and to be expected for a first-order model.
The simulations reveal the formation of a permanent series of large amplitude waves for unstable
configurations.
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