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A B S T R A C T 

Objective: The objective of the article is to test the bidirectional association of institutions and entrepreneur-

ship in 19 OECD countries over the period of 2014-2016. 

Research Design & Methods: Most of the previous studies emphasise the role of institutions in entrepreneur-

ial activity, while ignoring the role of entrepreneurship in the building of institutions. We estimate how insti-

tutions and entrepreneurship relate to each other and contribute to economic growth. For the estimation, we 

apply the structural equation modelling (SEM) with panel data. 

Findings: Estimated results show that the regulatory dimension of institutions and entrepreneurship have a 

strong bidirectional relationship – as we expected – while the normative dimension of institutions and entre-

preneurship have a unidirectional association. These two interrelated factors stimulate economic growth. 

Implications & Recommendations: Policymakers should create a more friendly regulatory environment for 

entrepreneurship to flourish. In this process, institutional entrepreneurs also play an important role. 

Contribution & Value Added: There is a need for research on the bilateral relationship between institutions and 

entrepreneurship. Most previous articles consider the effect that is transmitted from institutions to entrepre-

neurship. However, there exists a two-way causal relationship between institutions and entrepreneurship that is 

worth exploring. In this regard, the greatest contribution of this article is that it is one of the first empirical works 

devoted to testing the two-way causal relationship between institutions and entrepreneurship. 
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INTRODUCTION 

The study of the new institutional theory dates back to the 1970s (Scott, 2008) and has spawned a big 

audience of scientists who continue to contribute to its development. Since the theory’s beginnings, nu-

merous articles have been presented to explain the part of institutions in society. North (1990) offers the 

following definition of institutions: “[i]nstitutions are the rules of the game in a society or, more formally, 

are the humanly devised constraints that shape human interaction.” Simply put, institutions are the rules 

and norms that we, as people, follow in our daily lives (Sautet, 2005). However, the study of the institu-

tional theory has paid very little attention to entrepreneurship, and the association between these two 

interrelated components of economic development remains implicit (Sine & David, 2010). 

This fact raises two interrelated questions on the relationship between institutions and entrepre-

neurship (Sine & David, 2010; Tolbert, Davide, & Sine, 2011): 

RQ1: How do institutions influence entrepreneurial activity? 

RQ2: How does entrepreneurship impact the existing institutional environment? 
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We should note that the impact of institutional quality on entrepreneurial activity (Bosma, Content, 

Sanders, & Stam, 2018) and the impact of entrepreneurial activity on existing institutions – if any – 

have been studied in isolation, at least empirically. 

The matter of institutions in economic growth has gained much consideration from scholars, both 

hypothetically and empirically. Acemoglu, Johnson, and Robinson (2005) state that institutions are the 

fundamental causes of economic growth, and only these fundamental causes can explain why a few 

nations are wealthier and develop quicker than others. A similar idea was proposed regarding entre-

preneurship. According to Sautet (2005), the abundance and absence of entrepreneurship are not the 

main reasons for development and developmental lag, respectively. Baumol (1990) suggests that it is 

not the offer of entrepreneurship but the rules that undergo significant changes. Considering entre-

preneurship is never scarce, why has it developed much more in some countries than in others? As 

institutions matter for economic growth, they are also important for entrepreneurial activity. Institu-

tions create incentives for key economic actors (Acemoglu et al., 2005). As one of the key actors in 

society, entrepreneurs are also motivated by supportive institutions. Differences in institutional quality 

offer distinct incentives to engage in various entrepreneurial activities. Since entrepreneurship is the 

creation and discovery of new and differentiated products (Sine & David, 2010; Sautet, 2005), institu-

tions determine under what conditions entrepreneurs can use available resources to conduct business 

(Bosma et al., 2018). Changes to this set of rules lead to the emergence of productive, unproductive, 

or destructive entrepreneurial activity (Baumol, 1990). 

The relationship between the institutional theory and entrepreneurship remains unclear and lack-

ing in relevant research, with few researchers investigating this theoretical relationship (Hwang & 

Powel, 2005; Sine & David, 2010). Some recent studies develop a theoretical approach to examine two-

way causal relationships between institutions and entrepreneurship, showing how institutions support 

entrepreneurial activity and how institutional entrepreneurs change and build new supportive institu-

tions. To study the impact of institutions on entrepreneurship, three dimensions of institutions are 

used: regulative, normative, and cultural-cognitive (Scott, 2008). Most empirical studies use simple 

least squares regression methods to test the correlation between institutions and entrepreneurship 

and the impact of these two factors on economic growth (Bjornskov & Foss, 2013; Bosma et al., 2018; 

Stam & Van Stel, 2011; Urbano & Aparicio, 2016). However, not many scholars have used the structural 

equation modelling (SEM) approach. One exception is Castano-Martinez et al. (2015), who use the SEM 

method to estimate the effect of different policy remedies on entrepreneurial activity to advance 

growth. However, they limit their study to 13 European countries for 2012.  

This article empirically examines the causal associations of institutions and entrepreneurship in 

19 OECD (Organization for Economic Co-operation and Development) countries over the 2014-2016 

period. To our best knowledge, a limited amount of experiential work has highlighted the impact 

of entrepreneurship on institutions or causal relationships between them. Recently, Samadi (2019) 

has studied the causality of institutions and entrepreneurship by applying the Granger causality 

test. However, most previous empirical studies that test the link between institutions and entre-

preneurship focused on the impact transmitted from institutions to entrepreneurship. Neverthe-

less, the emergence of new players and institutional entrepreneurs, such as large firms and profes-

sional associations, modify existing institutions or build new ones (Greenwood, Suddaby, & Hinings, 

2002). In this regard, ours is one of the first empirical studies to examine the impact of entrepre-

neurship on institutions. 

For our test, we apply the structural equation modelling (SEM) method to find an interrelated 

association between the institutional environment and entrepreneurial activity in OECD countries. 

Countries gathered in the OECD have more developed institutions and are considered the best 

places for entrepreneurship compared to other countries. Moreover, the OECD provides an envi-

ronment in which countries around the world can compare policy experiences and find answers for 

common socioeconomic problems (usoecd.usmission.gov). Testing our hypothesis in OECD coun-

tries provides a good example for other countries. All the above motivated us to conduct research 

on the example of OECD countries. 
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Section two summarises the theoretical background and literature review on this topic, along 

with the proposed hypotheses. Section three presents our data and models. Section four outlines 

the estimation results and discussions, and section five provides concluding remarks. 

LITERATURE REVIEW AND HYPOTHESES DEVELOPMENT 

Over the past few decades, institutions—as a set of rules—have gained increasingly more attention 

from scholars. Distinguished scholars of new institutional economics such as Coase (1998), North 

(1990), Williamson (2000), and Acemoglu et al. (2005) note the importance of institutions in economic 

development. Menard and Shirley (2011) mention that there are two prominent schools of thought in 

the study of modern institutional economics: one of Coase and Williamson, which focuses on property 

rights and contracts, and the other of North, which emphasises the role of the state and institutional 

environment. Coase (1937) notes that low transaction costs and clearly defined property rights help 

overcome the problem of externalities. North (1990) argues that institutions as a set of rules play a key 

part in maintaining order and security in society. He develops a framework for institutional change and 

applies it to the problems of economic development (North, 1992). According to Williamson (1985), 

institutions with low transaction costs coordinate the relationship between individuals and groups 

(Herath, 2005). Considering their role as fundamental causes of economic growth and development, 

only institutions may explain the differences in income distribution and influence the structure of eco-

nomic incentives for individuals to save, invest, and innovate (Acemoglu et al., 2005). 

From institutions to entrepreneurship 

Most previous studies in institutional economics largely ignore the role of institutions in entrepreneur-

ship (Sine & David, 2010). However, recently, voluminous studies have focused on examining the effect 

of institutional environment on entrepreneurship (Angulo-Guerrero, Perez-Moreno, & Abad-Guerrero, 

2017; Aparicio, Urbano, & Audretsch, 2016; Castano-Martinez, Mendez-Picazo, & Galindo-Martin, 

2015; Williams & Vorley, 2015; Muralidharan & Pathak, 2016; Fuentelsaz, Gonzalez, & Maicas, 2018). 

As mentioned above, this approach creates an unclear relationship between institutions and entrepre-

neurship and requires uncovering how institutional environment can influence entrepreneurial activ-

ity. Baumol (1990) proposes that institutions might influence the allocation of entrepreneurship but 

not its supply. Hwang and Powell (2005) study the part of institutions in the advancement of entrepre-

neurship and argue that changes in the institutional environment create great opportunities for entre-

preneurs. Cultural-cognitive, normative, and regulative dimensions of institutional environments 

(Scott, 2008) relate to entrepreneurship and shape the entrepreneurial process, creating certain op-

portunities and obstacles for entrepreneurs (Sine & David, 2010; Tolbert et al., 2011). Institutions cre-

ate entrepreneurial choices via the following steps: a) founding new organizations by providing indi-

viduals with new opportunities to enter market activities; b) introducing decision-making processes on 

how to design new organizations; and c) managing external relations with partners (Tolbert et al., 

2011). In general, institutions give the right guidance to the entrepreneurs and, most importantly, re-

duce the uncertainty in their social interactions (Sautet, 2005). 

Although it is difficult to measure and choose the correct proxies of institutional environment, sev-

eral empirical works have been conducted to examine their effect on entrepreneurship. Bosma et al. 

(2018) study the impact of regulatory, cognitive, and normative measures of institutions on different 

indicators of entrepreneurship and, in turn, summarise several previously relevant empirical articles 

that investigate the association of various indicators of institutional dimensions and entrepreneurship. 

Nissan, Galindo and Picazo (2012) and De Clercq, Danis, and Dakhli (2010) examine the influence of 

the normative dimension of institutions on entrepreneurial activity. Meanwhile, Van Stel, Storey, and 

Thurik (2007), Bjornskov and Foss (2008), and De Clercq et al. (2010) test the impact of the regulatory 

dimension of institutions on entrepreneurship. Castano-Martinez et al. (2015) find that the role of the 

regulative and cognitive dimensions of institutions is significant in explaining entrepreneurship. 
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The normative dimension emphasises a deeper moral base for legitimacy and includes norms and 

values (Scott, 2008). Norms and values indicate what is “good” or “appropriate” to evaluate entrepre-

neurial activity (Sine & David, 2010). According to Castano-Martinez et al. (2015), socially recognised 

entrepreneurial achievements play a part in the development of new entrepreneurs. The more we 

value entrepreneurship, the more entrepreneurs appear in the economy. Considering the normative 

institutional environment, De Clercq et al. (2010) develop five questions for an expert questionnaire 

to determine whether entrepreneurship is a good career choice. Based on these discussions, we pro-

pose our first hypothesis: 

H1: The high value of entrepreneurship has a positive impact on entrepreneurial activity. 

The regulative measure of institutions includes rules, laws, and sanctions (Scott, 2008). Supportive 

regulatory regimes give impetus to entrepreneurship, while hostile regulations suppress its development 

(Sine, David, & Mitsuhashi, 2007; Sine & David, 2010). Numerous studies have analysed the impact of 

regulatory regimes on entrepreneurial activity (Van Stel et al., 2007; Bjornskov & Foss, 2008; De Clercq 

et al., 2010; Bosma et al., 2018). Bjornskov and Foss (2008) use indicators of the Economic Freedom Index 

to examine the effect of the regulatory environment of institutions on entrepreneurship. 

Moreover, regulatory regimes are important in explaining economic growth. As noted above, 

recent studies in institutional economics consider the regulatory environment of institutions as 

fundamental causes of economic growth and development, and only regulatory regimes can explain 

why some countries are wealthier and grow faster than other countries (Acemoglu et al., 2005). 

According to them, this is due to the incentive-creating nature of economic and political institu-

tions. However, this only happens under the high quality of economic institutions. This leads to our 

next hypothesis:  

H2: An economically free society has a positive impact on the prosperity of entrepreneurial ac-

tivity and economic growth. 

Entrepreneurship has been emphasised as one of the primary factors of economic progress. Its role 

in economic prosperity is explained through its innovative effect on economic performance. The en-

trepreneurship theory argues that, as a channel of knowledge spillover, it provides the most important 

apparatus to economic prosperity (Audretsch, Keilbach, & Lehmann, 2006). The proponent of the en-

trepreneurship theory, Joseph Schumpeter (1934), considers the importance of entrepreneurship due 

to its innovative nature in the process of economic progress. Bosma et al. (2018) provide a summary 

of recent empirical studies on the effect of entrepreneurship on economic growth. Braunerhjelm, Acs, 

Audretsch, and Carlsson (2010) and Castano-Martinez et al. (2015) find positive entrepreneurship-

growth correlations by applying Romer’s production function and the structural equation model, re-

spectively. Consequently, we set forth the following hypothesis: 

H3: Entrepreneurship has a positive impact on economic prosperity. 

We also include human capital as a control variable to account for alternative explanations of 

entrepreneurial activity and economic growth. Endogenous growth theory argues that human cap-

ital is a central component of long-run economic growth. However, achieving long-run economic 

prosperity requires large investments in human capital, innovation, and knowledge. A pioneer of 

the endogenous growth theory, Romer (1990) argues that the supply of human capital determines 

long-term growth by increasing the knowledge of the population. Human capital is an important 

source of innovation due to spillover effects. According to Acs, Braunerhjelm, Audretsch, and Carls-

son (2009), the spillover effect of knowledge is important for creating a set of technological oppor-

tunities. They argue that knowledge spillovers stimulate entrepreneurial activity and is a vital 

source of economic growth.  

Moreover, the importance of human capital for economic prosperity – as a source of innovation – 

leads to investment in human capital. Moog (2002) and Cassar (2006) argue that human capital invest-

ment has a significant impact on the growth of start-ups, finding that start-ups with highly educated 

founders are much more successful compared to those with less-educated founders. Differences in 
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experiences, knowledge, and skills of individuals explain the speed at which they explore and use en-

trepreneurial openings (Shane & Venkataraman, 2000). Better education helps transform entrepre-

neurial opportunities into a real business and makes entrepreneurship flourish (Reynold, Hay, & Camp, 

1999). This leads to our next hypothesis: 

H4: Human capital has a positive impact on entrepreneurship and growth. 

From entrepreneurship to institutions 

Thus far, institutional and entrepreneurial research – mostly empirical – has drawn attention to the 

one-way association of institutions and entrepreneurial activity, in which institutions explain entrepre-

neurial activity in the economy. However, recent studies on institutions and entrepreneurship are in-

creasingly drawing attention to entrepreneurs as reformers of existing institutional environments (Sine 

& David, 2010; Kuchar, 2016; Fuentelsaz, Gonzalez, Maicas, & Montero, 2015). Actors that modify cur-

rent institutions and build new ones are called “institutional entrepreneurs” (Beckert, 1999; Maguire, 

Hardy, & Lawrence, 2004; Greenwood et al., 2002). According to Sine and David (2010), entrepreneurs 

change or modify existing institutions through theorizing, integrating, and exteriorizing activities. The-

orization concerns constructing a new set of problems and solutions; integration is the addition of new 

practices and ideas to existing institutional orders; and exteriorizing refers to experiencing a new set 

of ideas as a natural part of the environment (Sine & David, 2010). Hwang and Powell (2005) study 

how new experiences and structures become institutionalised. 

There are several examples of how professionals – as key institutional entrepreneurs – modify ex-

isting institutions. Back in the sixteenth and seventeenth centuries, the rise of the Atlantic trade stead-

ily empowered the de facto role of merchants in England by constraining the power of the king. This 

helped merchants alter existing institutions to strengthen their property rights (Acemoglu et al., 2005). 

The role of influential chefs, who gave birth to French gastronomy in the nineteenth century, is another 

example of how professionals performed a key part within the rise of new institutions (Ferguson, 2004; 

Hwang & Powell, 2005). These discussions lead us to develop our next hypotheses: 

H5: A society with developed entrepreneurial activity has a positive impact on the status of 

entrepreneurs. 

H6: Entrepreneurship has a positive influence on the improvement of economic freedom. 

RESEARCH METHODOLOGY 

Model specifications 

In this study, we apply structural equation modelling (SEM) to examine our hypotheses. The SEM 

method is a combination of factor analysis and regression, which enables users to find causal associa-

tions of latent variables. The strength of SEM is that it allows us to simultaneously test measurement 

and structural models and provide direct and indirect effects (Bullock, Harlow, & Mulaik, 1994). Fur-

thermore, the SEM method enables theory testing and development and provides an assessment of 

the relativity of hypotheses to the concerned theory (Bullock et al., 1994; Barclay, Higgins, & Thomp-

son, 1995). This process is conducted by examining the consistency of measures and evaluating the 

associations between given latent variables (Barclay et al., 1995). Besides, when researchers use the 

SEM, they can find an answer to a number of interconnected research questions in several types of 

analyses by modelling the relationship between several constructs simultaneously. 

The SEM comprises of measurement (or outer) and structural (or inner) models. The structural 

model part relates all exogenous and endogenous latent or unobserved variables to one another. As 

shown in Figure 1, the structural model part of our general model has both recursive models (one-way 

causality) and non-recursive models (two-way causality).  
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Figure 1. The Structural Equation Model 

Source: own elaboration. 

For our example, the matrix representation of the structural model is given below: 
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The measurement model links observed variables to latent variables. There are two different types 

of measurement models: a) formative, in which observed variables cause latent variables, and b) re-

flective, in which observed variables reflect latent variables. In this study, our measurement models 

are reflective (Figure 1). The matrix form of the model is shown below: 
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We use the partial least squares (PLS) regression approach. Currently, PLS regression is often 

used in various research fields to estimate structural equation models. In this regard, PLS has a spe-

cific advantage over ML and GLS estimation. First, unlike in ML or GLS estimation, multivariate nor-

mality assumption can be relaxed in PLS (Barclay et al., 1995). Second, experience shows that PLS 

regression is the right estimation method of complex causal models built on small-size data and 

many observable and latent variables (Barclay et al., 1995; Henseler, Ringle, & Sinkovics, 2009; 

Tenenhaus, 2008). Third, the SEM method has simple systematic convergence, which allows users 

to apply it easily (Tenenhaus, 2008). Finally, PLS regression is an appropriate method of estimation 

for both formative and reflective models (Henseler et al., 2009). 

Data 

We restrict our analysis to 19 member countries of the OECD for 2014-2016, as data are not available 

for all member countries (Australia, Chile, Estonia, Finland, Germany, Greece, Hungary, Ireland, Italy, 

Luxembourg, Netherlands, Poland, Portugal, Slovakia, Slovenia, Spain, Sweden, Switzerland, the 

United Kingdom). For the estimation purposes, the data are taken from different open sources, includ-

ing the World Bank open data, the United Nations Human Development Data (UNDP HDR), the Fraser 
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Institute’s Economic Freedom data, and GEM (Global Entrepreneurship Monitor). We include the nor-

mative and regulative dimensions of institutions in our analysis to check the effect of institutions on 

entrepreneurial activity and vice versa. 

As a normative dimension of institutions, we take entrepreneurial value data from the GEM. 

Data on economic freedom as the measure of the regulatory measure of institutions are derived 

from the Fraser Institute Economic Freedom data. Indicators of entrepreneurship are also taken 

from the GEM. Table 1 below provides a complete overview of our latent and observed variables 

with definitions and sources of data. 

The GEM collects primary entrepreneurship data based on large-scale Adult Population Surveys of 

individuals aged 18-64 in each GEM economy and provides a complete set of entrepreneurship indica-

tors (Bosma & Kelley, 2019). Thus, the GEM is considered a unique source of data for entrepreneurship 

researchers. 

Table 1. Constructs, measures, and sources of data 

Latent variables Observed variables and definitions Source 

Entrepreneurial 

Value (EnV)  

High status of successful entrepreneurs’ rate ( �) – the ratio of population 

aged 18-64 who admit that prosperous entrepreneurs achieve high posi-

tions. 

GEM 

Entrepreneurship as a good career choice rate ( �) – the ratio of popula-

tion aged 18-64 who admit that doing a business is a good choice of job. 

Economic 

Freedom 

(EcF) 

Legal quality ( �) – the quality of protection of people and their legally 

acquired property 

Fraser Institute 

Economic Free-

dom project Regulatory efficiency ( �) – the efficiency of credit, labor market regula-

tions, and business regulations 

Human 

Capital (HC) 

Log of mean years of schooling ( �). UNDP HDR 

Log of population with at least some secondary education (% of people 

aged 25 and older) ( �). 

Entrepreneurship 

(ENT) 

Entrepreneurial employee activity rate ( �) – the degree of employee in-

volvement in entrepreneurship. 

GEM 

Motivation index ( �) – the ratio of people in TEA who are interested in 

improving opportunities. 

Growth (GR) Log of GDP per capita (PPP) ( (). World Bank 

Log of employment to population ratio (percentage of people aged 15 or 

older) ( �"). 

UNDP HDR 

Source: own study. 

RESULTS AND DISCUSSIONS 

From institutions to entrepreneurship 

The proper evaluation of interrelated measurement and structural models leads to the correct con-

clusion about the hypothesised relationship between latent variables. The interpretation of PLS-

based SEM results was conducted through the evaluation of the robustness of the outer model, 

followed by the evaluation of the inner model (Fornell & Lacker, 1981; Barclay et al., 1995). Although 

PLS has less extensive statistics (Gefen, Straub, & Boudreau, 2000), specific conclusions could have 

been drawn from the results. The additional statistics of Cronbach’s alpha, average variance ex-

tracted (AVE), composite reliability, and individual item consistency assessed the robustness of con-

structs’ measures in the PLS regression. 

As the first step in analysing the PLS structural equation model is to evaluate the measurement 

model, we began by assessing the consistency of the measurements before inferring the association 

between constructs. In this regard, we first examined individual item consistency by studying the load-

ings of the observed variables. Scholars suggest 0.7 as the minimum acceptable threshold for individual 

item reliability (Barclay et al., 1995; Carmines & Zeller, 1979). In our example, the second variable ( �) 

of entrepreneurial value was far from the suggested minimum threshold and seemed an unreliable 
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measure of entrepreneurial value (Table 2). Three potential reasons for the low loadings were as fol-

lows. First, measures are simply unreliable; the second reason refers to methods effect, while the third 

lies in the multidimensionality of constructs (Barclay et al., 1995). Not knowing the exact reason for 

this low loading, we decided to drop item  � from entrepreneurial value. Moreover, since our hypoth-

esised model was a reflective measurement model, individual items would be interchangeable, and 

any single item can generally be removed without changing the meaning of the construct (Jarvis, Mac-

kenzie, & Podsakoff, 2003). According to previous studies, the use of a single item can be successful in 

many circumstances when applying SEM modelling (Petrescu, 2013). 

Table 2. Loadings and cross-loadings of measures (the hypothesised model) 

Variables EnV EcF HC ENT GR  � 0.891 0.402 0.408 0.355 0.384  � -0.708 -0.306 -0.507 -0.228 -0.318  � 0.502 0.925 0.382 0.782 0.824  � 0.307 0.911 0.558 0.696 0.787  � 0.548 0.557 0.957 0.530 0.645  � 0.477 0.385 0.932 0.440 0.509  � 0.297 0.773 0.531 0.909 0.831  � 0.366 0.616 0.350 0.831 0.608  ( 0.472 0.738 0.440 0.621 0.808  �" 0.256 0.709 0.573 0.758 0.838 

Source: own study. 

As a gauge of the internal consistency of the measurements, we used Cronbach’s alpha and com-

posite reliability statistics. These are the most widely used measures of reliability. The minimum 

threshold of Cronbach’s alpha for internal consistency is 0.6 for exploratory research (Nunnally, 1967) 

and 0.7 for confirmatory research (Nunnally, 1978; Nunnally & Bernstein, 1994). However, most recent 

studies accept 0.7 as an appropriate lower threshold to evaluate reliability (Cortina, 1993). In the case 

of composite reliability without an exact criterion, 0.7 is often considered the minimum reliability 

threshold (Segars, 1997). In our example, our first construct – entrepreneurial value – had inconsist-

encies regarding these two measures. We were able to improve composite reliability by dropping an 

unreliable measure. This confirmed our decision for removing the second item ( �) of entrepreneurial 

value in the ensuing analysis. Furthermore, the removal of  � increased the composite reliability, 

Cronbach’s alpha, and AVE of the respective measurement model. However, the value of Cronbach’s 

alpha is positively correlated with the number of measures, meaning an increment within the number 

of items leads to an increment in Cronbach’s alpha (Hair, Black, Babin, & Anderson, 2010). Thus, the 

Cronbach’s alpha of growth construct fell below the suggested minimum threshold of 0.7, but its com-

posite reliability was well above the benchmark level of 0.7. The other three remaining constructs had 

a satisfactory degree of consistency (Table 3). 

Table 3. Construct reliability and validity (the hypothesised model) 

Variables AVE Composite reliability Cronbach's α 
Correlation of Constructs* 

EnV EcF HC ENT GR 

EnV 0.647 0.123 -0.898 0.805     

EcF 0.843 0.915 0.814 0.445 0.918    

HC 0.892 0.943 0.881 0.545 0.508 0.945   

ENT 0.758 0.862 0.687 0.373 0.806 0.518 0.871  

GR 0.677 0.808 0.524 0.437 0.878 0.618 0.840 0.823 

* Diagonal elements in the “correlation of constructs” matrix are the square roots of average variance extracted (AVE). 

Source: own study. 

The AVE assesses the convergent validity of the measurement models (Gefen et al., 2000; Hair et 

al., 2010). An AVE value of less than 0.5 casts doubt on the validity of individual measures (Fornell & 
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Larcker, 1981). This validity test results showed measurements with a satisfactory degree of conver-

gent validity. Table 3 above demonstrates the reliability and validity statistics. 

The next statistics of consistency was discriminant validity. There are several criteria for as-

sessing the discriminant validity of PLS-based SEM. One is cross-loadings of items, while another 

involves the Fornell and Larcker criterion. According to cross-loadings of indicator criteria, indicators 

should have more loadings on the assigned constructs than on other constructs. All given variables 

satisfied this criterion (Table 2). Based on the second criterion of discriminant validity assessment – 

the Fornell and Larcker criterion – the square root of the AVE of a certain construct should be greater 

compared to correlation with other constructs (Barclay et al., 1995; Gefen et al., 2000; Hair et al., 

2010). Thus, when the square root of AVE is greater than the off-diagonal elements, discriminant 

validity of our sample would be appropriate. In our sample, there was some controversy in the case 

of economic freedom-growth and entrepreneurship-growth constructs. However, in both cases, the 

bias was very small: 0.055 and 0.017, respectively (Table 3). In general, this assessment further sup-

ported the discriminant validity of measurement models. 

Once the consistency of the measurement models was ensured, we evaluated the structural 

model. For this, PLS provides a bootstrapping method to obtain the necessary statistics. Based on these 

statistics, we evaluated the hypothesised associations the constructs. 

 

 

Figure 2. PLS algorithm results (final model) *** p < 0.01; ** p < 0.05. 

Source: own elaboration. 

Accordingly, Table 4 below presents the outcomes of bootstrapping, which shows the results of our 

analysis. Based on the given statistics, Hypothesis H1 was not supported due to an insignificant path 

coefficient (��= 0.002) at the 5% significance level. Thus, it seems that the value of entrepreneurship is 

not the driving force behind entrepreneurship for this group of countries. This finding does not support 

the findings of previous studies in which the normative dimension of institutions was an important driver 

of entrepreneurship (Stephan & Uhlaner, 2010; Danis, De Clercq, & Petricevic, 2011; Bosma et al., 2018). 

Hypothesis H2 was confirmed with significant and positive path coefficients (��=0.732 and ��=0.525) at an appropriate significance level. This proves the idea that improvements in economic 

freedom promote entrepreneurial activity and lead to the economic prosperity of society. Conse-

quently, these results are in line with the findings of De Clercq et al. (2010), Castano-Martinez et al. 

(2015), and Bosma et al., (2018). Moreover, the finding of a relationship between economic freedom 

and growth is consistent with the findings of Brkich (2020), who finds that improved economic freedom 

leads to economic growth in European countries. 

Similarly, we examined whether Hypothesis H3 is significant. Obtained path coefficients verified 

that Hypothesis 3 had the same significance level (��= 0.321). This confirms that entrepreneurial ac-
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tivity positively affects economic prosperity. Furthermore, this finding confirms the hypotheses of pre-

vious studies that entrepreneurship positively impacts growth (Castano-Martinez et al., 2015; Aparicio 

et al., 2016 and Bosma et al., 2018). 

Table 4. Path coefficients of the SEM approach (final model) 

Relations Original Sample (O) Sample Mean (M) Standard Deviation (STDEV) t-statistics 

EnV -> ENT 0.002 0.002 0.090 0.022 

EcF -> ENT 0.732*** 0.741 0.059 12.309 

EcF -> GR 0.525*** 0.526 0.089 5.916 

HC -> ENT 0.145** 0.139 0.072 2.006 

HC -> GR 0.185*** 0.187 0.057 3.249 

ENT -> GR 0.321*** 0.319 0.102 3.161 

*** p < 0.01; ** p < 0.05; R2 for ENT = 0.666; R2 for GR = 0.845. 

Source: own study. 

Table 5. Direct, indirect, and total effects between constructs (final model) 

Relations Direct Effect Indirect Effect Total Effect* 

EnV -> ENT 0.002  0.002 

EnV -> GR  -0.016  

EcF -> ENT 0.732 
 

0.732 

EcF -> GR 0.525 0.235 0.760 

HC -> ENT 0.145  0.145 

HC -> GR 0.185 0.047 0.232 

ENT -> GR 0.321  0.321 

* Total effect = Direct Effect + Indirect Effect  

Source: own study. 

Moreover, our statistics proved Hypothesis H4. Obtained path coefficients (��= 0.145 and ��= 

0.185) with significant t values verified positive and significant relations of human capital and entre-

preneurship with economic growth. This means that the economies with highly developed human cap-

ital contribute to the development of entrepreneurship. This is further corroborated by the results of 

Moog (2002), Kassar (2006), and many others, who state that skilled and educated people are more 

successful in entrepreneurial activities. Moreover, countries with higher investment in human capital 

achieve higher levels of economic growth. This finding supports and agrees with those of Pelinescu 

(2015), who finds that innovative and skilled human capital drive economic growth. 

The R-squared value as a percentage measure of variance explains percentage variance in the 

endogenous latent variables due to exogenous variables. The values of �� indicate that a 67% 

change in entrepreneurship and an 85% change in economic growth is explained by our model, 

which is very significant. 

Moreover, PLS regression generates indirect and total effects of developed constructs (Table 

5). In the case of economic freedom and human capital, their total effect on entrepreneurship is 

equal to their direct effect (path coefficients) as no indirect effect is predicted. Similarly, entrepre-

neurship too has only a direct effect on growth equal to its total effect. However, economic free-

dom and human capital have both direct and indirect effects on economic growth, while their sum 

is equal to their total effect on growth. 

From entrepreneurship to institutions 

As PLS regression cannot estimate reciprocal (two-way) causation in a single test, we separately 

estimate the other causality that moves from entrepreneurship to institutions. As mentioned 

above, the first step in analysing the PLS-based SEM is the assessment of the consistency of the 

measurement model. In this respect, in the case when the impact was transmitted from entrepre-

neurship to institutions, we also first examined the consistency of observable variables by studying 

their loadings with corresponding latent variables. Since we worked with the same measures and 



Institutions and entrepreneurship: Empirical evidence for OECD countries | 129

 

constructs in two cases, the reliability and validity assessment results of the measurement models 

were the same. As discussed in the first part of the discussion, only the second variable ( �) of 

entrepreneurial value seemed invalid because its value exceeded the recommended minimum 

threshold of 0.7. Due to this unreliable indicator, the consistency of the construct of entrepreneur-

ial value did not satisfy the minimum thresholds, which motivated us to abandon the  � item. In 

the following analysis, we generated results without this variable. 

Then, we turned to the analysis of path coefficients. The PLS algorithm resulted from the general 

structural equation model, in which the effect was transferred from entrepreneurship to institutions 

as presented in Figure 3.  

 

 

Figure 3. PLS algorithm results (final model) *** p < 0.01 

Source: own elaboration. 

Thereafter, Table 6 demonstrates the outcomes of bootstrapping. According to available path coef-

ficients, entrepreneurial activity thus appeared statistically significant and positively affecting entrepre-

neurial value in society (��= 0.356). This proves the expectation that a high degree of entrepreneurship 

leads to an improvement in the status of entrepreneurs. This result is consistent with the point of Tolbert 

et al. (2011) and findings of Kuchar (2016) who notice that entrepreneurs as institutional agents affect 

and change institutions. These findings helped us conclude that entrepreneurial value and entrepreneur-

ship have a one-way relationship, not a causal two-way relationship, thus proving hypothesis H6. 

A significant and positive path coefficient (��= 0.804) confirmed our expectation that entrepre-

neurs can also modify existing regulatory environments and serve as a driving force for economic 

freedom. According to the obtained value of the ��, a 65% variance in economic freedom was ex-

plained by the model. Consequently, this result is consistent with the points of Sine and David (2010) 

and the results of Samadi (2019) who declare that entrepreneurs are important in creating a friendly 

regulatory environment. 

Table 6. Path coefficients of the SEM approach (final model) 

Relations Original Sample (O) Sample Mean (M) Standard Deviation (STDEV) t-statistics 

ENT -> EnV 0.356*** 0.352 0.094 3.800 

ENT -> EcF 0.804*** 0.811 0.034 23.347 

*** p < 0.01; R2 for EnV=0.127; R2 for EcF=0.647. 

Source: own study. 

In this case, when the effect is transmitted from entrepreneurship to institutions, total effects be-

tween constructs equal direct effects (path coefficients) as no indirect effect is predicted. 

CONCLUSIONS 

This article sheds light on the study of bidirectional causation between institutions and entrepreneur-

ship. Following our six hypotheses, we tested the link between the two chosen institutional dimensions 
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and entrepreneurship and, simultaneously, the impact of the regulatory environment, entrepreneur-

ship, and human capital on economic growth. To empirically test our hypotheses, we chose 19 OECD 

countries and used a PLS-based structural equation model. 

Our empirical results did not prove the hypothesised bidirectional causation between the normative 

dimension of institutions and entrepreneurship. In our sample, an entrepreneurial value that is a proxy 

of the normative dimension of institutions has a unidirectional association with entrepreneurship. Thus, 

a society with developed entrepreneurial activities has a positive effect on the status of entrepreneurs, 

not vice versa. However, as we expected, the regulatory dimension of institutions and entrepreneurship 

have a significant bidirectional relationship. The quality of the regulatory environment is highly likely to 

promote both entrepreneurial activity and economic prosperity. Improvements in the quality of the reg-

ulatory environment – such as regulatory efficiency and the rule of law – stimulate entrepreneurship and 

fuel economic growth. In turn, entrepreneurship also affects the regulatory dimension of institutions. As 

professionals, entrepreneurs can modify the existing regulatory environment and serve as institutional 

entrepreneurs. The next important finding is that entrepreneurship proved to be a major driver of eco-

nomic growth due to its innovative nature. Entrepreneurial societies achieve economic prosperity thanks 

to their innovative and productive entrepreneurs. Finally, in agreement with previous studies, we also 

explored that human capital as an important source of innovation creates long-term economic growth. 

The innovative nature of human capital requires investments. Thus, improving the quality of human cap-

ital contributes to the prosperity of entrepreneurship. 

As we mentioned above, the greatest contribution of this article is that it is one of the first empirical 

works devoted to studying bidirectional causality between institutions and entrepreneurship. How-

ever, we would not say that we have covered all parts of the research into relations between institu-

tions and entrepreneurship. Instead, our study proposes a new empirical approach to the study of 

these mutual relations. Given the economic implications of this study, further in-depth research on the 

correlations of institutions and entrepreneurship is required. 
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