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Abstract—Self-healing as a technique for improving perfor-
mance and yield of millimeter-wave power amplifiers (PAs) against

process variation and transistor mismatch, load impedance mis-

match, and partial and total transistor failure is described and
investigated. A 28-GHz PA is presented with three types of sensors,

two types of actuators, data converters, and a digital algorithm

block that are all integrated on a single chip to show the validity
of the technique. Two algorithms are implemented to either maxi-

mize output power or to minimize dc power for a desired output

power. Measurements from 20 chips show increased RF output
power up to 3 dB or reduced dc power by 50% in backoff with

a 50- load. Self-healing with up to 4-1 voltage standing-wave

ratio load impedance mismatch is verified and linear operation
under nonconstant envelope modulation is shown to improve with

healing. Self-healing after laser cutter induced transistor failure is

verified and increases RF output power by up to 5.4 dB. The ag-
gregate yield of the PA across several representative specifications

is increased from 0% to 80% with self-healing.

Index Terms—Actuators, CMOS integrated circuits (ICs),

digital control, power amplifiers (PAs), power generation, sensors,
thermal sensors.

I. INTRODUCTION

C ONTINUAL advances in integrated circuit (IC) fabrica-

tion have opened up numerous new applications and de-

sign possibilities for millimeter-wave (mm-wave) systems that

previously were not possible and/or not economically feasible

[1]–[4]. In addition, improvements in power generation in sil-

icon processes have made silicon power amplifiers (PAs) vi-

able [5]–[10]. Making the PAs in a silicon process allows for

greater integration with the rest of the transceiver and reduces

the cost. These advances also come with new challenges be-

cause with every reduction in minimum feature size, as the in-

dustry moves to smaller and smaller process nodes, variation
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Fig. 1. Block diagram of a generic mm-wave self-healing system.

between ICs, as well as between transistors within a single IC,

continues to increase [11]–[13]. This is compounded by the fact

that the digital processing market is the primary driving force

behind this scaling, leading to foundries optimizing their de-

vice models mainly for digital use. Thus, models that are re-

liable at mm-wave frequencies are often not available early in

the node’s development stage. These transistor variations and

model inaccuracies, as well as other sources of performance

degradation, such as environmental variations, critically impact

high-power mm-wave designs in nanometer-scale CMOS tech-

nologies, and reduce the yields of such designs. Environmental

variations can be caused by many things, but one of the impor-

tant issues for PAs is antenna load impedance mismatch. This

occurs when the environment interacts in the near field of the an-

tenna and changes the load impedance looking into the antenna.

The ability of PAs to function properly under load impedance

mismatch conditions becomes an especially critical issue when

they are being used in a phased array [1], [2], [14]–[17]. In a

phased array, the load impedance that needs to be driven by

a PA changes when signal from other nearby elements of the

array is coupled back through the antenna. Due to the fact that a

mm-wave PA is tuned to provide the optimal impedance to the

driving stage, any change in load impedance will be away from

that optimal and will degrade the PA’s performance [18].

Self-healing is a method that can mitigate these issues by

identifying any degradation and modifying the circuit to im-

prove its performance post fabrication with minimum overhead

by incorporating a feedback loop into the system that takes ad-

vantage of the very low cost of digital processing available in

these advanced processes, as shown in Fig. 1 [19]–[22].

In order to adjust the performance of the circuit post fabrica-

tion, actuators must be implemented that contain a sufficient ac-

tuation space to keep the circuit operating as close to optimum

as possible under the expected variations and sources of per-

formance degradation. In order to know how to set those actua-

tors, the important performancemetrics for the mm-wave circuit

must be identified. Also, high-performance low-power reliable

0018-9480/$31.00 © 2013 IEEE
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Fig. 2. Self-healing PA system showing amplifier and self-healing loop including sensors to detect performance, ADCs, an on-chip digital algorithm core, and
actuators to bring amplifier to the optimum state after healing.

sensors must be implemented that can extract that information.

Finally, a digital algorithm needs to be developed that takes in

the sensor data and sets the actuation state, converging on the

optimal state for the specific chip and current environment. An

important aspect of the self-healing method is to integrate the

entire self-healing loop, including data converters and digital

processing, on a single chip because it is essential that the addi-

tional self-healing circuitry introduces minimal degradation of

the RF performance with a low overhead in terms of area, power

consumption, and connectivity to the outside world. Addition-

ally, it is vital that the sensors are designed to be robust against

the very same variations they are trying to detect since any feed-

back system is limited by the accuracy of its sensors, which is

compounded by the fact that all calibration must be done auto-

matically and internally within the chip to maintain viability in

a mass production setting.

This paper describes the design of self-healing for mm-wave

PAs, where on-chip self-healing improves output power, dc

power consumption, and linearity under a broad range of non-

idealities, such as process variations, modeling inaccuracies,

load mismatch, and even partial and total transistor failure.

We demonstrate the practicality of the technique in a 28-GHz

self-healing PA system (Fig. 2). Two types of actuators are

implemented: bias actuators to control the dc operating points

of the amplifying stages, and tunable transmission line stubs

to actuate the output power-combining network. Also incor-

porated into the design are three types of sensors: RF power

sensors to measure the input and output RF power, and dc cur-

rent and junction temperature sensors to measure the dc power

of the amplifier. On-chip data converters interface the actuators

and sensors with the integrated self-healing digital algorithm

core to complete the self-healing loop. The design of the PA

itself is presented in Section II. The design and block-level

measurements of the actuators, sensors, and data converters

are discussed in Sections III–V, respectively, while Section VI

discusses the integrated digital algorithm block. Finally, the

system measurements are shown in Section VII.

II. PA DESIGN

The PA itself is a two-stage 2–1 power-combining class-AB

amplifier, as shown in Fig. 2 [23], [24]. The input dividing net-

work is matched to 50 , and the interstage and combining net-

work are designed to present the optimal impedance to each

stage for maximum power transfer at saturation, when the in-

terstage networks are loaded with the gates of the output stages,

and the output combiner is loaded with 50 . The transistors

of the first stage are designed at half the width as those in the

second stage to ensure that the first stage is capable of satu-

rating the second stage, even when the loss of the interstage

match is considered. Each amplifying stage is a cascode (CG)

stage, and uses 56-nm analog transistors for the common-source

(CS) transistors, and 112-nm-thick gate–oxide transistors for

the CG. This is to increase the breakdown voltage, which en-

ables larger voltage swings at the output of each stage. For the

same output power, having a larger voltage swing will raise the

optimal impedance looking into the power combiner, and thus

lower the impedance transformation from the 50- output load,

which reduces the loss of the combining network. A schematic
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Fig. 3. Schematic of one of the CG amplifying stages with connections to the
associated sensors and actuators.

Fig. 4. Schematic of the output power-combining matching network.

of one of the output stages is shown in Fig. 3, along with the

sensors and actuators that are directly associated with it.

All three matching networks use a two-stub matching tech-

nique, along with tuned ac coupling caps for independent bi-

asing of the inputs and outputs of each network. The schematic

of the output combining matching network is shown in Fig. 4,

including the modeling of the output power sensor (Section III)

and the tunable transmission line stubs (Section IV). Each

matching network in its entirety was simulated using a full

3-D electromagnetic simulator to ensure layout and design

consistency.

An impedance mapping from the output load of 50 to the

optimal impedance of the output stage with typical transistors

of showing each matching element is depicted on

the Smith chart in Fig. 5. Since the output matching network is

tunable, the two inputs to the power combiner were not isolated

from each other, providing savings in area, as well as loss for

the network due to the shorter transmission lines. To design the

matching network, the two output stages were assumed to be

Fig. 5. Mapping impedance transformation throughout the output matching
network.

identical, and thus the impedance seen looking into the T-junc-

tion from either stage toward the load is twice the impedance

seen looking toward the load just after the T-junction [7]. If there

is a mismatch between the two output stages, the self-healing

algorithm will attempt to correct for that by adjusting the dc op-

erating points of the stages or by tuning the output matching

network.

III. ACTUATOR DESIGN AND MEASUREMENTS

In order to ensure that the actuation space encompasses the

expected variation of the optimum state, the expected variation

must be characterized. In this PA, we expect both on chip and

off chip sources of variation. On chip, variations such as doping

fluctuations affect threshold voltage and transconductance, and

fluctuations in parasitic capacitance and inductance change op-

timal load impedance for maximum power transfer. The am-

plifier must also be prepared for off-chip variations, such as

near-field interference with the antenna, which will manifest as

load impedance mismatch from the desired 50 . Two types of

actuators are implemented in this design [25].

A. DC Operating Point Actuators

Process and temperature variations in the PA biasing circuitry

cause the quiescent point of the amplifier to vary significantly.

Almost all the performance metrics of a mm-wave PA are di-

rectly dependent on the bias current including linearity, effi-

ciency, saturated output power, etc. To compensate for these

variations, a dynamic biasing scheme needs to be implemented.

Also, in a typical communication system, the PA operates 10%

of the time near its peak output power, and thus the ability to ad-

just the biasing depending on the output power level can lead to

significant efficiency improvement at lower power levels. In the

present design, bias control was implemented both for the CS as

well as the CG transistors through digital-to-analog converters

(DACs) (Fig. 3), which will be presented in Section V.

B. Tunable Transmission Line Stubs

While controlling the dc operating points of the amplifying

stages can offset much of the process variation, overcoming
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Fig. 6. Tunable transmission line stub capable of shorting out the signal to the
ground at various points along the line.

changes to the reactive parasitics as well as load impedance mis-

match requires a change in the matching networks themselves.

This is a very difficult task, as the power levels going through

the output matching network are very high, and any incurred

loss can have significant impacts on the RF performance of the

circuit. Also, the drain voltage swing on the transistors in the

CG output stage is designed to be on the edge of breakdown for

two stacked transistors, and the impedance match to 50 only

increases the voltage swing on the line near the load. On a 50-

load, a peak power delivery of 16.5 dBm creates a peak-to-peak

voltage swing of more than 6 V so any actuation transistors

must be carefully placed in such a way that they do not expe-

rience breakdown when the PA is supplying maximum power.

Also, because the power levels within the output combiner are

at their highest levels for the entire circuit, any additional atten-

uation to the signal that is caused by the actuators will have the

greatest impact on output power. Finally, under the above two

constraints, the actuators still need to cover a large enough ac-

tuation space to cover the entire region of expected variation in

the circuit, as well as externally.

Tunable transmission line stubs were implemented to provide

the necessary actuation. To tune the stubs, transistor switches

were used to short out the stub at various points to control the

effective length of the stub (Fig. 6). The reason for tuning the

stubs only is that by placing the actuation points on the stub

near its ground, the voltage fluctuation on the signal lines when

the transistors are off is kept within breakdown limits. One con-

cern of using transistors as switches at these frequencies is the

tradeoff between the on resistance and off capacitance. How-

ever, because the transmission line itself is a distributed reactive

element, it can be modeled as a series of inductors and capac-

itors, the capacitance of transistors in their off state can be in-

corporated into the transmission line model, allowing for much

larger transistors to be used, which reduces the on resistance.

Fig. 7. Measurement of a single tunable transmission line stub and its effective
inductance at each state.

The on resistance of the switches is the dominant source of

added loss due to the actuators, whichmeans that keeping it very

low keeps the performance cost of the actuators low. Turning all

of the switches off increases the effective length of the transmis-

sion line to a maximum while turning them all on moves to the

minimum effective length. Since the voltage swing on the line

when all of the switches are off increases the closer it gets to the

stub’s junction with the rest of the matching network, actuation

switches are placed from the shorted side of the stub to about

60% of the way to the junction.

There is another tradeoff between the achievable resolution

of the effective length of the stub and the performance cost of

the actuators, and for the described design, a series of seven ac-

tuation transistors along the line, and thus, eight different ef-

fective stub lengths produces adequate resolution to cover the

actuation space while having minimal impact on the amplifier

output power. An ideal shorted stub transmission line that is less

than 1/4 of a wavelength can be modeled as a parallel inductor

to ground, and thus the actuation of each stub can be looked at

as creating a variable inductor. Measurements were taken on a

breakout cell of one of the tunable stubs, and show a wide range

of tuning from an effective inductance of 25 pH up to 71 pH, as

shown in Fig. 7.

When all three tunable stubs are incorporated into the entire

matching network, they enable two dimensional control of the

network, allowing matching from 50 to an actuation space

around the typical optimal impedance, matching from a variety

of output loads in the case of load impedance mismatch back to

the typical optimal impedance, or more practically, some com-

bination of both. Fig. 8 shows the simulated actuation space of

impedances looking into the combiner due to the tunable trans-

mission line stubs with a 50- output load. Thus, if there are

transistor variations that cause the optimal impedance for the

amplification stages to movewithin that space, the actuators will

be able to provide that impedance to deliver maximum power.

Looking at the inverse case, Fig. 9 is the simulated actuation

space of output load impedances that can still be transformed
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Fig. 8. Actuation space of impedances that can bematched to a load impedance
of 50 .

Fig. 9. Actuation space of load impedances that can be transformed to the typ-
ical optimal impedance of .

back to the optimal impedance of of the output stage

with typical transistors.

IV. SENSOR DESIGN AND MEASUREMENTS

In this section, we will discuss the design, implementation,

and measurement results of individual sensors, which are re-

sponsible for on-chip characterization of the PA [25]. Fig. 2

delineates the placement of the various sensor blocks in order

to measure the critical metrics such as output power, gain, and

power-added efficiency. The RF power sensors, at the input and

output ports, can measure true input and output power in the

presence of load mismatch and have low insertion loss. This

measurement enables us to self-heal for a significant variation of

load mismatch events across the Smith chart, as we will discuss

in detail in the measurement section. In order to measure drain

and power-added efficiency, we propose direct measurement of

the dc current drawn by the PA during operation, while simul-

taneously performing supply voltage regulation with ultra-low

( 30 mV) headroom. This ensures that the efficiency of the PA

is not sacrificed during sensing and regulation. We will also dis-

cuss how parameters such as efficiency and dc power drawn

Fig. 10. RF sensor showing coupled transmission lines with power detectors
at the coupled and isolated ports.

can be measured in the nonelectrical domain such as local tem-

perature change around the PA core during operation. Since

temperature change is directly correlated with dc power dissi-

pated, this allows a low overhead measurement of PA operation.

In totality, there are 12 sensor outputs, which are multiplexed

and digitized by three 8-bit successive-approximation-register

(SAR)-based analog-to-digital converters (ADCs) that are dis-

cussed in Section VI.

The critical performance metrics of the sensors are their dy-

namic range, responsivity, response time, and power consump-

tion. The responsivity along with the resolution of the ADCs

determine the minimum change detectable. The response time

of the sensor is determined by our desired maximum healing

time, which entails an iterative run through all possible actua-

tion states and reading sensor data corresponding to all actuation

states. The response time of the sensors was required to be less

than 1 s to ensure accurate measurements even with the digital

running at 50 MHz. The power consumption of all the sensor

blocks is less than 6% of the nominal power consumption of the

PA.

A. Sensing Input and Output RF Power

The RF sensors, as shown in Fig. 2, are responsible for mea-

surement of true RF power at the input and output. Ordinarily,

a voltage rectifier that measures the RF swing at the output can

serve as a power detector, as long as the load remains constant.

However, in case of load mismatch events, the voltage swing is

not necessarily proportional to the RF power delivered to the

load. In order to facilitate measurement of both forward and

reflected waves that can occur in such cases, two 50- cou-

pled transmission lines are implemented at the input and output

ports, as illustrated in Fig. 10. The coupled and isolated ports

are matched to 50 at the input of two RF power detectors,

as shown in Fig. 10. In case of a load mismatch event, the true

power delivered to the load can be calculated from the power

detected at both the ports. If and are the power de-

tected at the coupled and isolated ports, then power delivered
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Fig. 11. Measured -parameters of the input and output RF sensors showing:
(a) input match, (b) through, (c) coupling, and (d) isolation.

Fig. 12. (a) Power detector schematic showing rectification, low-pass filtering,
and current amplification. (b) Simulated predicted and through power of the RF
power sensor.

to the load, neglecting loss in the transmission line, is given

by , where is the coupling coefficient.

The sensors were designed to be compact with low-insertion

loss by keeping the length of transmission line couplers only

220 m ( at 28 GHz). The coupling coefficients of 18

and 21 dB for the input and output couplers, respectively, en-

sured only a very small fraction of the RF power was sensed

at the input and output ports, so as to not affect output power

and gain. The transmission lines were implemented in the top

2.1- m-thick aluminum layer in a ground tub structure, as illus-

trated in Fig. 10. Fig. 11 shows the measured -parameters of

the input and output sensors. The input match stays below 18 dB

and the isolation is better than 29 dB between 15–35 GHz. The

insertion loss was measured between 0.4–0.5 dB at 28 GHz.

The power detector circuit at the coupled and isolated ports

is demonstrated in Fig. 12. A 4- m-wide input transistor M1

biased at cutoff with a 50- resistor for input match, rectifies

the incoming RF power. The rectified current is amplified in the

current domain, after low-pass filtering and the analog sensor

output is measured across a resistor and subsequently digitized

by the on-chip ADC, as shown in Fig. 12. The RF power sen-

sors are characterized on the full chip by varying the input power

and measuring the response of all the digitized sensor data cor-

responding to the detectors at the input and output couplers.

Fig. 13. Measured analog: (a) output and (b) input sensor response at 28 GHz
over six chips, enumerated from the on-chip ADC data.

The results measured over six dies are shown in Fig. 13. The

input and output sensors show respective mean responsivities

of 54 and 8.3 mV/mW, implying that the LSB of the sensor

outputs correspond to an RF power change of 55 and 360 W,

respectively. Since the analog responsivity is enumerated back

directly from the measured ADC characteristics, the measure-

ment spread include both the RF sensor and ADC variations.

It should be noted that the self-healing PA is not calibrated

against a known RF power source at any point of time. There-

fore, in order to ensure that the healing algorithm converges to

at least the desired absolute output power, the level is set at 1.5

above the mean sensor data corresponding to that desired output

power. This results in the PA correctly self-healing to at least

the desired output power level with 90% confidence. As can be

seen from Fig. 13, the sensor response is monotonic over its

entire range and the spread measured over six chips, which

includes the variation of the data-converter, is 2.2 and 1.1 dB for

the input and output sensors, respectively. The dc power drawn

by the sensor depends on the output power level and can con-

sume a maximum of 1.2 mW.

B. Sensing DC Current Drawn by the PA

One of the operable modes of the self-healing algorithm

seeks to find the optimum actuation state, which reaches the

desired RF output power with maximum possible efficiency.

Measurement of the dc component of the current drawn by the

mm-wave PA during operation is challenging [26]. Mirroring

the PA current through a sense transistor will require mini-

mizing mismatches through careful layout techniques, which,

in turn, would increase interconnect lengths and parasitics,

degrading performance at high frequencies. Additionally, since

the PA may be operating in the large-signal region, the drain

voltages of the mirror transistor will also need to follow that

of the PA at mm-wave frequencies to accurately mirror the

current.

Therefore, two functions of supply regulation and current

sensing are accomplished simultaneously through the dc cur-

rent sensing circuit, as shown in Fig. 14. The current drawn by

the PA passes through the 1-mm-wide transistor , which is

scaled down by a factor of 100 and mirrored through matched

transistor , as shown in Fig. 14. Since any increase in over-

head voltage leads to lower efficiency, and are kept in a

deep triode region with a headroom of 20–30 mV over a 2.12-V

supply. In order to ensure accurate scaling, the source nodes of
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Fig. 14. DC sensor which accomplishes dynamic current sensing of the PA and
supply regulation simultaneously.

Fig. 15. Measured supply regulation over the PA bias actuation range showing
the overhead varying from 10 to 40 mV over a 2.12-V supply.

and are held at equal potential with the operational am-

plifier . The voltage at the PA drain is set to a controllable ref-

erence voltage . The current through is converted into

the dc sensor voltage by passing through a resistor, as shown in

Fig. 14.

Fig. 15 shows the measured supply regulation over the entire

PA bias current actuation range. The drain voltage of the PA is

held within a 30-mV range, implying a overhead varying from

10 to 40 mV over a 2.12-V supply. The sensor performance

is measured by changing the bias actuation settings of the PA

(input or output stage) and measuring the digitized data. Fig. 16

shows the measured sensor response across the bias actuation

range of the output stage over five chips. As before, the spread

includes variations from both the on-chip sensor as well as the

ADC. The sensor response is monotonic over the entire range

with a mean responsivity of 4.2 mV/mA. Since the self-healing

PA is never calibrated with a known current source, the spread

of the actual bias current for a given sensor reading is impor-

tant in on-chip evaluation of the absolute value of efficiency.

As can be seen from Fig. 16, the spread of the sensor with

the ADC is less than 14% over all measured chips. In order to

monitor individual currents drawn by the stages, separate sen-

sors accompany each of the input and output stage. Each sensor

consumes less than 3 mW of dc power.

C. Local Temperature Sensing to Measure PA Efficiency

The dc and RF power sensors, as described above, can

adequately measure on-chip gain, output power, and efficiency

Fig. 16. Measured analog response of the dc sensor across the PA actuation
range over five chips, enumerated from the on-chip ADC data.

Fig. 17. (a) Layout of the PA transistor with the interspersed diodes in be-
tween and (b) the simulated thermal profile for 80-mW power dissipation in
the process.

of the PA. However, the effects of finite efficiency of the

amplifier can manifest itself in nonelectrical domains such

as thermal. PA efficiency is directly related to the fraction

of the dc power drawn by the PA that gets dissipated across

the transistor channel. As a result, during operation, local

temperature around the PA core is likely to rise in proportion

to the dissipated power. Therefore, instead of directly mea-

suring the PA current, a low overhead method of measuring

PA efficiency is used to sense the local temperature rise during

the PA operation. Fig. 17 illustrates the concept. Both the CS

and CG PA transistors consist of four parallel active cores

with p-n junction thermal sensor diodes laid in between. In

order to predict accurately the temperature change during PA

operation, thermal simulations were carried out using Ansoft

ePhysics 2.0. The silicon substrate is an excellent thermal

pathway; however, metal connections and vias also affect the

temperature change, and therefore need to be incorporated in

the simulation, as shown in Fig. 17 [27]. Simulations indicate

that during PA operation, a thermally active region of 20–30



1308 IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. 61, NO. 3, MARCH 2013

Fig. 18. Schematic of temperature sensor showing “hot” sensor diodes inter-
spersed within PA transistor.

Fig. 19. Thermal sensor test structure response to: (a) global temperature
change and (b) power dissipation through local temperature change due to
transistor heating. The same expected change in temperature changes the
output by almost 10 .

m surrounding the amplifier core, which houses the sensor

diodes, can experience a rise in temperature of nearly 10 C.

The placement of the diodes within the PA and the sensor

schematic is shown in Fig. 18. As can be seen, the reference

diode x1 is maintained at a relatively constant temperature

during PA operation by being placed outside the local ther-

mally sensitive region around the PA core 40 m . This

leads to a larger difference between the diode voltages for a

given PA temperature rise, leading to almost a factor of a 10

increase in responsivity. This is illustrated in Fig. 19, which

shows that the sensor output is almost 10 more sensitive to

local temperature change during PA operation (reference diode

colder than sensor diode) as compared to global temperature

variation (reference diode same temperature as sensor diode).

The measured results are in close agreement with predicted

results from thermal and circuit simulations. As can be seen in

Fig. 20, the thermal sensor exhibits a similar response to the

dc sensor demonstrating a measured responsivity of 2 mV/mW

of dissipated power under a 2.1-V supply. The response of

the thermal sensor is, however, limited by the thermal time

constant, which can be of the order of tens of microseconds.

Therefore, during the process of self-healing, the dc power

drawn by the PA is measured using the dc current sensor for a

faster response. However, the thermal sensor gives a low power

method of constantly monitoring excess power dissipation.

Fig. 20. Temperature sensor and dc sensor outputs after zero current offset cal-
ibration show a similar response with increasing dc power dissipation in a single
stage of the PA.

Each thermal sensor draws less than 1 mW of dc power. The

sensor performances are summarized in Table I.

V. DATA CONVERTERS

Data converters are necessary to interface between the analog

sensor data and the digital core and back again to the dc op-

erating point actuators (the inputs of the tunable transmission

line stub actuators are switches, and thus do not need digital-to-

analog conversion), and thus both DACs and ADCs were de-

signed and implemented on-chip.

A. DAC

In the present design, bias control was implemented both for

the CS, as well as the CG transistors through DACs. These

DACs need to be designed to be extremely low power so as

not to add to the self-healing overhead. In addition, these DACs

need to be able to drive the transistor loads at high speeds to keep

the healing time to a minimum. The DACs are implemented as

switchable transistor-based current sources through a load re-

sistor. Transistors were sized in a binary fashion and laid out in

a common-centroid fashion to ensure good matching, as well as

monotonicity. Both kinds of DACs are implemented using long

channel-length transistors. The DAC for the CS transistor has

a range of actuation from 450 mV to 1.05 V, whereas the DAC

for the CG transistor has a range from 1.1 to 1.95 V. Each DAC

has a 6-bit control and the CS DAC has one extra control bit,

which sets the voltage to 0, thereby turning off the PA. This is

essential when the digital core calibrates all the sensors. Fig. 21

shows the schematics of the implemented DACs.

The DACs were measured by programming them through the

digital core and probing the dc voltage at their output. Both types

of DACs were verified to operate until 25 MHz, which was lim-

ited by the test setup. Fig. 22 shows measurement results for the

CS and the CG DACs.

B. ADC

On-chip ADCs have been implemented to digitize the analog

sensor outputs for use with the digital healing algorithm. These

ADCs need to be low power designs to reduce the overhead

due to self-healing; at the same time they need to operate at

high enough speeds so as not to slow down the digital healing

algorithm, which, in turn, affects the healing time.
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TABLE I
PA SENSOR PERFORMANCE SUMMARY

Fig. 21. Binary-weighted current-mode DAC schematic.

Fig. 22. Measured response of: (a) CS and (b) CG DACs.

Flash ADCs [28], [29] have traditionally been the fastest,

but the power consumption overhead, as well as usable reso-

lution, limits use of such ADCs in integrated self-healing sys-

tems. Pipelined ADCs [30] offer high sample rates while oper-

ating under relatively low power; however, the area constraint

can limit their use in these applications. The SAR-based ADCs

[31] are ideally suited for medium data rate applications while

consuming low power. In addition to that, due to the inherent

serial data output feature of the SAR ADCs, it makes it ideal for

self-healing systems where the overhead due to routing multiple

high-speed digital signals across the chip, specifically from sen-

sors to the digital core, also needs to be minimized.

To accurately reflect the behavior of the sensors, a resolu-

tion of 8 bits was chosen for the SAR ADCs. Data from four dc

sensors, four thermal sensors, and four RF sensors were multi-

plexed and fed to three ADCs placed throughout the chip. The

digital core controls the sensor read order, as well as initializa-

tion of the digitization sequence. Fig. 23(a) shows the block di-

agram of the implemented SAR ADC. The external digital in-

Fig. 23. (a) Block diagram of SAR ADC. (b) Synchronous SAR block.

puts to the SAR block are the global clock and the START signal

from the core. Output of the ADC is a serial data output line and

a data valid line, which informs the core that the digitization se-

quence has been completed. An R-2R based DAC is used to

enable the successive approximation. Layout of the R-2R DAC

was done in a common centroid fashion to improve matching

accuracy. The input clock gets divided by 2 to generate quadra-

ture clocks for the data output chain and the clocked comparator.

This is to make sure that the input to the comparator does not

change over the comparison window itself. The external START

signal also gets retimed using this divided clock.

A typical successive approximation block is composed of a

sequencer and a code register. The sequencer sets the code reg-

ister to a state that gets set or reset on the next clock cycle de-

pending on the comparison result. The problem with such a de-

sign is that although the sequencer is operating synchronously,

the code register is asynchronous, leading to potential issues

commonly found in asynchronous circuits, such as glitches, bit

swallowing, etc. Fig. 23(b) shows the detailed implementation
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Fig. 24. Simulated voltages for an input voltage of 400 mV. Data output is
decimal 73 for an 8-bit output.

Fig. 25. (a) ADC measured and simulated characteristics ( mV,
and mV). (b) Measured DNL.

of the fully synchronous SAR block [32] used in the design.

Eight MUX-based flip flops, one for each output bit and one

extra flip-flop, for signal completion are used.

Fig. 24 shows the simulated voltages for an input voltage of

400 mV corresponding to higher and lower reference voltages

of 900 and 200 mV, respectively. Note that only the first 8 bits

after the DATA valid goes high are read by the digital core.

The ADC was measured as part of the full system where

the sensor output voltages were probed and the corresponding

data read out through the digital core. Due to test setup limi-

tations, the operation of the ADC was verified up to 25 MHz,

which translates to 2.5 Ms/s for an 8-bit SAR with start and data

ready bits. Fig. 25(a) shows the characteristics for the ADC. The

results show good agreement between measurement and sim-

ulation. Fig. 25(b) shows the measured dynamic nonlinearity

(DNL) of the ADC. Average DNL of 0.04 LSB and a worst

case DNL of 0.605 LSB were measured which ensures that

the ADC reads are monotonic. The ADC draws 1.6 mW from a

1-V supply.

VI. DIGITAL ALGORITHM

An integral part of any self-healing system is a global dig-

ital controller, which can be implemented either as a micro-

controller or a synthesized digital block. The algorithm for this

design was implemented as a custom digital block that was

coded with VHDL and synthesized on chip, which communi-

cates with the actuators and the ADCs. The on-chip healing al-

gorithm is made up of a global state machine that controls com-

ponent blocks for actuation load, sensor read, and optimization.

Fig. 26. Flowchart showing details of optimization component.

Due to this modular code setup, many different types of com-

plex optimization algorithms can be incorporated into this gen-

eral fully integrated self-healing framework.

Fig. 26 shows a basic flowchart of the optimization compo-

nent synthesized for this design along with the connections to

the actuators, sensors, and ADCs. Two optimization algorithms

have been synthesized in the current implementation, which find

the optimum solution within the search space of 262 144 pos-

sible states. The first finds the state that produces the maximum

RF output power, and the other finds the state with the lowest dc

power for a given output power. Both algorithms start off with

an offset calibration step where the PA is turned off digitally and

all the sensor readings are recorded via the ADCs. This infor-

mation is used as a self calibration step that removes any offsets

in the sensor/ADC chain. The algorithms then continue as they

read data from the sensors, compute the RF output power and dc

power consumption, and change the actuation states to achieve

the desired performance.

The digital core uses a test setup limited clock of 25 MHz

and takes 3 S per optimization iteration (set actuators, read

all sensors, decide on next actuation state), which leads to a

maximum healing time of 0.8 s in the case when the algorithm

goes through every single actuation state.

VII. SYSTEM MEASUREMENTS

To measure the entire PA self-healing system, the chip was

mounted on a printed circuit board (PCB) and probed in the

setup depicted in Fig. 27. In order to evaluate the benefits of

the self-healing, a nominal actuation state was selected as the

default state without self-healing. That state was chosen to be

the one that had best performance at saturation in simulation

with typical transistors, and represents the optimal state with the

information the designer has at the time of fabrication. The dc

power consumption of all of the self-healing blocks is omitted
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Fig. 27. Measurement setup: PA chip is mounted on a PCB and probed. Cali-
brated mm-wave load tuner can set load impedances up to the 4–1 VSWR circle
at the tips of the probe.

Fig. 28. (a) Self-healing for maximum output power at small signal and near
1-dB compression point. Histograms of 20 chips in: (b) back-off and (c) near
1-dB compression show improvement in output power, as well as decrease in
variation between chips with healing.

when considering the performance of the default state, to obtain

the best estimate of the performance of the amplifier without

self-healing. Since the entire self-healing loop is integrated on

the CMOS chip, to run the self-healing algorithm, a mode of

operation, along with the desired output power (if necessary),

and the “run” command are the only things sent to the chip. The

entire rest of the process is locally automated within the chip.

A. Self-Healing Measurements With 50- Load

First, we will examine the measurement results when the al-

gorithm tomaximize output power was runwhen the output load

impedance was 50 . Self-healing is run twice, once at small

signal, and again near the 1-dB compression point of the ampli-

fier, and the input power is swept for the resulting state in each

case, as shown in Fig. 28. The optimal states that the algorithm

found at different power levels is different, showing that there

is not a single optimal state that is valid over all power levels.

This gives the self-healing PA a unique advantage because we

do not need to design it specifically for a single power level,

but as long as the optimum is within the actuation space, we

can let the algorithm find the optimum state for whatever power

Fig. 29. (a) Self-healing to minimize dc power while maintaining specified
output power for 20 chips with: (b) a histogram when dBm.

level it is currently operating at. After healing the PA achieves

a small-signal gain of 21.5 dB, with output powers of 16 dBm

at saturation and 12.5 dBm at the 1-dB compression point while

drawing 520 mW of dc power at 28 GHz.

Since the default state without self-healing is designed for

an amplifier near saturation, the default state is closer to op-

timal near saturation, and thus there is not as much room for im-

provement. The measurements show that in the back-off region,

where the default state is further from optimal, the ability of the

system to self-heal the PA increases. To evaluate the viability

of the system over process variation, 20 chips were measured,

and histograms, showing operation at small signal and near the

1-dB compression point, are plotted in Fig. 28.

Next, the algorithm to minimize dc power while maintaining

a specified output power is shown for 20 measured chips in

Fig. 29. For each individual chip, we see as expected that the dc

power consumption before self-healing does not change much

until the amplifier begins to saturate. Variation between each

chip, however, is significant even at low power levels. When the

self-healing algorithm is turned on, significant dc power con-

sumption savings are observed. When trying to achieve very

high levels of output power, dc power is reduced compared to

the same chip before self-healing, but large power levels are

still required. However, further into the back-off region, the

power savings increase, and the reduction in variation between

the chips is dramatic. Near the 1-dB compression point with an

output power of 12.5 dBm, there is a 47% reduction in average

power level, and a 78% decrease in the standard deviation be-

tween chips. At small-signal levels below 9 dBm output power

levels, reductions of greater than 50% for every measured chip

are observed.

B. Self-Healing Under Load Mismatch

To imitate the effects of antenna load impedance mismatch,

a focus microwaves mm-wave load tuner [33] capable of
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Fig. 30. Contours before and after self-healing for maximum output power
under load impedance mismatch.

Fig. 31. Histograms of ten chips verify self-healing across multiple devices.
One is near the: (a) optimum load and the other is on the (b) edge of the 4–1
VSWR circle.

producing loads within the 12–1 voltage standing-wave ratio

(VSWR) circle was used. When the measurement setup is

calibrated with the loss of the connecting cable and probe, it

is capable of producing impedances at the probe tips within

the 4–1 VSWR circle. Since the RF power sensors are ca-

pable of detecting the power delivered to the load regardless

of its impedance, the algorithm does not need to determine

what the load impedance is, as long as it can optimize the

desired performance metric. Measurements were taken by

sweeping through the achievable load impedances, and at each

impedance, running self-healing for each algorithm. The results

for the algorithm to maximize output power are presented as

a contour plot on Smith charts before and after self-healing in

Fig. 30. There is improvement across the entire 4–1 VSWR

circle, e.g., the 15.5-dBm contour just barely shows up before

healing, but occupies a large area of the Smith chart when

self-healing is turned on.

To quantify self-healing for load impedance mismatch over

process variation, ten chips were measured, and two histograms

are plotted in Fig. 31. The first is taken with a load impedance of

33 , where the output power is at a maximum, and the second

is on the edge of the 4–1 VSWR circle at .

The measurement results of the second algorithm tominimize

dc power while maintaining a specified power are shown on the

two Smith charts in Fig. 32. The specified output power was set

to 12.5 dBm, and the outermost contour of each plot shows the

boundary where that power specification is met in each case.

Since there is only one actuation state without self-healing, the

dc power level does not change with the load impedance, but

when self-healing is applied, substantial savings of up to 35%

are achieved, especially near load impedances around 50 , the

impedance the match was designed for.

Fig. 32. Contours before and after self-healing for minimum dc power while
maintaining a specified 12.5-dBm output power.

Fig. 33. Histogram showing linearity improvement measuring the EVM for ten
chips at 12.5-dBm output power and 100-ks/s 16 QAM modulation before and
after self-healing.

C. PA Linearity Measurement

One reason that a linear PA was chosen for this design was

to enable amplification of signals with nonconstant envelope

modulation. To verify the linearity of the PA and its operation

with nonconstant envelope modulation, the error vector mag-

nitude (EVM) of a 100-ks/s 16 quadrature amplitude modula-

tion (QAM) signal was measured. A histogram of the ten chips

measured shows EVM when the PAs are outputting 12.5 dBm,

showing a reduction in the average value of the EVM from

5.9% down to 4.2% (Fig. 33). The improvement in the linearity

after self-healing is attributed to being able to provide the same

output power without forcing the PA as far into saturation.

D. Self-Healing Laser-Induced Transistor Failure

Finally, self-healing was verified in the case of partial and

total transistor failure. To achieve this, various parts of one of

the two output stages of the amplifier were gradually cut out.

First, half of the CS transistor was cut, then half of the CG tran-

sistor was cut, and finally the entire stage was cut. At each stage

of transistor failure, self-healing to maximize output power was

run, and the resulting output power plotted against input power

is shown in Fig. 34, with close-up photographs of the output

stage before and after laser cutting shown in Fig. 35.

The first trend to note is that asmore andmore of the transistor

is cut out, the performance continues to degrade; however at the

same time, the ability to heal that degradation is increased across

all input power levels. This is because the designed bias points

and matching network are no longer near the optimal state for

the transistors after being cut. When the design is further from

optimal, the ability to heal that nonoptimality is increased. For
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Fig. 34. PA output stage showing the various points of the transistors that were
laser cut to verify self-healing for transistor failure, and the measured output
power improvement with self-healing at each level of transistor failure.

Fig. 35. Chip photograph showing functional blocks, and close-up of the output
stage before and after laser cutting.

example, at small signal, the PA without healing loses 7.2 dB in

output power from before the lasers were used to after the entire

stage was cut. 3 dB of that loss is because only one of the two

output stages is proving power, but an additional 4.2-dB loss can

be attributed to mismatch in the output combing network once

the stage is cut. The loss in output power in both cases once

self-healing has been run is only 3.3 dB. Taking into account

the 3-dB loss in available power with only one output stage,

there is only a 0.3-dB loss due to mismatch, even in this extreme

case where one half of the network that is designed to be driven

is just floating as an open stub. Also, because the impedance

match is nonoptimal both at small signal and at saturation, the

improvement due to self-healing is seen at all power levels, with

an improvement in saturated power of 3.3 dB.

E. Yield Improvement and Performance Summary

In order to look at yield improvement, metrics and yield spec-

ifications must be defined. For this PA, the metrics are saturated

output power, small-signal gain, power-added efficiency, and

4–1 VSWR tolerance, which is defined in decibels as the max-

imum output power falloff for any load impedance within the

4–1 VSWR circle compared to the 50- nominal load. Demon-

strative yield specifications are set to show healing improve-

ment for saturated output power, small-signal gain, and power-

added efficiency at 15.5 dBm, 20 dB, and 6% respectively,

with self-healing resulting in a yield improvement from 20% to

90%, 20% to 100%, and 5% to 100% for each metric over 20

chips tested, and best achieved results of 16.5 dBm and 23.7 dB,

and 7.2% respectively. For 4–1VSWR tolerance, the yield spec-

ification was set to 3 dB, resulting in a yield improvement

from 0% to 80% with self-healing and a best achieved result of

2.28 dB over ten chips measured. This results in an aggregate

yield improvement due to self-healing from 0% to 80%.

To the best of our knowledge, there is no standalone in-

tegrated self-healing PA to compare with this work. To do a

fair comparison of this self-healing PA to other PAs without

self-healing, additional data, such as variation between multiple

chips, tolerance to VSWR events, efficiency in the back-off

region, and amplifier operation in the case of transistor failure

would be necessary and has not been reported in those publi-

cations.

VIII. CONCLUSION

In this paper, we have presented a mm-wave self-healing PA

system that is capable of healing against process variation and

mismatch, load impedance mismatch, and even partial and total

transistor failure that requires no external calibration of any

kind. Robust sensors, actuators, and ADCs enable an on-chip

digital algorithm block to heal for either maximum output

power or minimum dc power while maintaining a specified

output power, and aggregate yield over several performance

specifications is improved from 0% to 80%.
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