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Abstract 
Background: Education experts are starting to explore the potential uses of wearable technology and augmented reality in 

simulation-based training. In this article, we summarize our experiences with using Google Glass in simulation-based 

training and discuss potential future directions with this advanced technology. 

Methods: Emergency medicine residents and medical students participated in a pilot study where each team captain was 

asked to wear Google Glass during 15 separate simulation-based training sessions. Video obtained from Google Glass was 

analyzed and utilized during debriefing sessions for the residents and medical students. 

Results: We were able to successfully integrate Google Glass into simulation-based training and debriefing. During the 

analysis of each recording, observations were noted about the events that transpired and this data was used to provide 

instructional feedback to the residents and medical students for self-reflection and appraisal. Post-exercise surveys were 

conducted after each simulation session and all participants noted that Google Glass did not interfere with their simulation 

experience. Google Glass enabled the observers to analyze the team captain’s primary visual focus during the entire 

simulation scenario and feedback was provided based on the data recorded. 

Conclusions: Wearable technologies such as Google Glass can be successfully integrated into simulation-based training 

exercises without disrupting the learners’ experience. Data obtained from this integration can be utilized to improve 

debriefing sessions and self-reflection. Future research is underway and required to evaluate other potential uses for 

wearable technology in simulation-based training. 
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1 Introduction 
In simulation-based training (SBT), practitioners and students are called upon to participate in a clinical scenario that 

mimics what they are likely to encounter in true clinical practice [1-3]. The practitioners and students are asked to work 

through the scenario in the same manner they would approach a similar case presenting in their department or office. In 

most simulation-based training exercises, both summative and formative feedback is provided to the participants based on 

information from educators actively observing and taking notes from the case, from direct observation of the critical 
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actions of the case, from analysis of the end-point of the case, assessment of whether or not the team or individuals reached 

the end-point in the appropriate manner, and through observation of intent [4-6]. 

Most simulation cases for medical education are designed around the concept of assessing critical actions or targeted 

responses from the learners [7]. Critical actions and target responses are usually objective and relatively easy to capture, 

measure, and discuss with SBT [8, 9]. During the facilitated reflection session following the case, many facilitators will use 

video playback combined with verbal feedback to allow participants to view and reflect on their behaviors and critical 

responses from the case [10]. Although the benefits of video feedback are still currently being researched, studies have 

shown that participants enjoy watching and learning from their management of the scenario being assessed [11]. With video 

feedback, participants can see exactly how the scenario played out and compare reality with their perceptions of how 

things transpired. Critical actions can be highlighted with concrete examples taken from the scenario recordings, and 

participants receive a bird’s eye view of the sequence of events as witnessed by the active and passive observers of the  

case [12]. 

The aspects of SBT that are harder to analyze are behavioral issues, focus points, and reactions during a clinical  

scenario [13]. Often times, the facilitator and content experts do not know what the participant is directing their attention to 

and whether or not they see the obvious abnormality in front of them. When observers are watching a simulation scenario, 

they are usually privy to the events of the case unfolding before them, but not the individual stimuli that prompt certain 

reactions and behaviors from the scenario participants. We postulate that it would be very useful to be able to visualize 

what the lead participant or team captain sees during a scenario, so that observers and participants can have more data to 

use in the analysis of their reactions and decisions. 

Over the past few years, the concepts of wearable technology and augmented reality have begun receiving increased 

attention from medical providers and educators [14, 15]. Wearable technology such as Google Glass offers a distinct 

portability and convenience over traditional computer workstations and often allows for integration of functionality and 

various applications during direct patient care. Augmented reality displays have the ability to provide additional 

information or direction directly into the wearer’s point of view without the need to focus on ancillary displays [16, 17]. The 

aim of this paper is to introduce and highlight our experience with wearable technology in simulation-based training and to 

discuss the feasibility of using wearable technology during simulation-based training scenarios for medical education. 

2 Methods 
This study took place during simulation-based training exercises utilized during standard simulation sessions for 

emergency medicine residents at a local academic teaching hospital. The study was granted exempt status by the 

Institutional Review Board (IRB) at the participating hospital. The emergency medicine residents who participated in the 

study are enrolled in a PGY 1-3 residency program at a Level 1 trauma center that cares for 65,000 patients annually. 

Forty-two emergency medicine residents and nine medical students participated in 15 simulation-based training sessions 

over the course of this study. 

Participants of the study consented to wearing Google Glass (Google Inc; Mountain View, CA) during their simulation- 

based training exercise and the entire clinical scenario was recorded for subsequent review and analysis. The team captain 

was selected prior to the scenario and he/she wore Google glass for the entire case. Participants were blinded to the intent 

of the study and were instructed to participate in the simulation scenario in the standard manner by which previous 

simulation-based training exercises had been conducted for the residency program. All participants of the study had 

participated in at least two simulation-based training exercises prior to the study. Video was then recorded of each 

simulation scenario via Google Glass’ camera for the entirety of each simulation. Videos by default were recorded in MP4 

format and were downloaded from Google Glass through a standard micro-USB cable to a laptop running Mac OS X 
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(v10.8; Apple Inc; Cupertino, CA). Each video was reviewed and analyzed by three independent observers following the 

conclusion of the simulation-based training exercises. 

3 Results 
Google Glass technology was integrated into 15 simulation-based training scenarios during the initial pilot testing (four 

scenarios each for PGY levels 1 through 3 and two involving medical students). The nine medical students enrolled in  

the study participated in three separate simulation-based training scenarios. During the analysis of each recording, 

observations were noted about the events that transpired and this data was used to provide instructional feedback to the 

residents and medical students for self-reflection and appraisal. 

Participants were debriefed immediately after each simulation scenario to elicit their reactions to using wearable 

technology during the simulated cases. Prior to each scenario, video recording was activated on each Google Glass that 

was being worn during the case. Video recording was stopped at the conclusion of the case and prior to the debriefing 

sessions. Participants noted that they were able to wear Google Glass during the scenarios without any discomfort or 

hindrance of their abilities. All participants stated that they eventually forgot that they were wearing Google Glass at some 

point during the scenario and became completely focused on patient care and the events unfolding before them. There 

were no adjustments made to Google Glass once the scenarios began and no further programming was required until the 

cases officially ended. None of the participants noted any issues with viewing the patient, the cardiac monitor, the persons 

on their team, the equipment, or the case stimuli while wearing Google Glass. It is important to note that at our institution, 

all case stimuli are presented to the participants via a portable iPad so that the data can be reviewed and navigated at the 

patient’s bedside. There were no technical issues with Google Glass recordings of any of the scenarios and both audio and 

visual input was adequate for review and analysis. 

Each Google Glass recording was analyzed for objective variables that could be used to enhance both individual and team 

feedback and debriefing. Some general variables were analyzed such as how much time did the participant spend taking 

report from pre-hospital providers, how many times the participant looked at the cardiac monitor during the case, how 

many times did the participant look directly at the patient, how long did it take for the participant to verbalize an order after 

an abnormal vital sign was noted, how long did each participant spend reviewing stimuli for the case, did the participant 

watch the nurse as he/she administered medications, did the team captain oversee the procedures that were being 

performed, and did the participant require the use of reference tools such as the internet, smartphone applications, or 

resuscitation cards during the scenario (see the Table). 

Table. Sample data obtained by reviewing Google Glass video of SBT cases 

Item Med Students PGY-1 PGY-2 PGY-3 

Avg reaction time after abnormal monitor finding(s) 9.66 15.19 10.6 4 

Avg time spent reviewing EKGs 15 (N = 1) 31 (N = 2) 23 (N = 1) (N = 0) 

Avg time spent reviewing Labs (N = 0) 28 (N = 1) 14 (N = 2) 11 (N = 3) 

Avg time spent reviewing Radiology 8.66 (N = 3) 30.66 (N = 6) 22 (N = 1) (N = 0) 

Avg time spent speaking with EMS 23 (N = 1) 57 (N = 2) 16.5 (N = 4) 20.3 (N = 3) 

Observed medication administration 50% (3/6) 75% (9/12) 46% (6/13) 50% (7/14) 

Observed procedures being performed 100% (5/5) 80% (4/5) 83% (5/6) 80% (8/10) 

External clinical knowledge resource uses 2 (Smartphones) 2 (Pocket Cards) N/A 2 (Smartphones) 

Average monitor looks/min 1.76 (SD: 0.247) 1.45 (SD: 1.187) 1.87 (SD: 0.793)  1.29 (SD: 0.936) 

Average patient looks/min 2.56 (SD: 0.447) 3.94 (SD: 1.55) 3.96 (SD: 0.244) 5.47 (SD 2.42) 
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For each scenario, observers also took note of events and behaviors that could be used for independent directed feedback to 

each participant. These events were discussed in either the formal reflection immediately following the simulation session 

or in subsequent discussions with the individual participants. Examples of such events include whether or not the team 

captain looked at, acknowledged, and incorporated all members of the team, did the team captain focus on the most vital 

component of the case when other attention-demanding tasks were being asked of him/her, did the team captain take too 

much or too little time reviewing and processing patient data, how long did the team captain listen to a team member 

before turning attention away to another task, did the team captain reassess and recap what has transpired during the case, 

did the team captain review the radiographic and laboratory results with the team, and did the team captain position 

him/herself in the appropriate position to be in charge of the case. 

During the individualized debriefing, Google Glass recordings were also analyzed to comment on the participant’s 

professionalism and interactions with the patient and family members during the case. Observers noted whether or not 

physical contact was made between the team captain and the patient and family members, who the team captain directed 

their attention to during discussions of the assessment or plan, how the team captain addressed concerns raised by the 

patient or family members, and if the team captain incorporated feedback or cues from other members of the team during 

these discussions. Google Glass enabled the observers to analyze the team captain’s primary visual focus during the entire 

simulation scenario without disrupting the case. 

4 Discussion 
During most simulation-based training sessions, cameras are mounted strategically in the facility so that recordings can be 

made of the case from various angles [18]. To date, there has not been any literature published examining how wearable 

technologies can be employed to enhance the video recordings currently being used in modern day simulation-based 

training environments. By having the participants utilize wearable technology such as Google Glass, the facilitators and 

observers have the ability to see and analyze the simulation scenario with a completely novel and intimate vantage point. 

Adjuncts such as Google Glass provide the learners and educators with a perspective that hasn’t been addressed or 

explored in current debriefing and reflection strategies. 

Having the ability to examine and pinpoint what the participant is looking at during the scenario can truly enhance the 

debriefing process [19]. For example, in some of our scenarios, the pre-hospital providers gave very lengthy handoff 

summaries about the patient, even though immediate management was required based on the patient’s clinical presentation 

and vital signs. With the Google Glass perspective, it was possible to teach the participants that they should adjust their 

primary focus to the patient while they are simultaneously listening to the pre-hospital report. Google Glass allowed 

observers and facilitators to discern whether or not the participant was looking at the important components of the patient 

presentation at the most ideal time points (i.e. patient’s airway and respiratory status upon arrival, cardiac monitor once 

leads were placed onto the patient, primary and secondary survey findings during a trauma resuscitation, chest tube output 

in a suspected hemothorax, etc.) 

From our analysis, we were able to obtain very detailed and useful information about each participant’s practice style. 

These simulations were uniquely constructed to convey specific learning points to each training level and were not 

standardized across training levels, so while data provided by Google Glass in this study is not generalizable to larger 

trends, valuable information that could be tailored to specific student/resident and scenario feedback was provided. With 

Google Glass, we could see how long it took a participant to analyze a radiographic study prior to turning their attention 

elsewhere. We could observe how long it took a participant to acknowledge and act upon an abnormal vital sign being 

displayed on the cardiac monitor outside their immediate line of vision. Facilitators could also note whether the team 

captain was actively supervising critical procedures or instead directing their field of vision towards less important 

distractions, such as the nurses spiking a bag of fluids, or the ultrasound machine being plugged into the wall. Information 
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such as this would be very helpful in places where simulation is being used to aid in resident and medical student 

remediation. Having the ability to analyze what the participant sees and focuses on can help with redirection and 

identification of knowledge translation issues [20-23]. 

5 Conclusions 
Wearable technologies such as Google Glass can be successfully integrated into simulation-based training exercises 
without disrupting the learners’ experience. Data obtained from this integration can be utilized to improve debriefing 
sessions and self-reflection. Future research is underway and required to evaluate other potential uses for wearable 
technology in simulation-based training. 
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