
This is an Author's Accepted Manuscript of an article published in Cybernetics and Systems: 
An International Journal, 2011, vol. 42, issue 4, pp. 215-245, © Taylor & Francis, available 
online at: 
http://dx.doi.org/10.1080/01969722.2011.583593

This work has been supported by the Spanish Government through the project called ̀Peer 
to Peer Robot-Human Interaction'' (R2H), of MEC (Ministry of Science and Education), 
and the project “A new approach to social robotics'' (AROS), of MICINN (Ministry of 
Science and Innovation). The research leading to these results has received funding from 
the RoboCity2030-II-CM project (S2009/DPI-1559), funded by Programas de Actividades 
I+D en la Comunidad de Madrid and cofunded by Structural Funds of the EU, developed 
by the research team RoboticsLab at the University Carlos III of Madrid.

http://dx.doi.org/10.1080/01969722.2011.583593


Integration of a voice recognition system in a social robot 

F. Alonso-Martín, Miguel A. Salichs 

1 University Carlos III of Madrid, System Engineering and Automation Department, 28911 Leganés (Madrid), Spain 
falonso@ing.uc3m.es, salichs@ing.uc3m.es 

Abstract — Human-Robot Interaction (HRI) 1 is one of the main fields in the study and research of robotics. 
Within this field, dialog systems and interaction by voice play a very important role. When speaking about hu-
man-robot natural dialog we assume that the robot has the capability to accurately recognize the utterance what 
the  human  wants  to  transmit verbally and  even  its  semantic  meaning, but  this  is  not  always  achieved.  In  this 
paper we describe the steps and requirements that we went through in order to endow the personal social robot 
Maggie, developed in the University Carlos III of Madrid, with the capability of understanding the natural lan-
guage spoken by any human. We have analyzed the different possibilities offered by current software/hardware 
alternatives by testing them in real environments. We have obtained accurate data related to the speech recogni-
tion capabilities in different environments, using the most modern audio acquisition systems and analyzing not 
so  typical  parameters  as  user  age,  sex,  intonation,  volume  and  language. Finally  we  propose  a  new  model  to 
classify recognition results as accepted and rejected, based in a second ASR opinion.  This new approach takes 
into account the pre-calculated success rate in noise intervals for each recognition framework decreasing false 
positives and false negatives rate.  

Keywords— robot audition, automatic speech recognition, ASR, voice recognition, speech recognition, Mag-
gie, personal robot, social robot, human-robot interaction, human-computer interaction, dialog, micro-
phone system,  audition system, natural language understanding, natural language processing,  compu-
ting confidence score. 

I. INTRODUCTION 

As  human  beings,  we  have  five  basic  senses –sight,  touch,  hearing,  smell  and  taste– that  allow  us  to 
sense the surrounding environment and create our own mental picture of the world. What may result para-
doxical  is  the  fact  that,  despite  of  the  fact  that  voice  and  therefore  hearing  is  the  most  common  way  of 
communication in between people, the interaction with electronic systems it is usually done by means of 
written symbols (Jansen and T Belpaeme 2006), therefore related to sight. In the field of robotics, the inter-
action that takes place in between robots and humans is also studied: Human-Robot Interaction (HRI). 

Research in social robots is a field that is clearly expanding(Hegel et al. 2009) , in which (multi-modal) 
Human-Robot Interaction plays a main role. In this field, there are several open lines of research: interac-
tion via natural language, recognition of human gestures, built-in behaviors, and cognitive robotics (Sofge 
et al.). Technological advances in other areas benefit this research, in a way that it is increasingly possible 
to obtain an interaction quite similar to the one that is established between actual human beings. Among the 
technological advances of interest for this paper are the ones related to voice processing technologies. 

These,  namely,  voice  processing  technologies  have  been  developed  to  improve  computer  accessibility 
and also to interact with remotely located voice response systems. In our case, they are used to facilitate the 
communication with robots by sending and receiving oral information. In order to accomplish this objec-
tive, a minimum of three basic technologies are needed:  technologies that enable written information to be 
transformed into spoken words –text-to-speech conversion–, technologies that allow a computer system to 
translate the spoken audio into robot action petitions –voice recognition–, and technologies that allow spo-
ken  interaction between  a  person  and  a  service  –a  dialog  system (Gorostiza  et  al.  2006) (Wallis  2010) 
(Shuyin et al. 2004)(Lopes and Tony Belpaeme 2008)– which is actually based on the two previously cited 
technologies. 

One of the HRI areas of research focuses on trying to implement natural and agile dialogs in between the 
user and the robot, in a way that makes it possible to extract the relevant information from the conversa-
tional  context  in  which  they  take  place.  There  are  different  techniques  and  approximations  to  reach  this 
objective. The most common and well known, especially in the area of telephone applications, is that de-
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 Human-Robot  Interaction  (HRI)  can  be  defined  as  the  study  of  humans,  robots,  and  the  ways  they  influence  each 
other. 



fined  by  the  VoiceXML2 standard (Niklfeld  and  Finan  2001)(Nyberg  et  al.  2002)(Bennett  et  al.  2002) in 
any of its different implementations (mixed initiative,  dynamical adaptative stategy…). Such Spoken Dia-
log Systems (SDS) are based in a finite state machine and aims to fill information gaps. There are also other 
alternatives, like, for example, those based on states using Partially Observable Markov Deccision Process 
(POMDP) algorithms (Roy, Pineau, and Thrun 1998), they are more flexible, maintain a probability distri-
bution  over  the  set  of  possible  states  (parallel  dialog  state  hypotheses)  and  aims  the  improve  the  overall 
dialog accuracy.  

ASR  can  be  understood  as  the  process  of  capturing  and  converting  an  acoustic  signal,  from  a  micro-
phone input, into a string of written words, using a computer. ASR based technologies are classified into 
two  basic  types:  “speaker-dependent systems”  where  the  system  is  trained  to  recognize  the  voice  of  one 
specific user and will only recognize the voice of this specific user (here, recognition is open, in the sense 
that any sentence is possible and allowed; these systems are commonly known as dictating machines), and 
“speaker-independent systems”. This kind of system is capable of recognizing sentences that meet specific 
sets of grammatical rules, spoken by any user without necessarily having previously trained with the sys-
tem. In the field of HRI interests are mainly centered in this second type of system. 

Throughout literature, for any automatic speech recognition system, it is common to describe different 
linguistic levels of abstraction: lexical, syntactic, semantic and pragmatic levels (Llisterri et al. 2003). The 
scope  of  these  levels  of abstraction  reaches from  phoneme  joining  for  word  construction,  rules  for  word 
positioning within the context of a sentence, to the semantic meaning of the sentence in the conversational 
context and its relation with the general discourse. In the work here presented we focus on the first levels: 
lexical, syntactic and semantic, leaving the pragmatic level (related to the general discourse) aside. 

This  set  of  literature  is focused  on two important  topics: “Robot  Audition”(Valin,  Rouat,  and 
Michaud)(Tamai et al. 2005)(Hiroshi G. Okuno 2007)(Kazuhiro Nakadai et al. 2000) (as a subset of HRI) 
and  “Natural  Language  Understanding” (Chan  1995)(Yu  et  al.  2009)(Junlan  2010)(J  Li  and  Wang  1993) 
(as a subset of Natural Language Processing), but usually no information is provided regarding the software 
used to implement the automatic speech recognition part, or about the hardware used for audio acquisition. 
In the cases where this information is actually provided (Ishi et al. 2006)(H Kim and Choi 2007)(Kibria and 
Hellström 2007)(J Huang, Ohnishi, and Sugie 1997), we have detected certain inadequacies: they are main-
ly oriented towards usage on mobile robots, and therefore the social aspect is of secondary interest. Another 
issue is that they have been designed to deal only with English. Consequently, it is difficult to obtain and 
extend conclusions to usage with other languages. Finally, the most important deficiency, in this studies or 
surveys, is that no complete, comparative and precise study on the quality of voice-recognition capabilities 
using the different software and hardware options that are currently available, and testing over a variety of 
environments (including parameters as age, sex, intonation and language), is performed. On the other hand, 
we  do  not  want  to  a  present  only  a  survey  about  microphones  and  recognition  frameworks,  but  also  we 
want to show the steps and features that are involved in the whole process of endow a robot the ability to 
recognize audio in a social context. 

Our objective in this paper is to provide the guidelines and a general approach regarding which aspects 
and technologies should be taken into account when it comes to endow a robot with the capability to under-
stand spoken natural language. Our objective has not been to develop the algorithms and basic functional 
components from scratch. It has instead been to integrate current technologies into our control architecture 
in order to get the highest possible quality in voice enabled HRI. 

The work here described is only a portion of a much greater set that together forms a complete, modular 
and  voice-interacted  system where  the  most  important  modules  are:  automatic speech  recognition  (ASR 
skill),  automatic  voice  synthesis (emotional TTS skill),  localization  of  the  audio  source  (Voice  Tracking 
Skill), speaker identification (SI) and personalized dialog management (Dialog Skill). 
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 It should be noticed that VoiceXML is the W3C specified XML standard for interactive voice dialogs 
between a human and a computer. As opposed to the HTML standard that uses the screen and the mouse as 
the basic interface, VoiceXML instead uses speech, based on two mechanisms: Automatic Speech Recogni-
tion (ASR) and Text-To-Speech (TTS) conversion. 



 

 

Some other similar and relevant works being developed are: the HARK open-source library (Kazuhiro 
Nakadai et al. 2008), which includes audio source localization modules, ASR and  multichannel recogni-
tion, and even though it lacks the functionality required for speaker identification and dialog management, 
it implements similar functionalities by means of some low level software algorithms; other recent studies 
leading to a new line of research, are those that combine visual information, obtained from lip reading, with 
that from the audio in order to improve the recognition of the global input (Yoshida, Kazuhiro Nakadai, and 
Hiroshi G. Okuno 2009). 
 
Currently,  there  are  many  robots  enabled  with  automatic  voice  recognition  capabilities.  Based  on  this 

capability,  they  can  be  classified  into two  types:  first,  those  called  “chatbots” or “virtual  robots”,  which 
“are alive” only on a computer screen, but lack a physical body. Some examples of these are Vikia, Grace, 
Valerie and Robotceptionist. On the other hand, there are those endowed with a real body. Among them, 
Honda ASIMO (Sakagami et al. 2002), SIG2, Robovie (Mitsunaga et al. 2006), and HRP-2 (Takahashi et 
al.  2010), are of  great  relevance  to  HRI. All  of  them  incorporate the HARK  audition  software  system. 
IROBAA (H Kim and Choi 2007) is capable of localizing audio sources by fusion of audio and visual sen-
sory information. JIJO-2 (Fry, Asoh, and Matsui 1998) has been designed to live with humans in domestic 
environments, as has Robovie. They have the capability of learning the names of certain objects and places 
by speech, having some sort of semantic memory. HERMES (Bischoff and Graefe 2004) is able of under-
standing natural language, and has been tested for a period of 6 months as a museum guide. In fact, all of 
these robots are able to understand spoken natural language, but only over a subset of English and/or Japa-
nese. 
 
It should be noticed that robustness and high performance are primary objectives in ASR, but until now 

we have scarcely mentioned another fundamental aspect associated with this type of interaction: the audio 
capturing  system.  Typically,  there  are  three  types  of  microphones  used  in  robotics.  The  first  type  is  the 
“headset”, or unidirectional microphone, which is capable of capturing sound in one direction and only a 
few  centimeters  away  from  the  mouth  of  the  user.  This  kind  of  solution  is  the  most  common  in current 
robotics.  The  second  type is  the  “omnidirectional” or  ambient  microphone.  It  is mostly  used  to  capture 
ambient sound; therefore its usage in HRI is very limited. 
 
The last kind is the “microphone array”. It consists in any number of microphones (typically between 3 

and 8 microphones) operating in tandem, fixed in a solid structure. The microphone array’s main features 
are extracting voice input from ambient noise (with noise reduction incorporated), and locating the sound 
source within a range of 1 to 3 meters. These features are very interesting in HRI and have been studied in 
several  recent  robots (H  Kim  and  Choi  2007)(TAM  and  AI,  Yoko  SASAKI,  Satoshi  KAGAMI)(Valin, 
Rouat, and Michaud 2004)(Yoshida, Kazuhiro Nakadai, and Hiroshi G. Okuno 2009)(Tanaka et al. 2010). 
This modern audio collection system is starting to be used more and more in videogames stations (Chetty 
2009),  laptops,  mobile  phones,  cars (Oh, Viswanathan, and Papamichalis 1992),  etc. See Fig. 1 for basic 
examples on robots. 
  

 
Fig. 1 SIG2 and ASIMO robots with built-in microphones 

 
Robots should have hearing capabilities equivalent to ours to perform HRI in a social context, but in real 

environments there are many sources of noise. Many robot systems for social interaction avoid this problem 
by forcing the attendants of interaction to wear a headset microphone. For more natural interaction, a robot 
should listen to sounds with its own “ears” instead of making attendants use headset microphones (Breazeal 
2003). For this purpose, in Maggie we are currently working on using a microphone array system, but we 
however  consider it  necessary  to study  the  three previously  mentioned  types  of  microphones in  several 
environments. 
 
The  imperfection  of  any  speech  recognizer  reflects  the  reality  that  the  state-of-art  recognition  systems 

still  face  problems  in  understanding  spontaneous  speech  in  noisy  environments,  hence  one  of  the  main 
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challenges in the development of a robust ASR system is to deal with noisy input.  A key step in addressing 
this noisy input is the computation of confidence (Lin and Weng 2010). For this reason, we finally propose 
a new model to classify recognition results as accepted and rejected, based in a second ASR opinion.  This 
new  approach  takes  into  account  the  pre-calculated  success  rate  in  noise intervals  for  each  recognition 
framework decreasing false positives and false negatives rate.  

The following section of this article is a brief description on Maggie with details on the robot’s hardware 
and software. Next will be a description of the technical requirements necessary for the system integration. 
In Section IV, we compare the most sophisticated commercially/open source available speech recognition 
packages based on the requirements described, and choose one of them. In Section V we explain how the 
ASR  has been integrated within  the robot’s control  architecture. We  continue in Section VI testing  the 
voice system in a test bed in real environments, with different systems for capturing sound. In Section VII 
is  proposed  a  new  experimental  way  to  accept/reject utterance to  comparing  them  with  outputs  of  ASR 
engine. Finally, in Section VIII, the conclusions and future work is expressed.  

II. WORK CONTEXT  

A. The robot Maggie 

The robot Maggie is a platform for studying HRI. The development of the robot is focused on finding 
new ways to adapt the potential that robotics has to provide new ways of working, learning and entertaining 
to human users. 
 
 An illustration of Maggie can be seen on Fig. 2. 

 
Fig. 2 The robot Maggie 

 
 
HARDWARE 
 

Maggie is designed as a 1.35 meters tall, girl-like doll. Its base is motorized by two actuated wheels and 
a caster wheel. The base is equipped with 12 bumpers, 12 infrared optical sensors and 12 ultrasound sen-
sors. Above the base, a laser rangefinder (Sick LMS 200) has been added. The upper part of the robot in-
corporates the interaction modules. On top of the platform, there is a robot head with an attractive design. 
The head has two Degrees of Freedom (DoF), while each arm has one DoF.  
 
 Maggie is controlled by a main computer hidden inside her body. The software architecture of the robot 

lies inside this computer. For image acquisition, the robot has a camera located in the robot’s mouth. The 
camera is a Logitech QuickCam Pro 9000. The robot has touch sensors on the surface of the body and a 
touch screen situated on the chest. Finally, inside the head, an RFID antenna is placed to identify objects. 
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SOFTWARE  
 
The software architecture of the robot is the Automatic-Deliberative architecture (AD). AD is composed 

by two  levels,  the  automatic  level  and  the  deliberative  level.  The  automatic  level  is  where  the  low-level 
control  is performed:  in  the  automatic  level,  the  modules  that  provide  communication  and  control  of  the 
sensors, motors and other hardware are located. At the deliberative level, reasoning and decision processes 
are placed.  
 
The  essential  component  of  the  AD  architecture  is  the  skill.  A  skill  is  an  entity that  is  able  to reason, 

process data or perform actions, and is able to communicate with other skills (similar to what occurs in the 
Hermes  Skill-based  system  architecture (Bischoff  and  Graefe  2004)). A more detailed  description  of  the 
AD  architecture  can  be  found throughout the  authors’  previous  publications (R.  Barber  and  Ma  Salichs 
2002)(R. Rivas, A. Corrales, R. Barber 2007). 

III. REQUIREMENTS FOR VOICE SYSTEM 

As said in the Introduction Section, the main goal pursued in this work is to show the steps we have tak-
en to  integrate  an ASR  system  in  a  social  robot  and improve  HRI with this voice  system. This  involves 
studying software and hardware technologies and solutions. In our control architecture, the ASR capability 
must be implemented and integrated as what we call a “Skill”, and must allow any component of the con-
trol architecture to be able to use the voice recognition functions easily. In order to achieve this goal, we 
should define the requirements that are necessary to achieve a good, modern and powerful ASR system:  
 
 
MINIMUM REQUIREMENTS 
 
-  Speaker independence: The system must recognize the natural language spoken regardless of whom is 

the person who is speaking, without need of prior training. 
 
- Highly accurate speech recognition: Recognition results should be as accurate as possible. In an ideal 

case, the speech recognition system’s accuracy should be similar to that of a normal person to understand 
what another person is saying. 
 
- Support  to  the  PC microphone: Usually  the  recognition  systems  are  designed  for  telephone  applica-

tions. However, we need to obtain the audio signal from the PC microphone input. The microphone must be 
continuously  sending  audio  samples  to  the  speech  recognizer (streaming). Telephone applications  send 
audio sample (complete) files to the recognizer. 
 
- Operating system support: If the robot system architecture must necessarily run on Linux, we will need 

a Linux compatible ASR software. 
 
- Change grammars in real time (“on the fly”): Speech recognizers are based on “templates”, which indi-

cate the valid rules and combinations of the audio input for the linguistic context, called grammars. It must 
be  possible  to  change  the  grammar,  add  a  new  grammar  or  remove  a  previous  grammar even when  the 
recognizer has already been initialized. 
 
- Speech detector: The system must be able to distinguish between voice and noise, so it must have a 

noise cancelling system,  usually  it  is  based  in  a noise  threshold. An  extreme  scenario  would  be a  case 
where the ambient noise was higher than the volume of the human voice, and the speech detector is able to 
distinguish between voice and noise. With speech detectors, it is not necessary to press any button to notify 
the robot when we start and finish talking; the robot can be constantly listening. 
 
 
DESIRED REQUIREMENTS 
 

-  Support semantic grammars: Semantic grammars make it easier to extract the information that is rele-
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vant from complete sentences that have been recognized. Semantic grammars differ from normal grammars 
that include post-processing of the information recognized, this post-processing task is carry out by a script-
ing language built-in the grammar file, it allow achieve the semantic level. For better understanding of this 



 

 

concept, you  can read  about  Natural  Language  Processing or  Natural  Language  Understanding (Walker 
1976)(Favre, Bohnet, and Hakkani-Tur 2010a)(Favre, Bohnet, and Hakkani-Tur 2010b)(Valverde-Albacete 
and Pardo 1996)(Lecouteux, Nocera, and Linares 2010)(K Kim, Jeong, and GG Lee 2007).  
 
  -  Support  standards: Several  standards  that  help  develop  speech  applications  in  a  more  simple  and 

standardized way have been in defined speech technology. The most important formalism and   standards 
in ASR technology are: 
 

• SRGS: Speech Recognition Grammar Specification 
• NLSML: Natural Language Semantics Markup Language 
• SISR: Semantic Interpretation for Speech Recognition 

 
- High efficiency: The possibility of use the recognition with a low computational power consumption 

allows  the machine CPU to not be completely busy  executing the  speech  recognition  system. Moreover 
high efficiency allows a fast response by the recognizer engine, providing results within a few milliseconds, 
which is very important in Human-Robot Interaction. 
 
- Multilanguage  support: It has to  be  able  to  make  language  recognition  in  several  languages  and  dia-

lects.  In  our  case, at  least we need  to  recognize  in  Spanish,  American  English  and  British  English lan-
guages.  
 
- Speaker  identification: This  feature  provides that  the system is able  to  distinguish  the  speaker  from 

among a group of potential users while the recognition utterance also is performed. It is an important fea-
ture that can be used in a enroll phase. VoiceXML 3 standard says: “The acoustic verification may compare 
speech samples to an existing model (kept in some, possibly external, repository) of that speaker's voice. A 
verification  result  returns  a  value  indicating  whether  the  acoustic  and  knowledge  tests  were  accepted  or 
rejected. Results for verification and results for recognition may be returned simultaneously”.3 
 
- Acoustic model adaptation: Usually the recognition engine is trained in telephone environments, so the 

possibility of re-train the model for our real scenario using our own hardware to increase the accuracy is 
often desirable. It is necessary especially in array-microphone systems.  
 
- Statistical Language models for dictation: Sometime we may want to use the recognition engine as a 

simple dictation tool, in technical words, without using restrictive grammars and without extracting seman-
tic information. In this case, it is necessary to use language models to get high accuracy in dictation. Lan-
guage models use dictionaries and sets of possible sentences, and can be based on bigrams or trigrams. In 
bigrams the probability of a word within a sentence is conditioned by the preceding word, while in the tri-
grams the probability of a word is conditioned by the two preceding words. With a huge language model 
the ASR can be done without a personal training phase for each speaker, instead in other cases is necessary 
a customized training phase with the recognition system and each user speaking some utterances and sen-
tences for high success rates. 
 
- Partials results in recognition phase: Sometimes it is very usual that the user is speaking for several se-

conds saying a long sentence. In this case is very convenient that the system can provide partial recognition 
results as soon as possible. 
 
- Support tools: Tools to measure the efficiency of voice recognition, to help to write valid grammars, to 

generate logs or billing, to compile grammars, etc.  
 
-Technical support: In the sense of the company that develops the voice recognition framework (the sup-

plier) providing fast support to developers to make their  work easier. 

IV. OVERVIEW OF AVAILABLE ASR  FRAMEWORKS  

 
Once we have defined the requirements that our recognition ability must have, we needed to study what 

software solutions are best suited to such requirements. 
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Of all the systems available, both commercial and free, based on literature (Kibria and Hellström 2007) 

and our own experience, we have selected the best known and potentially most powerful ones to make a 
detailed study on each of them, comparing them in all of the aspects identified in the previous section. 
 
Finally, the five systems under comparative study were the following: 

 
- Verbio ASR v84. 
- Nuance Recognizer V95. 
- Nuance VoCon 32006. 
- Loquendo ASR V7.7 (patch 25)7. 
- Sphinx IV8 (XD Huang et al. 1991). 
 
A test license for performing analysis in our installations was acquired for each one of these systems. 

The  documentation of  each one  of the frameworks  was  fully  analyzed,  the  programs  were  installed  and 
configured to work in our environment, and a test suit was run to analyze the performance in each aspect of 
the proposed requirements. 
 
The fact that obtaining all of the licenses, analyzing the large amounts of documentation, and setting up 

each specific system for running in a real working environment should be taken into account as non-trivial 
or easy task. However, these steps were necessary to be able to make a rigorous comparative analysis of 
them. 
 
Most of the details of the survey we conducted have been summarized in Table 1. In this table, each col-

umn represents a different recognition framework, and each row represents the value taken for each of the 
conditions analyzed. Most of the evaluated  characteristics were determined in  an  objective  manner,  as  in 
determining whether  a product includes  a  “speech detector”  or  not.  However, other  features, such  as the 
usability of the product, are the result of our own subjective experience in using such tools. 
 
 

 Verbio 
ASR 

Nuance 
Recogniz-
er V9 

Nuance 
VoCon 

Loquendo 
ASR 

Sphinx 
IV 

Developed in … Spain EEUU EEUU Italy EEUU  
Without training Yes Yes Yes Yes No 
Speaker-independent Yes Yes Yes Yes Yes 
Grammar-based Yes Yes Yes Yes Yes 
Statistical  Language 
Model 

Yees Yes No Yes Yes 

Operating  System 
Supports 

Linux 
/Windows 

Linux 
/Windows 

Windows Linux 
/Windows 

Linux 
/Windows 
/Mac OS / 
Solaris 

Embedded  System 
support 

Yes No Yes Yes Yes 

Speech Detector Yes Yes Yes Yes Yes 
Microphone support Yes No Yes Yes  (with 

addon) 
Yes 

Multilanguage Yes Yes Yes Yes Yes 
Phoneme based Yes Yes Yes Yes Yes 
Speaker identification No (requires 

another SW) 
No No Yes No 

Word spotting mode Yes Yes No No No 
Semantic models No No Yes Yes No 
New Words Learning No No Yes No No 
User  Acoustic  Model No Yes No Yes Yes 

                                                             
4 http://www.verbio.com/ 
5 http://www.nuance.com/for-business/by-solution/contact-center-customer-care/cccc-solutions-
services/recognizer/index.htm 
6 http://spain.nuance.com/vocon/ 
7 http://www.loquendo.com/es/technology 
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Adaptation 
Usability High Low Very 

High 
Low Medium 

Examples  Normal Normal Very 
good 

Poor Hight 

Additional resources Poor Normal Very 
good 

Good Normal 

Support Yes Yes Yes Yes No 
Easy to buy Easy Difficult Difficult Difficult Very easy 
Effectiveness/Accuracy Medium: 

91% 
(85%) 

High: 99% 
(94%) 

High: 
99% 
(86%) 

High:  99% 
(98%)9 

Medium: 
94% 
(87%) 
 

Price Low 
(lower 
than 
1.000$). 

High 
(about  
5.000$) 

Medium-
Low 
(about 
1.500$) 

Medium (about 
1.500$) 

Free (0€) 

Table 1 ASR Framework comparison table 
 
 
Based on this survey and on needs for improve HRI, we decided to choose the Loquendo framework for 

integration within our control architecture. The choice is justified by the compliance of Loquendo with all 
the requirements outlined in the previous section. Another aspect that has additionally supported our deci-
sion is that it seamlessly integrates with the speech synthesis software, which is also developed by Loquen-
do, on which our speech synthesis ability (not presented in this article) is based. On the other hand the rela-
tion between accuracy/cost placed him as leader.  
 
The remaining products were discarded due to the following important reasons: 
 
- Nuance Recognizer V9: although it is a great framework with a very good success rate, it is designed 

for telephone applications and to date, it does not support directly audio input through the microphone and 
it is the most expensive framework. 
 
-  Nuance Vocon: other great Nuance product with a wonderful performance, but to date, there are not 

Linux version available yet. 
 
-  Verbio ASR V8: It is the lowest accuracy framework and no partials results are provided for it. 
 
-  Sphinx IV: a open-source development, with a great language and operative systems support. It is be-

ing developed by Carnegie Mellon Universtiy, Sun Microsystems, Hewlett Packard among others, but the 
major problem is that it is less accurate that Nuance and Loquendo. 
 

V. INTEGRATION WITH THE ROBOT CONTROL ARCHITECTURE 

 
Once we have chosen the product that best fits our needs, we must integrate it within the robot control 

architecture. As we have said, in the AD control architecture, we call any software component that provides 
a new capability to the robot “skill”. Therefore, we must integrate the voice recognition system as a skill in 
the architecture. 
 
The skill we have developed is structured in three layers of abstraction and thus of complexity. Situated 

at the lowest level is the recognition engine, which is composed by the framework and the libraries that are 
provided  by  Loquendo. These  libraries  are  written  in  C programming language, and  an additional Java 
wrapper is provided. Above of the recognition libraries, which perform the actual recognition capabilities, 
we  have  written  some  basic  functions,  which  we  call  “ASRPrimitives”. These  primitives  implement the 
most important functionalities such as setting grammars, starting and stopping voice recognition, setting the 
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 We have achieved these results in silent environments and noise environments severally in a grammar-based  mode 
and using expensive high-quality directional headphones (Senheiser HSP-2, http://www.sennheiser.com). The ‘%’ is 
the Success Rate; not the confidence given for the ASR engine and nor the success rate that claims the sales staff). 



 

 

format of the audio input and obtaining the results of speech recognition. Finally, over these primitives, we 
have built the recognition skill, “ASRSkill”, which has the format of all of the skills of the control architec-
ture. Any skill that wants to perform speech recognition delegates the task to the ASR speech recognition 
skill, as seen in Fig. 3. 
 

 
Fig. 3 ASRSkill layer structure 

 
 
This layered structure corresponds to the three levels of language processing to understand a sentence in 

a dialogue context: 
 
1º Level:  Speech recognition 
  - Acoustic language models – words lists (built-in Loquendo) 
   - What has the caller said? 
 
2º Level: Speech analysis 
 - Grammars – lexical meaning 
 - What did the caller mean? 
 
3º Level: Understanding 
 - Discourse context – knowledge about domain of discourse. 
 - What has the caller asked? 
 
 
The first level (speech recognition) matches with ASREngine provided by Loquendo. The second level 

(speech analysis) matches with ASRPrimitives. Finally, the 3rd level (understanding) matches with 
ASRSkill, that is a level above. Finally, over them, is placed the Dialog Managerar which controls 
eTTSSkill, ASRSkill and identificationSkill, and is based on the VoiceXML standard for control of the dia-
logue between the human and the robot in several languages. This modular voice system architecture can be 
seen in Fig. 4, and is a subset of all of our work. 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

dialogueSkill 

asrSkill ttsSkill speakerIDSkill 

Fig. 4 AD voice structure 
 



 

 

 
 
Certain typical technical aspects to be treated always require attention: 
 
• In our case, the format of the audio samples must be ULAW (the other possible format is ALAW). 
They are the uncompressed audio de facto standard format in Unix sound1011. 
 
• The  grammars  the  skill can  work  with  are  localized in  the  laptop  hard  disk, and  when  the  skill 
needs a specific grammar, it can be read and loaded into the main memory (RAM). 
 
• The acceptation threshold must be tuned by the specific application and environment, but a good 
default value can be 0.50.  
 
• The  limit  search  space  can  be  tuned  too  and  it  is  used  to  give  the  possibility  of  controlling  the 
recognition  search  space  dimension  to adjust the  recognition  accuracy  versus recognition  speed. 
The default value we use with our grammars is 500. 

 

VI. ACCURACY EXPERIMENTS 

Now that we have chosen a framework and we have integrated it into our robotic control architecture, we 
need to test the ASRSkill in real environments and with different hardware for capturing audio (different 
microphones). We  have  built  several test  scenarios in  order  to  study  the accuracy depending  on several 
parameters: noise dependence, speaker volume, voice intonation, age, sex, and the importance of the type 
of microphone used.  
 
Each test has been performed with different users saying different sentences, using the same grammar 

and without previous training with the ASRSkill. In the first test scenarios, we performed the audio acquisi-
tion with  professional unidirectional  wireless  headsets12.  The  microphone  is  located  a  few  centimeters 
away from the speaker’s mouth and in the same direction. The acoustic signal is transported through the air 
and it reaches the robot through a receiver.  The transmitter and receiver  are show in see Fig. 5. 

 
Fig. 5 Wireless microphone transmitter-receiver couple 

 
 

                                                             
10 http://en.wikipedia.org/wiki/A-law 
11 http://en.wikipedia.org/wiki/M-law_algorithm 
12  The specific transmitter model used has been: 
http://www.sennheiser.com/sennheiser/home_es.nsf/root/professional_wireless-microphone-systems_broadcast-eng-
film_ew-100-series_021418 
   The specific headset models used have been: 
http://www.sennheiser.com/sennheiser/home_es.nsf/root/professional_wireless-microphone-
systems_headsets_headsets_009862 (500$) and  
http://www.logitech.com/en-us/webcam-communications/internet-headsets-phones/devices/3621 (40$) 
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The users began by saying sentences which fit the grammar established to be used in the test. They said 
sentences continuously, without following any instruction. Meanwhile, we monitored the  experiment  and 
took notes of the results related to the speech recognition. 
 
 Once the user completed his turn of sentences, went the next user. Users knew the possible sentences 

they could say because they knew the test grammar. Each test has been done on a group of 10 users and 
a total of 100 voice recognition. 
 
To estimate the accuracy of speech recognition, we have analyzed two parameters: the success rate and 

the confidence value. We consider the success rate is equal to the mean percentage of times that the recog-
nizer is capable of matching the correct sentence. Similarly, we consider that the confidence value is the 
guarantee that the recognizer has performed correctly. If the confidence value is close to 1, the recognizer is 
almost certain that the recognized sentence matches with what the user has said. However, if the confidence 
value is very close to 0, this indicates that it is not confident in what has been recognized (possible mis-
match with what the user has said). 
 
With the confidence value of each recognition, and fixed a value threshold, we decided if clarification 

sub  dialogues were  required.  We  tried to  avoid  accepting  the  false  recognitions  and maintain the correct 
ones.  
 
Success rate can be used to compare the accuracy of different recognition engines. As there is no value 

given  by  the recognition engine providers,  therefore  these  values  are  extracted  from  the real  tests per-
formed, with multiple users, in different conditions and environments. 
 
 
SENTENCES WITHOUT IMPORTANT NOISE BY HEADSET 
 
In the first test scenario users communicated with the robot in a closed environment, in the laboratory, 

with  no  significant  noise. This  is,  ranging  from approximately 40  to  45  dB.  This  kind  of  noise  is  called 
stationary noise, and is produced by the robot, computers, fans… Moreover, it is very easy to predict and 
eliminate. 
 
As results, we have obtained an average confidence value of 0.722, where 0 is the minimum value and 1 

a highest value. In 99 percent of the cases, the sentences were accurately recognized (the sentence had to 
fit within the grammar established). 
 
With these results we conclude that the speech recognizer’s accuracy and with speaker independence is 

extremely high in silent environments. The confidence value is quite high, and the success rate is very close 
to 100. This means that recognition accuracy is almost complete with these conditions and with these mi-
crophones. Results match with the official Loquendo results (Paolo Baggia 2005)(Dalmasso et al.). 
 
 
SENTENCES WITH BACKGROUND NOISE BY HEADSET 
 

This test scenario is very similar to the one explained above, except that we added background noise to 
the test. We left a television set turned on and music in the background. This noise is emitted 7 meters away 
from the user in place with the microphone. The background noise is about 65-70 dB measured from the 
place where the human is. 
 
The results are a 0.703 confidence value and a 98% success rate.  These values have decreased slightly 

compared with the above scenario, but the recognizer skill can still be considered very accurate.  We  can 
conclude that it is robust against background noise conditions using the same microphone configuration. 
 
It is very important for the microphone to be located very close to the speaker’s mouth, as we are using a 

unidirectional microphone that picks up sound from only a few centimeters away and in one direction. This 
kind of microphone is the most similar to those of mobile phones. The reader should additionally take into 
account the previously mentioned fact that recognition engines are trained for telephone voice applications. 
 
 
SENTENCES WITH NOISE CLOSE TO THE HEADSET 
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In this test scenario we placed the source of noise very close to the user. We put a music speaker one me-
ter away from the user place. The noise ranges between 70 and 75 dB. 
 
The results that we have obtained are 0.673 in confidence value and 97% rate success. These values are 

similar to those of the previous test scenarios.  The main reasons for obtaining these high values are that 
unidirectional microphones only capture the user’s voice and very little of the background noise, the Lo-
quendo  recognition  engine  has  trained  for  noisy conditions  (the  acoustic  model)  and  finally, the actual 
recognition engine can eliminate the stationary noise. 
 
 Therefore, we can conclude that in a noisy environment, even with very adverse noise conditions, the 

ASRSkill is very robust and accurate using the appropriate microphones. See Fig. 6 for a comparative line 
graph. 
 

 
Fig. 6. Accuracy summary using headsets 

  
 
SPEAKER VOLUME AND QUALITY OF SPEECH RECOGNITION BY HEADSET 
 

In this test scenario we tried to analyze how the speaker volume affects the recognition accuracy. Speech 
recognitions were performed for a sentence said by each user 10 times, each in different volumes. We have 
measured  the recognition  accuracy  and the speaker volume with  a  sound level  meter at 3  cm  from the 
speaker’s mouth. We have obtained the following results: 
 
Low volume (69 dB): 0.66 confidence value (100% success rate) 
Medium volume (77 dB): 0.72 confidence value (100% success rate) 
High volume (83 dB): 0.80 confidence value (100% success rate) 
Very high volume (89 dB): 0.70 confidence value (100% success rate) 
 
With these results we can conclude that, although the speaker volume affects the confidence value, the 

differences are not very large, and the success rate is practically the same in all cases. When pronunciation 
is  clearer  and  the  audio  volume  is  the  most  intelligible  possible (without  distortion), precision  is  greater. 
We could say that whatever is more compressible for ourselves as a speech recognized is also more under-
standable for the automatic speech recognizer too. See Fig. 7 for a line graph representation of the results. 
 
 

 
Fig. 7. Accuracy and speech volume 
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SPEAKER INTONATION AND SPEECH RECOGNITION ACCURACY BY HEADSET 
 

Here, we tried to determine the relationship between the speaker intonation, saying the same sentence, 
and  the  accuracy  of  the  speech  recognizer.    The  same  sentence  is  pronounced  with  different  intonations: 
declarative and  interrogative  in  a  normal  use  of  both  (without  exaggerating  the  intonation).  The  results 
were: 
 
- Declarative sentences: 0.74 confidence value (97% success rate). 
- Interrogative sentences: 0.71 confidence value (96% success rate). 
 
With these results, we can say that the intonation is not a decisive factor that affects speech recognition. 

Although we usually use declarative sentences, other intonations are also properly recognized. 
 

SPEAKER SEX AND QUALITY OF SPEECH RECOGNITION BY HEADSET 
 

Other important test scenario is to see the sex of the speaker affects the accuracy of the speech recogniz-
er. For this we evaluated speech recognition with different men and women, using the same grammar and 
in the same environment.  The results are: 
 
 Women: 0.70 confidence value (99% success rate) 
 Men: 0.69 confidence value (98% success rate) 
 
With these results, we can conclude that the recognizer is independent of the speaker sex. This is quite 

logical because the underlying neural networks were trained using the same proportion of men and women. 
 
AGE OF THE SPEAKER AND QUALITY OF THE RECOGNITION BY HEADSET 
 

In this case we tried to test the speech recognition with people of different ages. We divided the people 
in two groups: children between 5 to 12 years old, and adults from 13 years old to 70 years old. 
 
The results are: 
 
5-12 years: 0.522 confidence value (93% success rate) 
13-70 years: 0.722 confidence value (99% success rate) 
 
We can see that in the age group ranging from 5 to 12 years, the speech recognition is worse than in the 

other group. The confidence value and success rate is significantly lower. This is because children express 
less clearly and their voice is still less educated (more wean and shaky). However, success rate is still high, 
enough to interact with children. This problem has been described throughout literature (Ishi et al. 2006) 
and a solution for other systems, with worst confidence results, is using different recognizers with different 
acoustic model adaptations (one for children and another for adults). 
 
   
MICROPHONE BUILT IN THE ROBOT (OMNIDIRECTIONAL MICROPHONE)  

 
In all test scenarios described above we have used unidirectional wireless microphone headsets. In 

these  cases,  the  speaker  had to  put  the  microphone  very  near  the  mouth. However, interaction  without 
headsets is much more natural and comfortable (Breazeal 2003). There is a need for the robot to be provid-
ed with mechanisms to collect audio itself. 

 
For this test we tested with an omnidirectional microphone13 (or non-directional microphone) built in 

the robot. This kind of microphone (see Fig. 8) is able to obtain audio information from the environment in 
any direction. They are typically used to collect ambient sound, or to record music choirs.  They are able to 
collect  the  audio from a  few  meters  away with  enough  quality. The  main  problem  is  that  they  are  much 
more sensitive to noise than unidirectional microphones because they are designed for a different purpose. 
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The advantage is that the user can talk to the robot without any additional device, achieving an interaction 
very similar to that that occurs between humans.  
 

 

 
Fig. 8 Omnidirectional microphone MP33865 

 
The test were performed using different distances from the robot (1, 2 and 3 or more meters), without 

important noise background (less than 50 dB). The results are: 
 
1m: 0.42 confidence value (75% success rate). 
2m: 0.31 confidence value (72% success rate). 
3m: 0.25 confidence value (66% success rate). 
 
The fact that the speech recognition’s accuracy decreases with the distance to the microphone can be ap-

preciated. Results  are  worse  than  using unidirectional  microphones, but  depending  on  the  application,  it 
might be sufficient. 
 
We have not been able to obtain results in an environment with significant ambient noise (65-75 dB), 

because the speech recognition cannot differentiate between noise and speech. The problem is that the noise 
and the human voice arrive to the speech detector at similar volumes. The noise cancelling system of the 
ASRSkill eliminates both, the noise and the speech samples. Additionally, this kind of microphones lack 
noise cancellation systems (because they are designed to receive the ambient sound). 
 
Another  approach  to  improve  recognition  results  is  to  train  the  speech  recognizer  for  this  particular 

acoustic  model. It  is  important  to  remember  that  the  speech  recognizer acoustic  model  is  designed  and 
trained for telephone applications with unidirectional mobile microphones. 
 
 To sum up, this kind of microphones (non directional) eliminate the need of external devices for com-

munication and  provide  a  more  natural  interaction  between  human  and  robot.  However, in  environments 
with an important background noise, they are a poor choice for HRI. 
 
 
MULTI-ARRAY MICROPHONE BUILT-IN THE ROBOT  
 

A microphone array is any number of microphones operating in tandem.  Their main applications are for 
extracting voice input from ambient noise and locating the sound source (the angle from which it is origi-
nated). These features are very interesting in HRI and have studied using recently using several robots (H 
Kim  and  Choi  2007)(TAM  and  AI,  Yoko  SASAKI,  Satoshi  KAGAMI)(Valin,  Rouat,  and  Michaud 
2004)(Yoshida,  Kazuhiro  Nakadai,  and  Hiroshi  G.  Okuno 2009). Additionally, this modern audio collec-
tion  system  is starting  to be  used more  and  more  in  videogames  station (Chetty  2009),  laptops, mobile 
phones,  cars (Oh,  Viswanathan,  and  Papamichalis  1992)… In  almost all, using a non commercial micro-
phone array with 3 or 4 unidirectional microphones, and over that, noise cancellation and a source location 
algorithms are applied by software. 
 
This kind of microphones is very robust to noise, and combines the advantages of using unidirectional 

microphones (not very affected by background noise) and of using omnidirectional microphones (you can 
speak without using headphones or “earpiece”: freedom of movement and headset quality without the head-
set).   
 

 
Fig. 9 Multi-array microphone 

14



 

 

 
 
Recently, the first general-purpose commercial microphone arrays are starting to make their way into the 

market.  They  are  endowed with signal processing algorithms for noise  cancelling and  source  location by 
hardware.  These  devices  are  still  relatively  expensive.  However,  we  have  acquired a  commercial  eight 
microphone array device14 and tested it once built into the robot Maggie. See Fig. 9 for a graphical repre-
sentation of results. 
 
 Again the test have been performed at different distances to the robot (1, 2 and 3 or more meters) with-

out important background noise (less than 50 dB). The results are: 
 
1m: 0.62 confidence value (95% success rate). 
2m: 0.53 confidence value (83.78% success rate). 
>3m: 0.37 confidence value (52.5% success rate) 
 
Results at the same test scenarios but with important noise background (about 65 dB) are: 
 
1m: 0.47 confidence value (81,08 % success rate). 
2m: 0.41 confidence value (80 % success rate). 
>3m: 0.31 confidence value (31,67 % success rate) 
 
The fact that the recognition’s accuracy decreases as we move away from the microphone can be appre-

ciated. This also happens when we add significant ambient noise. In the next section, we will compare these 
results with the previous tests, taken with unidirectional and omnidirectional microphones. 
 

SUMMARY OF ALL TEST SCENARIOS WITH DIFFERENTS MICROPHONES 
 

To summarize the performed survey, we depict the three compared audio capture systems we used for 
the  tests on a single graph  (see Fig. 10). In  this  figure, the three  audio capture systems’  performance  is 
compared in two environments: one quiet (less than 50 dB), and one noisy (approximately 65 dB). Sound is 
captured from a distance equal to or less than 2 meters from the user's mouth (in the case of the headset, it 
is actually extremely close). 
 
With these results, the fact that using the headset provides the most precise values in speech recognition 

can be observed. This system is followed in rank by the microphone array system, and, finally, the omnidi-
rectional microphone. In all three cases, we have used high-end professional microphones (highest quality 
based on currently available devices on the market as of 2010, with the exception of the microphone array 
system: a  new  model  with  noise  cancellation  hardware has  been  released  recently  and  has  still  not  been 
acquired by the research group; it is said to be able to greatly improve the results of its category compared 
to its predecessors15). 
 
Depending on the type of interaction and environment, it is desirable to use a microphone array integrat-

ed into the robot, or a headset placed next to the user's mouth. If the environment is very noisy and/or high 
recognition accuracy is very necessary, the headset is to be used. If the environment is quieter, and focus is 
on having a more natural interaction and/or sound source location, the microphone array built into the robot 
is to be used. 
 

 

                                                             
14 http://www.acousticmagic.com/voice-tracker-array-microphone-technology.html 
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Fig. 10 Accuracy recognition comparative microphones (confidence values). 

 
 

VII. HOW CLASSIFY ASR OUTPUTS AS ACCEPTED O REJECTED  (A 
NEW APPROACH) 

 

 
Usually programmer uses the confidence scores in order to decide whether to accept or reject  asr out-

comes. These classifications can reduce the incidence of misunderstanding but these require thresholds to 
be set which are themselves notoriously difficult to optimize. Modern recognizers can produce recognition 
hypotheses but it is not clear in practice how these can be used effectively. 
 
As we said, most spoken dialog systems (SDS) are based in this local use of confidence and they need a 

confidence threshold. Some improvements allow them to adapt dynamically this threshold or change the 
confirmation strategy (implicit or explicit confirmation request). Instead other smarter SDS POMPD-based 
(Roy, Pineau, and Thrun 2000)  no need use a threshold since they maintain a distribution across all states 
rather than a point-estimate of the most likely state, and SDS track all possible dialogue paths rather than 
just the most likely path, but the use of this systems for any practical system is, however, far from straight-
forward. 
 
In this work we propose a new way to use the ASR results to accept or reject them. This new approach 

follow using the confidence score but in a more intelligent way; we have called it  “second opinion”. For 
this we have developed a confidence annotation component, which uses features form different knowledge 
sources in the system to compute a new confidence score more reliable.   
 
 “Second opinion” is based on using several recognition engines at the same time (at least two). In this 

work, we have used two recognition engines in parallel, the first of them is Loquendo ASR, outlined above, 
and the second recognition engine have been Google Voice ASR (it can be tested with Chrome HTML5, 
Android SDK and Youtube Automatic Subtitles), but you can use any other.  We have tested with Google 
ASR because it is an online recognition engine and therefore it does no consume local CPU. 
 
In a typical interaction,  Loquendo ASR provides the audio log files that we can send to online Google 

ASR. Audio files only have got voice samples (additional samples are deleted for Loquendo Speak Detec-
tor). Google ASR processes these audio files and return to the local application the ASR results. These 
Loquendo and Google ASR outcomes can be processed for the new confidence annotation component to 
calculate a new confidence score. 
 
To calculate this new average confidence score, firstly we have used the next function: 
 
C1 = results confidence ASR1(it is provided for each recognition by the first  ASR engine and is used to 

show the guarantee that the recognizer has performed correctly). 
C2 = results confidence ASR2 (it is provided for each recognition by the second  ASR engine and is used 

to show the guarantee that the recognizer has performed correctly). 
SNR1 = Signal to Noise Ratio ASR1 (it is provided for each recognition by the fisrt ASR engine and is 

used to show, in each recognition, the noise level environment). 



 

 

SNR2 = Signal to Noise Ratio ASR2 (it is provided for each recognition by the second ASR engine and is 
used to show, in each recognition, the noise level environment). 
SR1 = pre-calculated success rate ASR1 (success rate obtained testing in real environments by the first 

ASR  engine and  is  used  to  show  percentage  of  times  that  the  first  recognizer  is  capable  of  matching  the 
correct sentence). 
SR2  =  pre-calculated  success  rate  ASR2  (success  rate  obtained  testing  in  real  environment  by  the  se-

cond ASR engine and is used to show percentage of times that the second recognizer is capable of matching 
the correct sentence). 
AC = average-confidence (final confidence taking account the relative weight of each recognizer). 
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With this function we give more weight/value to the recognizer with more a priori known success rate. 

We  have  calculated  success  rate  testing  with  the  engines  and  it  is  showed  in  “Table  1 ASR  Framework 
comparison table”. 
  
In the previous equation, we have not taken into account that the success rate for each recognition engine 

is strongly influenced by noisy, thus the success rate should not be a uniform function for all noise values.  
Probably  a  recognizer  is  more  affected  by  noise  that  another,  and  the  results  provided  by this recognizer 
more sensitive in noise ambient should be less reliable than the results provided for another more robust 
engine against ambient noise. Therefore is logical penalize the noise-sensitive engine in noise environments 
and reward it in silent environments. Therefore we need calculate a function that relation the SNR with the 
success rate for each recognizer, how we did in the Fig. 6.  Another example about this function is in Fig. 
11. 
 

 

Fig. 11 Success Rate vs SNR: success rate probability function (PSR) 
 

   
SNR score can be obtained in each recognition and hence we can build that function with a lot of recog-

nitions, and  after  use  this  one for calculate  a  new  average  confidence  as  we  formulating  in  function  (II). 
Remark that SNR score it is influence by several factors as model and type of microphone, reverberation 
and, of course, noise environment. 
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In Fig. 12 we have compared the average-confidence using equation  (II) and the traditional confidence 

using only one recognizer, Loquendo, and the threshold was changed between 0 and 1, the two axes in the 
curve are false alarm and missing, which are defined as:  
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 (IV)  

 
  Predicted Positive  Predicted Negative 
Actual Positive  TP  FN 
Actual Negative  FP  TN 

Tabla 2 Definition table 
 
Basically in X axe we represented the accepted utterance that were wrong and in Y axe we represented 

the utterance was rejected were rights. To understand the figure, see Tabla 2 and equation (3) and (4). 
 
 
 

 
Fig. 12  Average Confidence vs typical confidence  

 
 
 
When the value of false alarm is high, i.e. a lot of wrong utterance are accepted, involves that the miss-

ing value is low, that is, a few right utterance are rejected because most utterance (good and bad) are ac-
cepted. Instead when the false alarm is low the missing value is high because many utterance are rejected. 
A correct combination of confidence score calculation and threshold, try to maintain a right trade-off be-
tween false alarm and missing, decreasing missing value and false alarms. With this work we achieve this.  

VIII. CONCLUSIONS 

We have presented our work and the steps taken to give a social robot the capability of understanding 
natural spoken language as precisely as possible. We have focused on analyzing the best commercial 
recognition engines with their advantages and disadvantages, and to choose which most suits our needs and 
provides us with more potential.  We have analyzed the accuracy of speech recognizer in many possible 
environments and situations. We have additionally focused on choosing the most suitable system to capture 
audio and improve human-robot interaction, providing complete freedom of movement and natural lan-
guage. 
 
In this work, we have showed the steps, requirements, frameworks, hardware and how integrate all in 

any robot, thus this work gives guidelines and advice in how to incorporate automatic speech recognition 
on a generic robotic platform, but the paper not only aims to provide a recent survey of existing ASR tech-
nologies and microphones. We have also focused in test some parameters in robot audition as user speaker 
volume, user intonation, user age and sex, separation between speakers and robot and real influence among 
noise and recognition accuracy.   It is important remark that it is expensive and laborious to get user license 
of this commercial software and hardware. Once that it is achieved, to configure, install, test and to inte-
grate these systems in a robotic platform requires a major effort through this work we try to alleviate.  
 
We have verified that array-microphone systems still do not work so well in noisy environments as di-

rectional microphones do, even though the commercial array-microphone tested claim better results that 



 

 

directional microphones. The major problem is that this topic is yet under active research, and thus com-
mercially hardware available system does not provide any better solution about feasibility of ASR to social 
robot that directional microphones do. 
 
Finally we have presented a new method to classify ASR results as accepted or rejected based in a “se-

cond opinion” that decreases the number of false positives and also decreases the false negatives consider-
ing the pre-calculated success-rate for each recognition engine in each SNR interval.  To apply this method 
it is necessary to work with, at least, two ASR engines in parallel and pre-calculate the success rate in noise 
intervals for each.   
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