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Abstract

This paper surveys the area of biological and genomic
sources integration, which has recently become a major
focus of the data integration research field. The challenges
that an integration system for biological sources must face
are due to several factors such as the variety and amount
of data available, the representational heterogeneity of the
data in the different sources, and the autonomy and differ-
ing capabilities of the sources.

This survey describes the main integration approaches
that have been adopted. They include warehouse inte-
gration, mediator-based integration, and navigational in-
tegration. Then we look at the four major existing in-
tegration systems that have been developed for the bio-
logical domain: SRS, BioKleisli, TAMBIS, and Discov-
eryLink. After analyzing these systems and mentioning a
few others, we identify the pros and cons of the current
approaches and systems and discuss what an integration
system for biologists ought to be.

1 Introduction

The integration of biological data is just one phase of the
entire molecular biology research and genomic hypothesis
discovery process. Computer integration – as opposed to
human integration – is not actually mandatory in the pro-
cess: until recently molecular biologists managed to per-
form their research without any type of non-manual inte-
gration. The integration of their repositories and other in-
formation sources was then done when researchers needed
it, without specifically automating the process, thereby
consuming most of a molecular biologist’s typical work-
day. However, now that relevant data is widely distributed
over the Internet and made available in different formats,
manual integration has become practically infeasible. The
amount of data stored in biological databases has indeed
grown exponentially over the past decade [15], while si-
multaneously the number of available biomolecular and

genomic sources on the web has increased to more than
500 [11, 39, 2].

Furthermore, the need for effective integration of vari-
ous bioinformatic sources is also justified by the charac-
teristics of these sources. The main characteristics include

• the highly diverse nature of the data stored,
• the representational heterogeneity of the data,
• the autonomous and web-based character of the

sources and the way the data is published and made
available to the public,

• the various interfaces and querying capabilities of-
fered by the different sources.

In fact, for these reasons bioinformatic sources are dif-
ficult – if not simply time-consuming – for biologists to
use in combination with one another.

This paper is a survey that spans the main issues of
the integration problematic in the context of biological
data sources, and then discusses some of the current ap-
proaches and existing systems used to address the chal-
lenges raised. The paper is organized as follows. First the
characteristics mentioned above are explained in more de-
tail in Section 2. Then Section 3 lists the dimensions along
which bioinformatic integration systems can be measured
and thus differentiated. Next, Section 4 covers the main
integration approaches that have been suggested by the re-
search community. Following the approaches, Section 5
describes some of the major systems that were designed
for the integration of biological data and relates each of
them to the dimensions and approaches given in the pre-
vious sections. Finally, Section 6 contains a few remarks
and a discussion of some important open challenges in
bioinformatic integration.

2 Characteristics and
Challenges

The challenges that must be overcome when integrating
heterogeneous bioinformatic sources are numerous and
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varied. Listed in this section are the major characteris-
tics of those sources and hence the challenges that must
be resolved when trying to integrate them.1

Variety of data: The data exported by the available
sources cover several biological and genomic re-
search fields. Typical data that can be stored includes
gene expressions and sequences, disease character-
istics, molecular structures, microarray data, pro-
tein interactions, etc. Depending on how large or
domain-specific the sources are, they can store dif-
ferent types of data. Furthermore, bioinformatic data
can be characterized by many relationships between
objects and concepts, which are difficult to identify
formally (either because they are abstract concepts
or simply because they span across several research
topics). Finally, not only can the quantity of data
available in a source be quite large, but also the size
of each datum or record can itself be extremely large
(e.g DNA sequences, 3-D protein structures, etc).
This differs from non-scientific (e.g. business data)
integration scenarios where there is usually no spe-
cific need to address the issue of very large entries.

Representational heterogeneity: The collection of
bioinformatic sources has the property that similar
data can be contained in several sources but repre-
sented in a variety of ways depending on the source.
This representational heterogeneity encompasses
structural, naming, semantic, and content differences
[42]. In other words, not only are they very large but
they also each have their own schema complexity
(i.e. structural differences). Furthermore, each
source may refer to the same semantic concept
or field with its own term or identifier, which can
lead to a semantic discrepancy between the many
sources (i.e. naming and semantic differences). The
opposite can also occur, as some sources may use
the same term to refer to different semantic objects.
Finally, the content differences involve sources that
contain different data for the same semantic object,
or that simply have some missing data, thus creating
some possible inconsistencies between sources. This
representational heterogeneity leads to issues such as
entity identification across sources and data quality
issues, as well as data consistency, redundancy, and
curation.

Autonomous and web-based sources: Most of these
sources operate autonomously, which means that
they are free to modify their design and/or schema,
remove some data without any prior “public” noti-
fication, or occasionally block access to the source

1Note however that the source properties listed here are not necessar-
ily specific to the biological and genomic domain.

for maintenance or other purposes. Moreover, they
may not always be aware of or concerned by other
sources referencing them or integration systems
accessing them. This instability and unpredictability
is further affected by the simple fact that nearly all
sources are web-based and are therefore dependent
on network traffic and overall availability. An impor-
tant consequence of the sources being autonomous
is that the data is dynamic: new discoveries or
experiments will continually modify the source
content to reflect the new hypotheses or findings.
In fact the only way for an integration system to be
certain that it will return the latest data is to actually
access thesources at query time.

Differing querying capabilities: Individual sources
provide their own user-access interface, all of which
a user must learn in order to retrieve information
that is likely spread across several sources. Ad-
ditionally the sources often allow for only certain
types of queries to be asked, thereby protecting
and preventing direct access to their data. These
intentional access restrictions force end-users and
external systems to adapt and limit their queries
to a certain form. Authors in [42] note about the
bioinformatic sources that on top of requiring of
biologists that they master many different interfaces,
some potentially useful information cannot actually
be retrieved because of query restrictions and poten-
tially pertinent queries cannot be asked even though
the data necessary to answer them is available in the
sources.

3 Dimensions of Variation

The existing systems for integrating bioinformatic sources
vary along several dimensions, and in this section we will
discuss some of the important ones, and the spectrum of
variation along those dimensions.

Aim of integration: This refers to the overall goal of the
integration system. Some systems are “portal” ori-
ented in that they aim to support an integrated brows-
ing experience for the user (c.f. SRS [30], BioNav-
igator [5]). Others are more ambitious in that they
take user queries and return results of running those
queries on the appropriate sources (c.f. TAMBIS [1],
DiscoveryLink [26]).

Data model: This refers to the design assumptions made
by the integration system as to the syntactic nature
of the data being exported by the sources. Some
systems have text models of data (c.f. SRS [30],
BioNavigator [5]) while others have structured data



models. In case of structured models, systems differ
in terms of the specific model assumed – including
relational data, object-relational data (c.f. Discov-
eryLink [26]) and nested semi-structured data (e.g.
XML and CPL [14]).

Source model: This refers to the assumptions made on
the inter-relations between sources. Most systems
assume that sources they are integrating are “com-
plementary” in that they export different parts of the
schema. Others also consider the possibility that
sources may be overlapping (c.f. [4]) in which case
aggregationof information is required, as opposed to
pure integration of information. Integrating comple-
mentary sources is often called “horizontal integra-
tion” [42] while integrating the overlapping sources
is called “vertical integration.”

User model: This refers to the type of users that the sys-
tem is directed towards. The systems that primar-
ily support browsing need to assume very rudimen-
tary expertise on the part of users. In contrast, sys-
tems that support user-queries need to assume some
level of expertise on the user’s part in formulating
queries. Some of these systems (c.f. [14]) assume
user queries to be formulated in specific languages,
while others (c.f. [1]) provide significant interactive
support for users in formulating their query.

Level of transparency: This refers to the extent to which
the user has control over and/or is required to spec-
ify the particular sources that are needed to be used
in answering her query. Some systems (e.g. [14]) re-
quire the user to select the appropriate sources to be
used. Others (e.g. [1]) circumvent this problem by
“hard-wiring” specific parts of the integrated schema
to specific sources.

4 Integration Approaches

The integration approaches used in the existing systems
can be classified first in terms of the data model they
use – text, structured data or linked records. For sys-
tems that view sources as exporting mainly text, integra-
tion involves supporting keyword/text search across the
sources. When the sources are viewed as exporting more
structured data, there are two broad types of integration
approaches, based on whether the data from the sources is
“warehoused” or accessed on demand from the sources.
Finally, for systems that view sources as exporting linked
sets of browsable records, integration involves supporting
effective navigation across sources. Since the majority of
systems use the (semi-)structured or linked record models,
in what follows we will discuss the integration approaches
for these in more detail.

4.1 Warehouse integration

Warehouse integration consists in materializing the data
from multiple sources into a local warehouse2 and exe-
cuting all queries on the data contained in the warehouse
rather than in the actual sources. Warehousing empha-
sizes data translation, as opposed to query translation in
mediator-based integration [42]. In fact, warehousing re-
quires that all the data loaded from the sources be con-
verted through data mapping to a standard unique format
before it is physically stored locally.

Relying less on the network to access the data obvi-
ously helps in eliminating various problems such as net-
work bottlenecks, low response times, and the occasional
unavailability of sources. Furthermore, using materialized
warehouses allows for an improved efficiency of query
optimization as it can be performed locally [19, 12]. An-
other benefit in the warehouse integration approach is that
it allows the system/user to filter, validate, modify, and
annotate the data obtained from the sources [13, 23], and
this has been noted as a very attractive property for bio-
informatics.

This approach however has an important and costly
drawback in terms of result reliability and overall system
maintenance caused by the possibility of returning out-
dated results. Warehouse integration must indeed regu-
larly check throughout the underlying sources for new or
updated data and then reflect those modifications on the
local copy of the data [12].

4.2 Mediator-based integration

Mediator-based integration concentrates on query trans-
lation. A mediator in the information integration context
is a system that is responsible for reformulating at run-
time a query given by a user on a single mediated schema
into a query on the local schema of the underlying data
sources. Unlike in the warehouse approach, none of the
data in a mediator-based integration system is converted
to a unique format according to a data translation map-
ping. Instead a different mapping is required to capture
the relationship between the source descriptions and the
mediator and thus allow queries on the mediator to be
translated to queries on the data sources. Specifying this
correspondence is a crucial step in creating a mediator, as
it will influence both how difficult the query reformulation
is and how easily new sources can be added to or removed
from the integration system.

The two main approaches for establishing the mapping
between each source schema and the global schema are
global-as-view (GAV) and local-as-view (LAV) [19, 29].
In the GAV approach the mediator relations are directly
written in terms of the source relations. In other words,

2The authors in [23] call it a Unifying Database.



each mediator relation is nothing but a query over the data
sources. The GAV approach greatly facilitates query re-
formulation as it simply becomes a view unfolding pro-
cess; however handling the addition or removal of a
source in a GAV mediator is much more difficult as it
requires a modification of the mediator schema to take
into account the changes. In a LAV-based mediator ev-
ery source relation is defined over the relations and the
schema of the mediator. It is therefore up to the indi-
vidual sources to provide a description of their schema
in terms of the global schema, making it very simple to
add or remove sources but also complicating the query re-
formulation and processing role of the mediator. Clearly
both of these approaches have some positive and negative
consequences, but LAV is considered to be much more
appropriate for large scale ad-hoc integration because of
the low impact changes to the information sources have
on the system maintenance, while GAV is preferred when
the set of sources being integrated is known and stable.

Several of the bioinformatic integration systems were
developed before the advent of the mediated systems, and
instead follow the federated database model. A feder-
ated database integration system consists of underlying
sources which are autonomous components but which
also cooperate to allow controlled access to their data.
The authors in [41] explain that federated integration
can be seen as a middle-ground between no integration
(where a user must query each source individually) and
total integration (where a user can only query the sources
through the integration system). In federated integration
the schemas of the component sources are put together to
form an integrated schema on which queries will be asked.
Seen from this vantage point, mediated systems could be
seen as very loosely coupled versions of federated sys-
tems.

4.3 Navigational integration

The idea of navigational or link-based integration
emerged from the fact that an increasing number of
sources on the web require of users that they manually
browse through several web pages and data sources in
order to obtain the desired information [12]. In fact the
major premise and motive justifying this type of integra-
tion is that some sources provide the users with pages that
would not – or hardly – be accessible without point-and-
click navigation. The specific paths essentially consti-
tute workflows in which the output(s) of a source or tool
is(are) redirected to the input of the next source until the
requested information is reached [9]. In effect, queries are
transformed into (possibly several) path expressions that
could each answer the query with different levels of satis-
faction [34].

Pure navigational integration eliminates relational

modeling of the data and instead applies a model where
sources are defined as sets of pages with their interconnec-
tions and specific entry-points, as well as additional infor-
mation such as content, path constraints, and optional or
mandatory input parameters [10, 29]. The authors in [20]
claim that this model effectively allows the representation
of cases where the page containing the desired informa-
tion is only reachable through a particular navigation path
across other pages.

Lacroix et al. [28] further explore the path-based ap-
proach by analyzing paths between biological sources.
Their observation was that multiple physical paths can
link two sources. Therefore their goal is to determine
properties of links between sources and use these prop-
erties to identify the best of several potential execution
paths that can answer a given query.

5 Existing Bioinformatic
Integration Systems

This section covers a description of some well-known sys-
tems that are currently available and tries to characterize
each system in terms of the dimensions (c.f. Section 3)
and the integration approaches used. The following four
systems are discussed in more detail:

• SRS, which is a link-based integration system rely-
ing on local index files,

• K2/BioKleisli, which is close to a federated database
integration system,

• TAMBIS, which is a mediator-based integration sys-
tem that uses a global ontology to formulate queries,

• and DiscoveryLink, which is a mediator-based and
wrapper-oriented middleware integration system.

After the description of these four systems, other existing
bioinformatic integration systems and projects are men-
tioned. Table 1 provides an overview of the characteris-
tics of each system in terms of the dimensions mentioned
in Section 3.

5.1 SRS

The Sequence Retrieval System (SRS) is closer to a
keyword-based retrieval system than an integration sys-
tem. Its approach to bioinformatic integration is to parse
flat files or databanks that contain structured text with field
names. It then creates and stores an index for each field
and uses these local indexes at query-time to retrieve rel-
evant entries [30, 39]. Although extensive indexed entries
are kept locally to be used by the query processor at query



Aim of
integration

Data model Source model User model Level of
transparency

Overall
integration
approach

SRS Portal,
browsing-
based

Linked text
records

Mostly com-
plementary,
some overlap

No critical
expertise

Sources
specified by
user

Navigational,
(with local
index)

K2/ Bio-
Kleisli

Query-
oriented

Semi-structured,
object-oriented

Mostly com-
plementary

Expertise
in query
language

Sources
specified by
user

Mediator-
based

TAMBIS Query-
oriented

Structured, object-
relational

Mostly com-
plementary

Interactive
query formu-
lation

Sources
hard-wired
by system

Mediator-
based

Discovery-
Link

Query-
oriented
middleware

Structured, object-
relational

Mostly com-
plementary,
some overlap

Expertise
in query
language

Sources
selected by
system

Mediator-
based

BACIIS Query-
oriented

Structured, object-
relational

Mostly com-
plementary,
some overlap

Interactive
query formu-
lation

Sources
selected by
system

Mediator-
based

Bio-
Navigator

Portal,
browsing-
based

Text model Mostly com-
plementary

No critical
expertise

Sources
specified by
user

Navigational

GUS Query-
oriented

Structured,
relational

Mostly com-
plementary

Expertise
in query
language

N/A3 Warehouse

KIND Query-
oriented

Semi-structured,
object-oriented

Mostly com-
plementary

Expertise
in query
language

Sources
specified by
user

Mediator-
based

Entrez Portal,
browsing-
based

Linked text
records

Mostly com-
plementary,
some overlap

No critical
expertise

Sources
specified by
user

Navigational

Table 1: Dimensions of variation (c.f. Section 3) for the existing systems described in Section 5.

time, SRS is not actually a warehouse system as the ac-
tual data is neither modified nor stored locally. The other
main feature of SRS is that it keeps track of the cross-
references between sources. In order to parse the flat files
and capture all this information, the system has its own
parsing component, ICARUS, which is designed to recog-
nize the presence of links and index all source records us-
ing a keyword-based indexing approach. Therefore, while
parsing and indexing is performed, the system can iden-
tify links that exist between entries in different sources.
These links are then used to suggest more results to a user
after a query has been processed.

The user query interface is straightforward in SRS [40].
A user first selects which of the many available sources
should be queried depending on the type of data expected,
and then asks a keyword or gene sequence query on these
sources. After the query is processed, the relevant docu-
ments in terms of the query keywords are displayed. Ad-
ditionally, SRS will search in its local index of parsed

links for any additional entry that is related in some way
to the query. All such links are then made available to the
user and grouped by source or by the type of data they
point to. In other words, the results of a query in this
system are essentially composed of a set of tuples or en-
tries directly retrieved from the initially selected sources,
and a set of paths across other sources which lead to in-
formation that is related to the query. In fact, a user can
browse through a set of sources in a point-and-click type
of navigation [12] even after having submitted a very sim-
ple query, and find perhaps more relevant or complemen-
tary results in the suggested links.

5.2 K2/BioKleisli

BioKleisli is primarily a loosely-coupled federated
database system. The mediator on top of the underlying

3The GUS warehouse is only composed of one local database so
there is no actual transparency issue.



sources relies mainly on a high-level query language that
is more expressive than SQL and that provides the ability
to query across several sources: the Collection Program-
ming Language, or CPL [8, 14]. CPL requires source
specific wrappers to map sub-queries to specific hetero-
geneous sources, which are accessed through predefined
atomic query-functions. The data model used in BioK-
leisli is an object-oriented type system that is more ex-
pressive than the relational model since it includes bags,
lists, variants, nested sets and nested records. BioKleisli
does not use any global molecular biology schema or on-
tology that the user could use to formulate queries. This
approach therefore requires of the users not only a strong
competency in CPL [13] but also a perfect knowledge of
the schema and structure of the bioinformatic sources be-
ing integrated.

The BioKleisli project is mainly aimed at performing a
horizontal integration. In fact, a query attribute is usually
bound to an attribute in a single predetermined source;
there is essentially no integration of sources with content
overlap. Furthermore, no optimization based on source
characteristics or source content is performed. The only
query optimization that takes place is the reordering of
projections, selections, and joins. In fact, the procedural
nature of CPL makes the query optimization process dif-
ficult.

K2 is the newer version of the BioKleisli system [13].
K2 abandons CPL and replaces it by OQL, a more widely
used query language. This change does not modify the
overall flow of the system. Queries are still decomposed
into subqueries and sent to the underlying sources using
data drivers, while the query optimizer remains a rule-
based optimizer.

5.3 TAMBIS

TAMBIS (Transparent Access to Multiple Bioinformatics
Information Sources) is a mediator-based and ontology-
driven integration system [1, 38, 39]. Queries in TAM-
BIS are formulated through a graphical interface where a
user needs to browse through concepts defined in a global
schema and select the ones that are of interest for the
particular query. The system first expresses the graphi-
cal query in GRAIL, a declarative source-independent de-
scription logic. The source-independent GRAIL query is
then translated into a query internal form (QIF), which
is in turn translated into a source-dependent query execu-
tion plan in CPL. The choice of CPL was based first on its
handling of complex data types well adapted to biological
concepts, and second because CPL has a list of available
function libraries that are specific to bioinformatic sources
and that provide a function-based view of all the underly-
ing sources. Because TAMBIS needs external wrappers,
it uses wrappers from the BioKleisli system to access the

underlying sources.
The planning and optimization subsystem in TAMBIS

only performs reordering of query components; it does
not store source statistics or analyze source capabilities.
Reordering is based on the cost of individual query com-
ponents, where the cost combines the predicted time nec-
essary to evaluate a component as well as the expected
number of results it will return, i.e. objects or tuples (note
that results are not necessarily tuples since not all sources
are of relational nature). This optimization therefore does
not include any evaluation of sources in terms of content
overlap or source availability. In fact, a given concept and
its corresponding CPL function are always linked to a pre-
determined source, which means that even though several
sources may contain the same information about a con-
cept, the same source will always be accessed for that par-
ticular concept. In short, plans are determined in terms of
ordering concepts rather than ordering sources.

It is important to notice that, unlike in many other
projects that use ontologies, the ontology defined by
TAMBIS is not primarily used for schema mapping be-
tween the underlying bioinformatic sources; instead the
ontology is a dictionary and classification of biological
concepts representing subsumption relationships between
concepts. The mapping of ontology concepts to source-
dependent CPL functions is done by another subsystem
called the Source Model which simply captures which
CPL function is related to which ontology concept. Hence
the TAMBIS domain ontology mainly serves the purpose
of easing the user’s task of formulating the query. Over-
all, the TAMBIS project greatly improves the interface
through which a user can pose queries without having to
write complex queries nor worry about navigating through
sources.

5.4 DiscoveryLink

IBM’s DiscoveryLink [25, 26] is a wrapper-oriented
bioinformatic integration system. It serves as an interme-
diary for applications that need to access data from sev-
eral biological sources. Applications typically connect to
DiscoveryLink and submit a query in SQL on the global
schema, not necessarily aware of the underlying sources.
DiscoveryLink is essentially an integration layer built on
the Garlic project technology. It serves as a middleware
between the applications and a set of wrappers. The
source-specific wrappers must register their data source
in order for it to be integrated.

The Garlic technology is mainly a federated database
query processor that communicates with source-specific
wrappers to determine the optimal plan for a given query
and executes the query over possibly several sources [24].
One role for the wrappers is to translate the source data
models and describe the data available in the underlying



sources. The data model used by DiscoveryLink is the
object-relational model. Additionally the wrappers pro-
vide source-specific information about query capabilities
that will help the optimizer determine which parts of a
query can be submitted to each source.

Using the information provided by the wrappers, the
query processor breaks the query into portions that can be
handled by different sources. It is then up to the wrapper
to produce a plan that the underlying source is capable
of executing, and evaluate the execution cost of that plan.
The overall cost of all plans is calculated by the optimizer.
Several factors are taken into account by the optimizer
when computing the cost, such as the local execution cost
on each source, network-related costs, selectivity of predi-
cates, and the cost of any remaining operations that cannot
be performed by the data sources and that would need to
be performed by the DiscoveryLink engine.

After the wrappers have produced their plans and the
optimizer decided on the best plan to adopt, the execu-
tion engine in will send out individual plans to be exe-
cuted by the wrappers. The nature and complexity of the
plan a wrapper has to execute may vary depending on the
query as well as the capabilities of the source. Once the
wrappers have performed their plan, the processed data
flows from the data sources into the DiscoveryLink en-
gine, which in turn performs any operations that could not
be handled by the sources and returns the data to the client
application.

Unlike TAMBIS, DiscoveryLink is not a user-end prod-
uct. A user interface is required to operate on top of Dis-
coveryLink to elicit queries that are processed and sent to
the underlying sources; while in TAMBIS the emphasis is
on the source-independent ontology of bioinformatic con-
cepts which enables end-users to formulate their queries
easily. Furthermore, TAMBIS and DiscoveryLink also
differ in that they do not equally address the optimization
of query execution plans in an integration context. In fact
TAMBIS concentrates less on query optimization and pro-
cessing over multiple heterogeneous data sources, which
is precisely what DiscoveryLink tries to achieve through
the use of its wrappers.

5.5 Other existing systems

Several other existing bioinformatic integration systems
or projects are described in this section.

• BACIIS (Biological and Chemical Information Inte-
gration System) [33] is an end-user product which
was developed following a mediator-based approach
combined with extensive use of a knowledge base
(KB). The KB contains a domain ontology which
serves as a global schema for the system and which
captures object classes, attributes, and multiple com-

plex relationships between classes, thereby form-
ing a network structure between classes4. The KB
also keeps the data source schema which maps the
schema of individual sources to the domain ontol-
ogy. One of the goals of this project is also to derive
extraction rules automatically and store them in the
source wrappers.

• BioNavigator (part of Biosift’s Radia [6]) is a com-
mercially available integration solution which lets
users define their preferred execution path for a
query. The aim is to allow users to reuse those paths
later (similar to macros) for queries of the same type
[5, 17]. BioNavigator claims to be capable of in-
tegrating heterogeneous sources with a proprietary
technology.

• GUS (Genomics Unified Schema) [13, 22] is a sys-
tem that follows the approach of data warehousing.
Maintaining a warehouse allows users of GUS to fil-
ter the data and add annotations that a user may want
to associate to some retrieved data.

• KIND (Knowledge-based Integration of Neuro-
science Data) [21, 31], attempts to combine the use
of formal ontologies and conceptual models with
source-specific wrappers.

• Entrez [18] is a web-based link-driven federation in
which sources are interconnected so that any entry
returned from one of the integrated sources will also
have related links to the other sources.

• BioHavasu [4] is a project which is much closer to an
aggregation system as it concentrates on integrating
sources which may potentially all contain the desired
information rather than complementary information.
The process of selecting between sources is based on
the approach used by the online bibliography medi-
ator BibFinder [3], which mines and uses coverage
and overlap statistics of the data sources [37].

• Eckman et al. [16] suggest using source capabilities
and capability-based rewriting (CBR) to efficiently
integrate biological data sources. Source capabilities
especially include input/output relationships which
exactly describe how a source behaves. Their ap-
proach also consists in characterizing in the form of
metadata source properties such as access costs and
content information.

4as opposed to the more common subsumption relationship ontolo-
gies which have a tree structure.



6 Discussion

6.1 The ideal system

The first discussion point that should be brought up and
that should be addressed by all who plan to build a bioin-
formatic integration system relates to what the biologists
and other researchers actually want as a system. The pri-
mary use of such systems is to enable the scientists to
acquire some knowledge from large amounts of data, to
then formulate hypotheses from the knowledge acquired,
and finally perhaps to validate these hypotheses. The
amount of work necessary without an integration system
is prohibitive, which is why the main goal of these sys-
tems should be to automate a maximum number of tasks.
Although nothing truly indicates which query interface
users prefer (e.g through concept navigation, keyword-
based, query-by-example, expressive declarative queries,
link navigation, etc.), it is clear that it is up to the sys-
tem to ensure that users will find what they were looking
for in a minimum amount of time and interactions. It is
also interesting to note that C. Goble (from the TAMBIS
project) admitted that TAMBIS did not actually provide
a purely ”transparent” access to sources, as it appeared
in their experiments that users usually wanted to have the
possibility of choosing which sources were accessed and
knowing what query plan was to be executed [7]. This
tends to show that the system must also be able to pro-
vide enough flexibility to the user as well as display the
provenance of the data.

Furthermore, because of the span and dynamic nature
of biological data, it is also imperative that source rep-
resentation and source capabilities be automatically ex-
tracted. As of today, most source descriptions are ob-
tained through a manual analysis of the source schema or
interface by both a domain expert and an integration ex-
pert, which usually are two distinct people. Automating
the process will reduce the cost and time necessary to de-
velop full-scale integration systems that can keep up with
the pace at which biological data is generated.

In addition to the automated extraction of source de-
scriptions, it is important for an integration system to
gather source statistics in order to refine the query plans
and improve the overall functionality and performance of
the system even as the sources evolve (c.f. [36, 37]).
Among the essential statistics that should be learned are
the coverage of individual sources, the overlap between
sources, the average response time, query-dependent re-
sponse time, and various quality statistics such as fresh-
ness of the data and density of each result5.

Finally, one should note that the integration of scien-
tific data must also take into account the interesting fact

5densityrefers to the degree of completeness of each of the answer
records returned by a source (c.f. [35]).

that most biologists or researchers value data even though
it may be only partially complete and/or potentially in-
correct. Any data can indeed be relevant to a scientific
researcher. Thus we cannot wily nilly delete or ignore in-
complete datasources.

6.2 Discussion on integration approaches

As Section 4.1 pointed out, the warehouse approach can
provide two clear advantages. First, it simplifies query
optimization and processing by storing the data locally
according to a single global schema. Second, it enables
users to add their own annotations to some stored data and
specify some filtering conditions to clean the data as it is
stored locally. Although this would indeed be a defini-
tive improvement for the user of the system, it is still
unclear how this process could be achieved efficiently,
and more specifically how the data could effectively be
validated or modified without requiring costly and time-
consuming human intervention, as well as extensive do-
main expertise. The data retrieved and integrated in the
warehouse will indeed eventually have to be converted
into a warehouse-specific format. Furthermore, as men-
tioned earlier, data warehousing in general must still face
the vast problem of handling updates in the data sources,
which here would be an even greater challenge as the data
contained in the warehouse may be modified and anno-
tated, and therefore always different from the data in the
underlying sources. It is however interesting to note that
despite those negative aspects, authors in [23] have re-
cently suggested that a large curated warehouse was the
only effective approach, given the pervasive data incon-
sistency across sources.

Although Section 4.2 explained the GAV and LAV ap-
proaches for mediator-based integration, it is interesting
to note that none are truly implemented in the biologi-
cal integration systems mentioned in this survey. A rea-
son may simply be that biologists started working on bio-
logical databases and repositories long before web-based
data integration became a research field in Computer Sci-
ence. In fact, most systems used initially were either
warehouses or federated databases, which have survived
and evolved since. Only relatively recently has the field
lead to wrapper-oriented or navigational approaches.

The concept of navigational integration has in fact not
yet established itself as a true alternative to the other, more
common integration approaches. In fact, the authors in
[12] even doubt that link-driven integration is pertinent to
bioinformatic integration because it does not offer enough
querying functionality and secondly because it is not well
adapted to the extent of the data available and to the ever-
changing sources. However, one cannot overlook this
type of integration, as path-based optimization of queries
seems like a promising new direction.



Much like TAMBIS and K2, most of the currently
widely used integration systems only address the hori-
zontal dimension of data integration. In integrating only
sources that have complementary data, an integration sys-
tem does not take into account the potential overlapping
aspect of sources or the probable incompleteness of some
sources. Restricting the integration process to simply
combining data from sources that contain different types
of information for the same semantic entity limits the ca-
pability of a system, especially in terms of reliability and
completeness. Moreover, it prevents one from optimizing
the system to:

• deal with absence of data or contradictory data,
• identify bad-quality data,
• use response times to improve query execution,
• and select sources that have a higher chance of re-

turning better or more results.

A purely horizontal integration system cannot address
these issues of effectiveness and efficiency. In fact, ag-
gregation of information and sources is also necessary.
Considering the possibility of having several candidate
sources for the same mediator relation would essentially
allow a system to address these issues. DiscoveryLink
makes an attempt to solve the problem of selecting be-
tween several potential sources by using the estimated
query processing cost given by the individual wrappers,
although the overlap and coverage point of view of opti-
mization and source selection is not considered.

7 Conclusion

This survey justified the need for systems that provide an
integration of bioinformatic sources as there exists a real
demand from biological researchers who are now over-
whelmed by the amount of work necessary to manually go
through the integration process. Dimensions of variation
between systems and general integration approaches were
then described. Systems that try to solve the challenges
posed by such a large-scale and domain-specific integra-
tion were then exposed. The current approaches can be
divided into several classes, including warehouse, media-
tor, and navigational-based integration systems. However,
after a description of the major systems used by biolo-
gists today (SRS, K2/BioKleisli, TAMBIS, and Discov-
eryLink), it was clear that none of them follow the guide-
lines of exactly one approach. Often aspects of different
approaches are in fact joined together to build these inte-
gration systems.

A discussion followed by pointing out that the ideal in-
tegration system should truly take into consideration the
wishes of those who will be using the system. It was men-
tioned that reducing the time and interactions required
to use the system were the key issues. Automating a

maximum number of tasks is the ultimate goal systems
should aim at in order to integrate data at the same pace
as the field is moving. A discussion on current approaches
was then presented. The lack of aggregation systems,
which integrate sources containing semantically similar
data, also known as vertical integration, was pointed out.
By restricting themselves to the integration of sources
that contain complementary data, or horizontal integra-
tion, current systems cannot compensate for the possible
absence of data in a source, contradictory data, low re-
sponse times and other important factors that would im-
prove query optimization and execution time.
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