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Abstract

This paper investigates different strategies allowing inte-
gration of contextual information during the feature extrac-
tion stage of a cursive handwriting HMM-based recognition
system. First we propose to use linear discriminant analy-
sis (LDA) in order to integrate the class information during
feature set building. Secondly several zoning strategies are
used to integrate local contextual information. Finally, a
weighting technique is proposed in association with zoning
with the aim of integrating handwriting style. Some experi-
ments were carried out and the results show the interest of
the proposed strategies.

1. Introduction

The problem of handwriting recognition has been stud-
ied for several decades but is still open [6]. The main diffi-
culty lies in the large variability of the handwriting signal,
especially for applications without writing constraints like
bank cheque processing and mail sorting.

Different sources of variability can be pointed out. The
writing tool and the support used can modify the shape of
characters. The writer mood can also influence his writ-
ing, but the main variability source is the writer himself.
As proof, handwriting is used for authentication purpose.
Each writer has his own style. Tappertet al. [9] identify
five different styles: boxed discrete, spaced discrete, run-
on discretely written, pure cursive script and mixed cursive,
discrete run-on discrete. However, their study was done for
on-line handwriting systems. In such industrial application
as mail sorting or bank cheque processing, the three last
styles are the most used and correspond to natural writing
when the two first are usually associated with constrained
writing, like on some forms.

Another problem comes from the segmentation step. In
large vocabulary application, like mail sorting, the model
must be done at the character level. Thus a segmentation

process must be carried out. Segmentation is a complicated
task still not solved. Generally, over-segmentation of word
in graphemes is preferred ; then dynamic programming is
used in order to evaluate character hypothesis.

At this level, the knowledge of the grapheme shape may
not help in character identification. Then the main difficulty
lies in extracting discriminant information for the classifica-
tion step. Contextual information becomes really important
in this scheme. It will help to recombine the graphemes
in characters and improve the discrimination power of fea-
tures.

In this paper we will introduce several strategies allow-
ing improvements of the discriminant power of feature sets
by integrating contextual information. In the next section
we will expose our motivation. Then, in section 3, the pro-
posed strategies will be developed. Several experiments
were carried out ; they will be described in section 4. Fi-
nally some conclusions will be presented.

2. Problem statement

Our main objective is to improve the performance of the
handwriting recognition system described in [2]. This is a
discrete HMM-based off-line handwriting recognition sys-
tem, using an analytic approach with explicit segmentation.
After some pre-processing and segmentation steps, the ba-
sic units processed by this system are graphemes,i.e. part
of a character, a whole character or several characters fully
connected. Each grapheme is represented by two symbols
from different sets of feature. The first one�� (27 sym-
bols) is based on global features: ascenders, descenders and
loops, and is more dedicated to cursive handwriting. The
second feature set�� (14 symbols) is based on the analysis
of horizontal and vertical contour transition histograms of
each segment. It better characterizes hand-printing. Those
two sets are combined by Cartesian multiplication, thus al-
lowing their integration into the recognition system. The
resulting set contains 378 features. In order to train and
test this system, three data corpuses are used: 12023 city



names for learning, 3475 for validation, and 4674 for test-
ing. Performances of this system, using a combination of
the feature sets�� � ��, are shown in Table 1, according
to the different writing styles and lexicon sizes. Samples
treated ashand-printed are composed of upper-case letters
only when those designated ascursive are mainly composed
of lower-case letters, only the first letter of each word can be
upper-case.Mixed clusters all the other samples. There are
approximatively 38% of hand-printed samples in our corpus
and respectively 51.5% and 10.5% of cursive and mixed.

Lexicon size 10 100 1 000 10 000
All Samples 98.9% 95.7% 89.5% 77.3%

Hand-printed 99.5% 97.9% 93.4% 82.0%
Cursive 98.3% 93.6% 85.4% 72.3%
Mixed 99.7% 98.0% 95.6% 85.1%

Table 1. Performances of the original system.

An analysis of those results shows that recognition rates
associated with cursive samples are lower than other styles.
This performance difference is inherent in handwriting
styles (samples from the same city name are shown in Fig-
ure 1). Shapes of hand-printed samples are naturally more
discriminant than cursive ones. Usually cursive handwrit-
ing is realized in a more rapid movement than hand-printed,
resulting in more ambiguous shapes. Moreover, after the
segmentation process it is difficult, indeed impossible, to
distinguish graphemes coming from different letter,e.g. “i,
u” or “n, m”. Those observations lead us to base our re-
flection on the analysis of the system behavior over cursive
samples.

Figure 1. Several examples of the same city
name.

In order to illustrate difficulties associated with cursive
sample recognition, an example is shown in Figure 2. We
can observe that 75% of graphemes are characterized by
the same feature “-”, corresponding to the absence of as-
cenders, descenders and loops. After system training, we
noticed that more than 50% of all graphemes are character-
ized by this feature. Although the definition of�� is based
on human perception of handwriting, this feature set is not
discriminative enough to perform good classification. The

combination with the feature set�� allows a better infor-
mation representation but still not discriminative enough.
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Figure 2. A segmented city name sample and
the corresponding �� feature sequence.

To improve recognition of cursive samples, one way is to
define features with a better discrimination power. Another
possibility is to take in account some contextual informa-
tion.

3. Integration of contextual information

What is contextual information? In the case of our hand-
writing recognition system using an explicit segmentation,
the basic entity is grapheme. Thus we are talking about
the context of graphemes. It can come from the neighbor-
ing graphemes and also from the whole word image. We
are dealing with low level contextual information, not high
level contextual information as grammatical or semantic in-
formation.

In order to integrate this kind of contextual information
during the feature extraction step, several strategies have
been developed.

3.1. Introducing the class information during fea-
ture extraction

The task of pattern recognition lies in assigning a sense
or a class to a given shape, according to some observations
or measures evaluated on this shape. Thus the knowledge
of this class, for a set of training samples, can help to build
some discriminant feature sets. One way is to perform a
linear discriminant analysis (LDA) [1]. This statistical data
analysis seeks components (or directions) that are useful for
discriminating data, according to modalities of a qualitative
variable. By choosing the different classes of the recog-
nition problem, the feature space can be transformed into a
new space where samples are clustered according to classes.
As principal component analysis (PCA), LDA can be used
to reduce the dimensionality, but we did not investigate this
possibility here.

For real problems, the class information is usually not
available during the feature extraction step. In our applica-
tion, the database is labelled but at the city name leveli.e.
only the character string present in each image and not the
label of each grapheme.

In order to obtain grapheme labels, we propose to use
a potential of Markovian modeling. After system training



we can obtain the alignment between graphemes and model
classes conducting to the better observation probabilityvia
the Viterbi procedure. Then this step can be used to label
each grapheme with the corresponding modeling class.

An effective recognition system is needed in order to
carry out this procedure. Thus different steps are required
in order to integrate the class information in a HMM-based
recognition system :

1. System Building
2. Grapheme Labelling using the backtracking step of

the Viterbi algorithm
3. LDA Calculation resulting in a transformation matrix
4. Sample Projection using the transformation matrix
5. Improved System Building

In our discrete framework, first and fifth steps are achieved
by constructing a feature set from a given feature space by
vector quantization. It can then be used to carry out the
system training.

A recognition system is used to obtain grapheme labels.
Thus the labelling is not guaranteed to be correct. However
it is an acceptable alternative to manual labelling. The veri-
fication of several samples showed that alignments given by
the first system is generally accurate. Thus we assume that
globally the obtained labelling of graphemes is correct.

3.2. Using zoning strategy

One way to integrate contextual information is to divide
patterns into several parts and to extract features from each
of them individually [8]. The resulting information repre-
sentation allows to obtain the relative positions of specific
characteristics and to integrate global information. For the
particular case of cursive handwriting, the presence of as-
cenders and descenders can be held by this strategy. The
resulting representation of information is more rich and pre-
cise.
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Figure 3. Definition of writing zones.

In order to divide graphemes, we propose to use the writ-
ing zones (ascender, median and descender zones, see Fig-
ure 3) defined during pre-processing steps. This solution
guarantees extraction of similar information (or features)
for samples of different sizes. From the three writing zones,
the median one is certainly the more informative. Simon [7]
states that word body is the regular part of the writing and

ascenders and descenders are singularities. For a cursive
sample, the median zone contains all the information about
the connection or ligature between graphemes.

As the median zone is more informative, different zon-
ing strategies (see Figure 4) are proposed in order to obtain
a more accurate information representation from the word
body.

(a) 3 zones (b) 4 zones Hor. (c) 4 zones Vert. (d) 6 zones

Figure 4. Different zoning strategies.

3.3. Integrating handwriting style during extraction

The zoning strategy proposed allows to extract more pre-
cise information for cursive samples. However, for hand-
printed one it is not so obvious. Indeed, for this style only
the median zone must be significant. As writing style is un-
known during pre-processing steps, the determination of the
three zones is done according to some heuristics.

An analysis shows that the size of the ascender zone is
bigger than half of the median zone for 50% of the hand-
printed samples. This observation means that the ascender
zone holds a significant proportion of information concern-
ing hand-printed samples. Similar conclusions were drawn
about the descender zone. Thus the use of a zoning strat-
egy can bring confusions during recognition of hand-printed
samples.

During the feature extraction step, the knowledge of
sample style can help to obtain a more discriminative infor-
mation representation, leading to better recognition results.
However this information is really difficult, indeed impos-
sible, to obtain with high reliability. Thus we proposed an
alternative : define a weighting strategy in order to reduce
the influence of zoning when hand-printed samples are pro-
cessed.

Our reflection is based on some observations : for hand-
printed samples the height of ascender and descender zones
is smaller than the median one. We evaluate two height
ratios�� and�� defined as :

�� �
����

����

�� �
�����

����

(1)

where����, ���� and����� are defined in Figure 3. These
quantities were evaluated over our entire training corpus.
Their analysis showed that 15% of the hand-printed samples
have an ascender zone bigger than median one versus 80%
for cursive samples. Only 5% of the hand-printed samples
has a descender zone bigger than median one versus 35%
for cursive samples.



This information was taken into account to define a
weighting strategy of feature vector components. Let� � �
���
�
� ��

�
� � � � � ��� �	 be the vector associated with one sample

in a� -dimension space where all��
 are in the range��� ��.
Let �� � ���

�
� ��
�
� � � � � ��� �	 be a centroid resulting of the

vector quantization process. Centroid components are ob-
tained from this equation :
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where�� � is the number of samples related to centroid�� .
Let ��, �� and�� be the number of components asso-
ciated with ascender, median and descender zones respec-
tively (� � �� � �� � ��). Let �� � �	�

�
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be the weighting vector associated with sample��. Its com-
ponents are obtained in the following way :
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This weighting vector is taken into account directly during
the vector quantization process by integrating it during dis-
tance evaluation between samples and centroids. The used
metric is the Euclidean distance. The weighting version can
be written as :
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The advantage of this approach lies in the fact that data ex-
tracted from graphemes (the feature vector) are not modi-
fied. However this weighting strategy can not be used in
association with LDA because in the resulting space, each
component is a linear combination of the original ones. In
order to compensate this problem, another approach is pro-
posed : weight directly feature vector components. This ap-
proach generates a new vector�� � ���

�
� ��
�
� � � � � ��� �

	 where
each component is obtained from the original� � vector :

��
 � 	�
 � ��
 (6)

where the weighting vector is the same (see equation 3).
The two weighting strategies will conduct to build two

distinct recognition systems

4. Experiments

In order to evaluate the influence of the proposed strate-
gies, we developed two new numerical feature spaces. The

first is based on concavity extraction (CCV). White pixel la-
belling as proposed in [3] was used. Only continuous con-
cavity configurations with more than 2 rays are used to build
the feature vector. The black pixel ratio is also taken in ac-
count.

The second feature space used was proposed by Oh [5]
and is called Directional Distance Distribution (DDD) fea-
ture. By opposition to the original method, we do not per-
form image size normalization before evaluating distances.
Instead, distances are normalized according to the size of
the analysis zone : width for horizontal distances,etc. Till-
ing strategies are not used. As required, the zone of analy-
sis is divided into several sub-zones. We choose to cut each
side by 2, resulting in 4 sub-zones.

Our system uses a discrete modeling, a vector quantiza-
tion is necessary to build feature set from a continuous fea-
ture space. We chose the LBG algorithm [4] for speed and
simplicity of its use. One associated constraint is the cardi-
nality of the resulting feature set : it must be a power of 2.
Feature sets with different cardinality were evaluated. Fi-
nally, all results presented in this section are obtained using
256 features. This size leads usually to the higher recogni-
tion rates. Moreover we used a lexicon size of 1 000 during
testing.

Before LDA After LDA
Lines Samples All Hand. Curs. All Hand. Curs.

1 CCV-BB 88.3 94.1 82.7 89.0 95.2 83.1
2 DDD-BB 83.6 92.1 75.7 92.7 96.5 89.1
3 CCV-3z 89.6 92.6 86.4 89.9 94.2 85.7
4 DDD-3z 86.3 88.8 83.0 93.2 95.6 90.5
5 CCV-4zH 90.9 94.2 87.3 90.8 95.2 86.6
6 DDD-4zH 87.5 90.7 83.6 93.6 95.9 91.3
7 CCV-4zV 89.9 93.1 86.2 90.4 95.2 85.9
8 DDD-4zV 88.7 92.2 85.0 93.8 96.8 90.9
9 CCV-6z 90.9 94.4 87.3 91.0 95.2 86.7
10 DDD-6z 88.5 93.5 83.5 92.9 96.1 89.8
Hand.: Hand-Printed; Curs.: Cursive; BB: Bounding Box; 3z: 3 zones

Table 2. Evaluation of class integration and
zoning

Table 2 presents the evaluation of class information in-
tegration during feature extraction and also the effect of the
different zoning strategies on our recognition system. In
table 3 we can observe results obtained when weighting
strategies are used in association with zoning. The label
“Weighting 1” stands for the first weighting strategy de-
scribed, without modification of feature vector components.
All values presented are recognition rates in %.

The analysis of lines 1-2 of table 2 (features extracted
from bounding boxes) shows that the use of LDA algo-
rithm leads to improvements of recognition rates whatever
the feature space used and whatever the writing style. From
this observation we can conclude that the proposed strategy
must be used in a discrete HMM-based recognition system



when features are extracted from bounding boxes.
A comparison of recognition rates from table 2 (all lines)

and table 1 (column 4) shows that the different feature sets
based on CCV and DDD lead to better performance than the
combination�� ��� with less features.

From the column marked “All”, we can notice that
zoning strategies lead to an improvement of recognition
rates, before and after LDA and whatever the feature set
used. If we analyze performances according to writing style
(columns marked “Hand.” and “Curs.” in table 2), conclu-
sions are not the same. As expected the zoning strategies are
favorable only to cursive samples. For hand-printed ones, a
loss can be observed. The reason is that writing zones have
no real significance for these samples. We can not say that
one zoning strategy is better than the others : “6z” seems
the better for concavity features (line 9 in table 2) but “4zV”
seems better than the DDD features (line 8 in table 2). Thus
we can conclude that the zoning strategy must be chosen
according to the nature of used features.

Before LDA After LDA
Lines Samples All Hand. Curs. All Hand. Curs.

1 CCV-3z 89.6 92.6 86.4 89.9 94.2 85.7
2 Weighting 1 89.5 92.8 85.8 89.7 94.2 85.3
3 Weighting 2 89.7 93.2 86.2 90.0 94.5 85.9
4 DDD-3z 86.3 88.8 83.0 93.2 95.6 90.5
5 Weighting 1 87.1 89.8 83.9 93.3 95.8 90.7
6 Weighting 2 86.1 89.3 82.3 93.1 95.5 90.7

Table 3. Evaluation of weighting strategies

In order to avoid the effect of zoning on hand-printed
samples, we proposed two weighting strategies. From
columns marked “All.” of table 3 we can observe that global
recognition rates are not really affected by these strategies.
The analysis according to writing style (columns marked
“Hand.” and “Curs.” in table 3) shows that both weighting
strategies lead to some improvements of recognition rates
associated with hand-printed samples. However both have
a bad effect on cursive sample recognition since we can ob-
serve a loss in performance. The reason is that for some cur-
sive samples the weighting strategies reduce the influence of
significant ascenders or descenders and thus introduce con-
fusion to the system. Another remark about hand-printed
samples is that even if the use of weighting strategies al-
lows to reduce the influence of zoning, recognition rates are
far from those obtained when features are extracted from
bounding boxes (94.1%).

5. Conclusions

In this paper we proposed several strategies to integrate
of contextual information in a handwriting recognition sys-
tem. First a scheme to introduce the class information dur-
ing feature extraction, in a discrete HMM-based recogni-

tion system, was developed. The observed performance im-
provement indicates clearly the interest of using this strat-
egy during the building of feature sets.

Then we evaluated zoning strategies to introduce con-
textual information during the feature extraction step. This
technique leads globally to performance improvements.
However only recognition rates associated with cursive
samples are increased. Those associated with hand-printed
samples suffer from this technique.

In order to reduce the loss of performance on hand-
printed samples, we proposed two weighting strategies, al-
lowing to take into account the writing style during feature
set building. This technique allows to reduce the influence
of zoning on hand-printed sample recognition. However we
can observe a reduction in performance associated with cur-
sive samples. A better discrimination between cursive and
hand-printed samples must be carried out in order to use
these weighting strategies.
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