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Abstract: In recent years, there has been an expansion in the development of simulators that use
virtual reality (VR) as a learning tool. In surgery where robots are used, VR serves as a revolutionary
technology to help medical doctors train in using these robotic systems and accumulate knowledge
without risk. This article presents a study in which VR is used to create a simulator designed for
robotically assisted single-uniport surgery. The control of the surgical robotic system is achieved
using voice commands for laparoscopic camera positioning and via a user interface developed using
the Visual Studio program that connects a wristband equipped with sensors attached to the user’s
hand for the manipulation of the active instruments. The software consists of the user interface
and the VR application via the TCP/IP communication protocol. To study the evolution of the
performance of this virtual system, 15 people were involved in the experimental evaluation of the VR
simulator built for the robotic surgical system, having to complete a medically relevant task. The
experimental data validated the initial solution, which will be further developed.

Keywords: surgical robot; virtual reality; control; simulator; single-incision laparoscopic surgery

1. Introduction

Applications using surgical robots are increasingly used in hospitals, found in an
approximately 5%, although they were unequally distributed. Currently, these applications
have multiple uses, such as abdominal, thoracic, neurosurgical, brachytherapy, pelvic
procedures, and so on [1,2]. These values are quite different from one country to another
based on financial stability, with a large increase in the number of surgical robots in the
private medical sector. The skills of doctors play a vital role in performing surgical tasks
through improved medical outcomes, patient safety, sensitivity, and increased accuracy.
Just as aviation and military simulators have become standard for personnel training, so
too may they have become for the surgical profession. Surgical interventions are performed
with the help of robotic systems to support the surgeon perform these interventions with
higher dexterity and faster responses to intraoperative complications [3].

The first robots used in surgical applications targeted specific parts of the intervention
dealing with bone perforation in orthopedic surgery. In the 1990s, several robotic devices
were introduced for simple tasks, such as the manipulation of the laparoscopic camera. A
cornerstone in robotic surgery was the development of the first two full robotic platforms,
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Zeus and DaVinci, which, controlled from a master console, enabled the surgeon to perform
the entire surgery by manipulating a set of instruments handled by the slave robotic
platform. Following medical and commercial success, the da Vinci robotic platform has
slowly spread throughout the world, even becoming a gold standard in many minimally
invasive procedures. It must be pointed out that from a medical point of view, the robotic
platform is a highly dexterous and accurate advanced tool with zero autonomy, with the
entire procedure being performed by the surgeon [4].

Medically, surgical procedures evolved, also aiming to provide maximum therapeutic
efficiency while minimizing the damage of healthy tissues. Thus, from classical, open
surgery, in the 1980s, an important step was taken towards minimally invasive proce-
dures, followed by the newer techniques which aim to perform the surgery through the
anatomic orifices of the body, i.e., natural-orifice transluminal endoscopic surgery (NOTES)
or through a unique access port, i.e., single-incision laparoscopic surgery (SILS) [5].

SILS is a developing technique due to its limitations in terms of surgeon ergonomics,
instrument crossing, and limited working volume, but most of these negative aspects can
be eliminated using a robotic platform dedicated to this task.

Surgeons need to develop their skills by practicing on robotic training systems that
emphasize complex surgical scenarios, evaluations, and challenges for these skills. Such
surgical training systems are available in two variants, namely: The first training approach
is a classic method which involves the use of actual physical robotic systems on human
phantoms, cadavers and then real patients (under the supervision of an expert in robotic
surgery). This approach has a high cost and limited accessibility because a physical robotic
system is and a mentor are needed to guide the future surgeon, while for live surgeries a
second console must be used. The second training approach is a relatively new technique
that uses VR to create simulators for robotic surgical training as a method to improve
the robotic assisted surgical skills; it is derived from the gaming industry and with the
technological progress it is now able to encompass high detail environments, relevant for
advanced training programs. Furthermore, by using VR simulators, modifiable levels of dif-
ficulty and challenges can be used, where surgeons can also learn to manage unpredictable
events [6]. Thus, these simulators are able to properly train surgeons before entering the
operating room and working with patients. A second, very important advantage of these
simulators is the preplanning of complex cases, when the digital twin of the patient is
loaded and studied before the actual surgery to establish the most efficient approach [7].
Besides this, these simulators offer possibilities to implement new learning methods in a
revolutionary way, yielding optimization of the acquisition of skills and their evaluation,
leading to an overall risk reduction, enhanced medical outcomes, and efficient handling of
any intraoperative complications.

This article describes a study in which a virtual reality simulator is developed for a
medical robotic system for single-incision laparoscopic surgery (SILS). The novel character
of this research consists of the implementation of a new robotic system in a VR environment
and the use of multiple control strategies to perform the surgical act. This enables validation
of the robotic structure before the experimental model is built, enabling its optimization
based on the reported experience by the testers. The use of combined control modalities
is also assessed. The robotic system consists of a parallel robotic module designed to
manipulate a platform which carries three independent robotic modules for the manipu-
lation of the specific instruments used in SILS procedures. The manipulation of the slave
robotic system is carried out from a master console that embeds different end-effectors: a
wristband multi-sensor used to actuate the active instruments and a set of voice commands
proven to be a valid interaction solution for the laparoscopic camera [8]. For the validation
of the surgical task involving the manipulation of the surgical instruments into the body
of a virtual patient, a user must reach specific (predefined) points. The procedure time
is recorded to be used as an efficiency indicator of the training process. The article is
structured as follows: after the introduction, the next section provides the literature review,
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followed by the Materials and Methods section in Section 3. Section 4 presents the results
and discussion, followed by Section 5 in which a summary and conclusions are given.

2. Literature Review

In the current literature, multiple applications can be found that use VR to create a
highly immersive three-dimensional virtual environment that is used as a learning tool
for systems found in the real environment. An example of such an application is found
in a study that focused on developing/improving skills in robotic surgery using VR to
train medical doctors in multidisciplinary surgery [9]. The study used the DaVinci sim-
ulator and included 24 exercises. The study was conducted over a period of 12 months,
with the learning platform providing automated performance metrics and tracking learner
progress. To complete the curriculum, a pre-test and post-test were required for the
21 students who participated in the study. After completing the curriculum, trainees re-
ported improvements in their ability to operate the robotic system, and post-test scores were
significantly higher than pre-test scores. Iop et. al. presented a systematic review of research
related to VR in neurosurgery, with an emphasis on education. Five databases including
thirty-one studies were investigated in this study after a thorough review process. This
study focused on performance and user experience, showing that this technology has
the potential to improve neurosurgical education using a wide range of both objective
information and subjective metrics [10]. Korayem et al. discussed the possibility of us-
ing the Leap Motion Controller to directly control surgical robot arms and laparoscopic
scissors during surgical procedures [11]. In [12], the authors performed a study where
they trained 30 participants on how to configure a robotic arm in an environment that
mimics the clinical setup. These participants were divided into three groups: one group
was trained with paper-based instructions, one was trained with video-based instructions,
and one was trained with VR-based instructions. By comparing the three methods, it
emerged that the participants who used VR for learning gained a better understanding of
the spatial awareness skills needed to achieve the desired robotic arm positioning. Mishra
et al. presented a study that searched and reviewed articles showing numerous applica-
tions of VR/augmented reality (AR) in neurosurgery. These applications included their
utility in the areas of diagnosis for complex vascular interventions, correction of spinal
deformities, resident training, procedural practice, pain management, and rehabilitation of
neurosurgical patients [13]. Covaciu et al. develop upper-limb rehabilitation simulators
using VR [14,15]. Korayem et al. performed a study in which a vision-based contactless
user interface named the Leap Motion Controller was presented. The device can track
the speed, position, and orientation of the surgeon’s hand, being also able to detect the
gestures and movements of each finger and then transfer data to the computer. Via this
controller, a robotic arm that has a laparoscope attached is controlled [16]. Ehrampoosh et al.
presented a new force-sensing instrument that facilitates teleoperated robotic manipulation
and semi-automates the suturing task. The end-effector mechanism of the instrument has a
rotating degree of freedom to generate the ideal needle-insertion trajectory and to pass the
needle through its curvature [17]. In [18], a modular 3-degrees-of-freedom (3DoF) force
sensor that easily integrates with an existing minimally invasive surgical instrument was
presented. Abad et al. presented a haptic exoskeleton that attaches to the hand, consisting of
five 4 ˆ 4 miniaturized fingertip actuators (eighty actuators in total) to provide cutaneous
feedback in laparoscopic surgeries, allowing the user to feel sensations in the form of vibra-
tions produced by the actuators [19]. In [20], a hybrid parallel robot, called PARASURG 9M,
was presented, consisting of a positioning and orientation module, with a kinematically
constraint remote center of motion (RCM) and a dexterous active instrument with wide
orientation angles for the distal head. A study was presented in [21] that demonstrated
improvement in the performance of robotic surgery for beginners after training on a virtual
reality simulator called RobotiX Mentor VR. The skills acquired during training are relevant
to the use of the real robot in clinical practice because they have been transferred to a
realistic model (avian tissue model). VR has also been used in the development of ankle
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rehabilitation simulators for people who suffered strokes. By attaching sensors to the limb,
this simulator can interact with a real person. The data that are taken from the sensors are
sent to an intelligent module to create new levels of exercises and control of the robotic
rehabilitation structure in the virtual environment using machine learning [22]. VR is also
used in the development of simulators in the control of a drone [23]. Luca et al. accom-
plished a study illustrating the potential of training using VR in spine surgery [24]. In [25], a
meta-analysis was conducted in which it was shown that VR improves efficiency in trainee
surgical practice. This study aimed to compare virtual reality with traditional training
approaches, determining if it can complement or replace the training model. Performing
research of the literature, 24 studies were highlighted that provided essential data. The
results of the study suggested a positive effect that was observed during training with the
VR simulator for controlling the laparoscope. Furthermore, this study highlighted that
VR training emphasized crucial aspects for adequate surgical performance. Different VR
systems offer multiple levels of difficulty, providing the student the opportunity to develop
basic laparoscopic skills. Trochimczuk et al. carried out a study in which the concept of
a novel telemanipulator for minimally invasive surgery was presented, and numerical
analysis was carried out to validate the performance of the main system [26]. In [27,28], a
review was made regarding the robots used in laparoscopic surgery. In [29], a study which
mainly proposed to provide context for remote control of laparoscopic devices to improve
the performance of minimally invasive surgical interventions was presented, so that all
patients can have access to qualified surgeons even if they are in another region. First,
with the help of the leap motion controller, the fine movements of the surgeons’ hands, the
position and gesture of the fingers, and an awareness of the changes in the corresponding
angles and coordinates, which were necessary at every moment, are acquired. To control
the laparoscopic gripper, a 5-DOF robotic arm is built that is controlled using data from
the Leap Motion sensor. Batty et al. presented the implementation of an environment
estimation and force prediction methodology to mitigate system communication time
delays for efficient implementation of haptic feedback in a minimally invasive robotic
surgical system [30]. Mao et al. examined the current literature on the effectiveness of VR
simulators regarding surgical skills in medical students, residents, and surgical staff. By
examining the literature, it was concluded that trainees who used VR demonstrated an
improvement in surgical skills, especially compared to those who used traditional non-VR
methods [31]. In [32], a study was conducted that aimed to investigate the satisfaction of
medical students regarding the training in robotic surgery offered at the Medical University
of Varna, Bulgaria with the Da Vinci skills simulator. The results suggested that training
in this field can be achieved even at the student level, using robotic surgery in realistic
scenarios. Lamblin et al. conducted a study at the University of Lyon, France, in which
they enrolled 26 junior specialist trainees to perform laparoscopic salpingectomy exercises
on a VR simulator called LapSim. Junior trainees demonstrated that they improved their
surgical skills following these exercises [33]. In [34], a study was conducted to evaluate
the benefit of training with virtual reality simulation. The study was conducted at the
ALEXEA (Alexandria Endoscopy Association) Center, in collaboration with the Department
of Gynecology and Obstetrics, University Hospital, Campus Kiel Schleswig Holstein, Ger-
many. The laparoscopy virtual reality simulator used was LapSim. The study concluded
that virtual simulation could help teach basic skills in the early stages of training and
provide a good simulation for procedural functioning for resident training. The virtual
simulation demonstrated significant results in most parameters by a reduction in operating
time, improvement in tissue handling, coordination of instruments, and reduction in the
incidence of complications, resulting in an improvement in patient safety.

3. Materials and Methods

The innovative robotic system, PARA-SILS-ROB, was built based on the “master–slave”
architecture, common for any surgical robotic system. This implies “zero” autonomy for
the robot itself, all decisions and operations being performed by the surgeon. The master
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console includes all the necessary elements to enable full control of the surgical instruments,
a task achieved through the slave robotic system. The VR simulation environment presented
in this paper acts, from the user point of view, as a virtual master console where interfaces
can be tested, user skills can be enhanced, and the slave robotic system, embedded as a
digital twin, can be optimized in parallel before its actual development.

In Figure 1, the general architecture of the “master–slave” training system and its
“virtual” counterparts are illustrated. The master console consists of the IMU sensor (having
an accelerometer, gyroscope, and magnetometer); the voice control module, which is used
to select the controlled module of the slave robotic system; other various elements of the
VR environment (e.g., the viewing camera); and the graphical user interface (GUI) used as
a backup solution of the IMU system and to provide additional parameters’ selection. The
slave robotic system consists of three modules: the 6-DOF parallel robot, used to position the
mobile platform (MP), on which the 1-DOF laparoscope module (for laparoscope insertion)
and the two 3-DOF active instruments orientation and insertion modules, used to guide the
active SILS instruments, are placed. According to medical protocol [35], the 6-DOF task is
used to perform instruments’ modules registration, namely to control the mobile platform
and position it at the SILS port, so that the remote center of motion (RCM) of the three
mechanisms match the three corresponding trocar ports. After the registration, the MP
is used for the orientation of the laparoscope, while the active instruments are controlled
via the two 3-DOF modules. A virtual patient is placed within the VR environment, and a
fuzzy logic system is developed to monitor their vital signs (heart rate, temperature, and
oxygen level) and to generate specific alarms displayed on the operator GUI.
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Figure 1. The SILS master–slave training system.

With focus on the VR environment, the next paragraph describes in detail the main
components of the system from a hardware, software, and interconnectivity point of view.

3.1. The Slave Robotic System

The parallel robotic structure (Figure 2) has six degrees of freedom (DOF) with a mod-
ular construction consisting of three identical kinematic chains positioned along the sides
of an equilateral triangle, connected to a mobile platform through three spherical joints. On
the platform, three independent modules are embedded, each of them handing one instru-
ment: the central module is a 1-DOF mechanism that performs the insertion/retraction of
the endoscopic camera, while the lateral modules are two mechanisms with 3-DOF that
have the role of achieving independent orientation of the mounted active instruments on
the platform. The complete slave robotic structure contains the following main components:

‚ robot rigid frame;
‚ operating table;
‚ kinematic chain 1;
‚ kinematic chain 2;
‚ kinematic chain 3;
‚ instrument orientation module 1;
‚ active instrument 1;
‚ instrument orientation module 2;
‚ active instrument 2;
‚ endoscopic camera.
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3.2. Singularity Analysis and Workspace of Parallel Robotic Structure

Robot singularity and workspace analyses are achieved to determine potential config-
urations where the mechanism could gain or lose degrees of freedom (becoming uncon-
trollable) and the operational working volume of the robotic structure in order to ensure
safe conditions for the patient [36,37]. Singularity analysis of the 3-R-PRR-PRS parallel
structure with a triangular frame and 6-DOF (Figure 3) is performed based on the kinematic
model [38] of the structure, the CAD model being generated in the Siemens NX software,
while the singularity positions of the structures are generated without assigning numerical
values for the geometric parameters. Siemens NX software can also be used for finite
element analysis (FEA) to determine the maximum deformation and the distribution of
deformation [39], one of the critical factors in ensuring the safety operations of robotic
systems working in the proximity of people [40]. Starting from the kinematic chain of
the robot (Figure 3), the following are defined: LC1, LC2, and LC3 are the three kinematic
chains (type R-PRR-PRS) that are actuated by the prismatic joints, namely q1, q2, q3, q4, and
q5, q6. Each chain contains other three passive revolute joints: R11, R12, and R13 for LC1;
R21, R22, and R23 for LC2; and R31, R32, and R33 for LC3. Each kinematic chain is connected
through a passive spherical joint (S1, S2, S3) with the mobile platform, having the following
geometric parameters: l0 represents the distance between the actuation axes, while l1 and l2
represent the mechanical links that compose the kinematic chains.
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Following the solution of the kinematic model of the 3-R-PRR-PRS robot (with a
triangular frame), the six expressions that represent the characteristic equations of the
mechanism (Equation (1)) are determined, which are then be used to calculate the Jacobi
matrices A and B [42].

f1 “ q1 ´ q2 ` 2 ¨ l1 ¨
c

1´ d2
1

pl1`l2q
“ 0

f2 : q2 ´

b

pl1 ` l2q
2
´ d2

1 ´ d14_S1 “ 0

f3 : q3 ´ q4 ` 2 ¨ l1 ¨
c

1´ d2
2

pl1`l2q
2 “ 0

f4 : q4 ´

b

pl1 ` l2q
2
´ d2

2 ´ d36_S2 “ 0

f5 : q5 ´ q6 ` 2 ¨ l1 ¨
c

1´ d2
3

pl1`l2q
2 “ 0

f6 : q6 ´

b

pl1 ` l2q
2
´ d2

3 ´ d25_S3 “ 0

(1)

Because the characteristic equations (Equation (1)) were defined to contain expressions
in which the six active joints, qi, i = 1 . . . 6, are free terms of the first degree, the expression
of matrix B is a very simple one, described in Equation (2). The determinant of matrix B is
as follows: det(B) = 1, which leads to the statement that there are no singularities of type I.

B “

»

—

—
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—

—

—

–

1 ´1
0 1

0 0
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0 0
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0 0
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0 0
0 0

0 0
0 0

1 ´1
0 1
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ffi

ffi

ffi

ffi

ffi

fl

(2)

The determinant of matrix B is as follows: det(B) = 1, which leads to the statement
that we have no singularities of type I. The determinant of matrix A has a complex form
which, due to its large dimensions, is be illustrated in an explicit form. Applying several
transformations and simplifications, this could be written as a product of 14 factors, which
can be analyzed independently to determine type II singularity conditions:

detpAq “
ź14

i“1
Fi (3)
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The first factor has a numerical expression (Equation (4)), introducing no singularity
conditions:

F1 “ 108 (4)

Factors 4, 5, and 7 are terms that depend exclusively on geometric parameters, which
can only theoretically become zero as all geometric parameters of the robot that represent
lengths have positive values (Equation (7)):

F6 “ l3, F7 “ l3
1 , F9 “

1

pl1 ` l2q
6 (5)

Further analysis of the other factors reveals that some have very complex expressions
and, as such, they are analyzed. Therefore, factor 2 in its initial form has 1698 terms and
degree 21, which is then transformed through combinatorial mathematical operations
and brought to a more compact form, consisting of three terms, two of which are simple
expressions, while the third has 330 of terms and degree 11. The first two resulting terms
are as follows:

F2_1 “ ´1, F2_2 “ cospθq (6)

If the first term does not introduce singularities, the second term introduces a singu-
larity for 0 “ ˘π

2 , but this singularity is outside the operational workspace of the robot, for
which, under special conditions, θ P

“

´π
3 , π

3

‰

, and during the procedure, after inserting the
instruments into the patient’s body, θ P

“

´π
6 , π

6

‰

.
For the evaluation of the polynomial equation defined by the third factor, MATLAB

script was developed to evaluate the value of the function in the robot’s workspace, looking
for the following information:

‚ Zero equality;
‚ Very small values of the evaluation result, which could suggest proximity to a singu-

larity zone;
‚ Changes in the sign of the equation from one value to another, which could illustrate

crossing through zero.

The results of these evaluations are presented below, where two examples are high-
lighted. In one, the values of the independent coordinates of the characteristic point of
the mobile platform are varied, and in the second, its rotation angles varied between
“

´π
6 ˜

π
6

‰

:

Case 1. Based on the graphical representation of the F2_3 values (computed with respect to
the variation of the linear coordinates of the TCP), no points were identified in the robot
workspace where the value of the factor was zero or close to zero. The range of variation
was as follows:

minpF2_3q “ ´2.2353 ¨ 109

maxpF2_3q “ 2.4313 ¨ 109

minp|F2_3|q “ 1.1629 ¨ 104
(7)

Case 2. Based on the graphical representation of the F2_3 values illustrated in Figure 4
(computed with respect to the variation of the linear coordinates of the TCP), no points
were identified in the robot’s workspace where the value of the factor F2_3 was zero or close
to zero. The range of variation was:

minpF2_3q “ ´1.3435 ¨ 1010

maxpF2_3q “ 1.2066 ¨ 1010

minp|F2_3|q “ 2.9878 ¨ 104
(8)

Sign changes occurred only when switching from one set of input data values to
another, which were generated between the minimum and maximum values. Thus, it can
be stated that this term does not introduce singularities into the robot’s workspace.
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The third factor is presented below:

F3 “ 3 ¨ l ¨ sinpψq ¨ sinpθq ¨ sinpϕq ´ 3 ¨ l ¨ cospϕq ¨ cospψq ` 3
?

3 ¨ l ¨ cospϕq ¨ sinpψq ¨ sinpθq`
6
?

3 ¨ linstr ¨ cospθq ¨ sinpψq `
?

3 ¨ l ¨ cospθq ¨ sinpϕq ` 3
?

3 ¨ l ¨ cospψq ¨ sinpϕq ` 9 ¨ Lp f`

3 ¨ l ¨ cospϕq ¨ cospθq ´ 6
?

3 ¨YE ´ 6 ¨ linstr ¨ sinpθq ´ 6 ¨ XE

(9)

In this case, all the calculated values are positive for the entire operational workspace
of the robot, which indicates that this term does not introduce singularities.

The fourth factor is presented below:

F4 “ ´3 ¨ l ¨ sinpψq ¨ sinpθq ¨ sinpϕq ` 3 ¨ l ¨ cospϕq ¨ cospψq ` 3
?

3 ¨ l ¨ cospϕq ¨ sinpψq ¨ sinpθq´
6
?

3 ¨ linstr ¨ cospθq ¨ sinpψq `
?

3 ¨ l ¨ cospθq ¨ sinpϕq ` 3
?

3 ¨ l ¨ cospψq ¨ sinpϕq ` 3 ¨ Lp f´

3 ¨ l ¨ cospϕq ¨ cospθq ` 6
?

3 ¨YE ´ 6 ¨ linstr ¨ sinpθq ´ 6 ¨ XE

(10)

In a similar way, the calculated values are entirely positive for the entire operational
workspace of the robot, which indicates that this term does not introduce singularities either.

The fifth factor is presented next, with similar behavior to the previous two.

F5 “ 2l ¨
?

3 ¨ cospθq ¨ sinpϕq ` 6 ¨ linstr ¨ sinpθq ` 3 ¨ Lp f ` 6 ¨ XE (11)

The terms F8 and F10, similar in content (but too bulky to represent), have similar
behavior with no negative values for the entire operational workspace of the robot.

T˚
11
“ 2l ¨

?
3psinpϕq sinpθqlinstr cospθq ` sinpϕqpcospψqZE ´ sinpψqYEq sinpθqq

`2l ¨
?

3pcospϕqpcospψqYE ` sinpψqZEqq `
´

´ cospϕq2l2 ` l2 ´ 3linstr
2
¯

cospθq2

´6linstrpcospψqZE ´ sinpψqYEq cospθq ´ l2 ´ 3YE
2 ´ 3pZE ` l1 ` l2qpZE ´ l1 ´ l2q

(12)

The term T˚11 represents the irreducible expression in the term T11 that was again
analyzed with respect to the operational workspace of the robot without registering values
close to zero or changes in sign, with all values being positive.

In the analysis of the term after simplifications, the following expression of the form
is obtained:

Exp “
b

`

T˚12

˘2 (13)

Expression (12) yields elimination of the square root and raising to the power of
2 because the equation resolves the set of real numbers. Analysis of the remaining term,
T˚12, shows that it only takes positive values for all points considered in the operational
space of the robot, with similar behavior encountered in the case of the next factor of the
determinate, F13.
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By careful analysis, the last factor, F14 has the following form (14):

F14 “
1

b

pF5q
2

(14)

By solving this equation in the set of real numbers, it leads to the simplification of the
two factors, which leads to their elimination from the final expression of the determinant of
matrix A.

Thus, it can be concluded that for the operational space of the robot, which takes
into account the orientation angles for the platform around the X and Y axes in the do-
main

“

´π
6 ˜

π
6

‰

, we have no singularity points, therefore ensuring safety conditions for
the patient.

The workspace of the 3-R-PRR-PRS robot was generated using the inverse geometric
model. The working space of the robot was calculated starting from the following geo-
metric values of the main elements of the robot structure: lPM = 760 mm; LFP = 1260 mm;
l1 = 375 mm; and l2 = 400 mm. Using a MATLAB script that embeds the inverse geometric
model of the robot structure. Different configurations of the mobile platform attached to
the robot structure were generated to study the following:

‚ The configuration with respect to the angle (ϕ), which was demonstrated in [42], to
greatly influence the workspace size (Figure 5);

‚ The total workspace of the robot with respect to the required orientation angles for the
endoscopic camera, namely:ψ, θ P r´45˝ ˜ 45˝s.

In Figure 5, the workspace of the robot is evaluated for a vertical position of the
laparoscopic camera (used for the initial steps of the procedure—when the camera is
inserted into the patient), and it can be easily seen that the robot ensures the most efficient
workspace when the angle (ϕ) is around the value of ´60˝.

Figure 6 illustrates the total workspace of the robot with respect to the SILS procedure
where the coordinates of the endoscopic camera and the angles ψ and θ vary between
minimum and maximum values, preserving the angle (ϕ) at the optimum value of ´60˝.
Additionally, for validation, a second workspace is modelled with the angle (ϕ) at the
“classical” value of 0˝. The number of valid points for ϕ = ´60˝ is 13.3 times higher than
for ϕ = 0˝, which points out the importance of using an efficient configuration for the robot
platform (visible even from the density of points).

3.3. The Master Console

The master console consists of a set of hardware and software elements, which are
used to control the slave robotic system. Through the different hardware interfaces, the
user generates motion commands for the active instruments, which are processed by the
software programs, generating the necessary movements at the level of the robot modules
while providing real-time feedback through the endoscopic camera.

3.3.1. The Multi-Modal Master Control Architecture

The block diagram (Figure 7) shows the interconnection of the logical components
in the control system. Control of the surgical robotic system can be performed through
a device attached to the user’s forearm. This device contains a three-sensor module
that includes a gyroscope, an accelerometer, and a magnetometer, and fusion of the
three sensors is carried out for precise positioning. The control device is equipped with an
ESP32 microcontroller used for data acquisition from the sensor module, and these data
are sent to the user interface via the TCP/IP protocol to be processed. Voice recognition is
used to change the control modules for the robotic system.



Sensors 2023, 23, 5400 11 of 25

Sensors 2023, 23, x FOR PEER REVIEW 11 of 26 
 

 

  

(a) (b) 

  

(c) (d) 

  

(e) (f) 

Figure 5. Workspace analysis of the 3-R-PRR-PRS parallel robot. (a) 0 , 0 , 0ψ θ ϕ= = =   ; (b) 

0 , 0 , 30ψ θ ϕ= = = −   ; (c) 0 , 0 , 30ψ θ ϕ= = =   ; (d) 0 , 0 , 45ψ θ ϕ= = = −   ; (e) 

0 , 0 , 60ψ θ ϕ= = = −   ; (f) 0 , 0 , 75ψ θ ϕ= = = −   . 

Figure 6 illustrates the total workspace of the robot with respect to the SILS procedure 
where the coordinates of the endoscopic camera and the angles ψ and θ vary between 
minimum and maximum values, preserving the angle (φ) at the optimum value of −60°. 
Additionally, for validation, a second workspace is modelled with the angle (φ) at the 
“classical” value of 0°. The number of valid points for φ = −60° is 13.3 times higher than 
for φ = 0°, which points out the importance of using an efficient configuration for the robot 
platform (visible even from the density of points). 

Figure 5. Workspace analysis of the 3-R-PRR-PRS parallel robot. (a) ψ “ 0˝, θ “ 0˝, ϕ “ 0˝;
(b) ψ “ 0˝, θ “ 0˝, ϕ “ ´30˝; (c) ψ “ 0˝, θ “ 0˝, ϕ “ 30˝; (d) ψ “ 0˝, θ “ 0˝, ϕ “ ´45˝;
(e) ψ “ 0˝, θ “ 0˝, ϕ “ ´60˝; (f) ψ “ 0˝, θ “ 0˝, ϕ “ ´75˝.



Sensors 2023, 23, 5400 12 of 25

Sensors 2023, 23, x FOR PEER REVIEW 12 of 26 
 

 

  
60ϕ = −   0ϕ =   

Figure 6. The total workspace of the 3-R-PRR-PRS parallel robot for φ= −60° versus φ = 0°. 

3.3. The Master Console 
The master console consists of a set of hardware and software elements, which are 

used to control the slave robotic system. Through the different hardware interfaces, the 
user generates motion commands for the active instruments, which are processed by the 
software programs, generating the necessary movements at the level of the robot modules 
while providing real-time feedback through the endoscopic camera. 

3.3.1. The Multi-Modal Master Control Architecture 
The block diagram (Figure 7) shows the interconnection of the logical components in 

the control system. Control of the surgical robotic system can be performed through a 
device attached to the user’s forearm. This device contains a three-sensor module that 
includes a gyroscope, an accelerometer, and a magnetometer, and fusion of the three sen-
sors is carried out for precise positioning. The control device is equipped with an ESP32 
microcontroller used for data acquisition from the sensor module, and these data are sent 
to the user interface via the TCP/IP protocol to be processed. Voice recognition is used to 
change the control modules for the robotic system. 

 
Figure 7. Interconnection of components. 

The control device (Figure 8) attached to the user’s forearm contains the following 
components: 
• Absolute orientation sensor, which includes an accelerometer, magnetometer, and a 

gyroscope, model IMU BNO055 [43]; 

Figure 6. The total workspace of the 3-R-PRR-PRS parallel robot for ϕ= ´60˝ versus ϕ = 0˝.

Sensors 2023, 23, x FOR PEER REVIEW 12 of 26 
 

 

  
60ϕ = −   0ϕ =   

Figure 6. The total workspace of the 3-R-PRR-PRS parallel robot for φ= −60° versus φ = 0°. 

3.3. The Master Console 
The master console consists of a set of hardware and software elements, which are 

used to control the slave robotic system. Through the different hardware interfaces, the 
user generates motion commands for the active instruments, which are processed by the 
software programs, generating the necessary movements at the level of the robot modules 
while providing real-time feedback through the endoscopic camera. 

3.3.1. The Multi-Modal Master Control Architecture 
The block diagram (Figure 7) shows the interconnection of the logical components in 

the control system. Control of the surgical robotic system can be performed through a 
device attached to the user’s forearm. This device contains a three-sensor module that 
includes a gyroscope, an accelerometer, and a magnetometer, and fusion of the three sen-
sors is carried out for precise positioning. The control device is equipped with an ESP32 
microcontroller used for data acquisition from the sensor module, and these data are sent 
to the user interface via the TCP/IP protocol to be processed. Voice recognition is used to 
change the control modules for the robotic system. 

 
Figure 7. Interconnection of components. 

The control device (Figure 8) attached to the user’s forearm contains the following 
components: 
• Absolute orientation sensor, which includes an accelerometer, magnetometer, and a 

gyroscope, model IMU BNO055 [43]; 

Figure 7. Interconnection of components.

The control device (Figure 8) attached to the user’s forearm contains the following
components:

‚ Absolute orientation sensor, which includes an accelerometer, magnetometer, and a
gyroscope, model IMU BNO055 [43];

‚ Microcontroller ESP32 [44];
‚ Power supply: 5V DC.
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3.3.2. Software Application Development

The software applications are developed using two programming languages, namely
C# (C Sharp) and Arduino. The Arduino programming language is used to implement
the program that is stored on the ESP32 microcontroller for the control device (Figure 8)
that attaches to the upper limb of the person controlling the surgical robotic system. The
program stored on the ESP32 microcontroller receives data from the sensors embedded
in the control device and encodes them in the format supported by the C# application,
developed using the Visual Studio program. Data transmission from the microcontroller to
the C# application occurs only when there is a change in the values provided by the sensors,
being transmitted using the Wi-Fi network protocol. Both the user application and the VR
application were written using the C# programming language, and the VR simulator was
developed in the Unity development environment. Figure 9 shows the architecture of this
application and how to establish communication between programs.
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C# Software Analysis

A graphical depiction of the facilities offered by the software application can be
made using UML diagrams [45]. In Figure 10, the use case diagram that indicates the
functionalities of the software application implemented using C# programming language
is presented [46]. This UML diagram is structured as follows:

‚ Eleven use cases that represent the functionalities of the C# software application.
‚ Three actors:

‚ The user or the external entity that interacts with the C# application.
‚ Script implemented in Arduino.
‚ Unity virtual reality application.

‚ Relations between the user and the use cases and relations between the use cases.
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Starting from the functionalities presented in the use case diagram, five classes were
designed and implemented, between which there are composition relations. The UML class
diagram [47,48] represented in Figure 11 presents these five classes, the relation between
them, and the used C# standard packages. These five classes are as follows:

‚ GUI class: enables the user to interact with the C# application. In order to realize the
graphic interface for the user, eight classes from the System.Windows.Forms package
are used.

‚ ArduinoConnexion class: establishes connection with the Arduino script and the
transmission of the data acquired from the sensors.

‚ UnityConnexion class: establishes the connection with the virtual application devel-
oped in Unity.

‚ FuzzyModule class: implements a specific artificial intelligence algorithm [49], based
on the fuzzy technique, to control the robot. For this purpose, three classes from the
AForge.Fuzzy package are used: FuzzySet, TrapezoidalFunction, and InferenceSystem.

‚ C#Main class: constitutes the principal class of the C# application, consisting of
four objects, i.e., one object of each previously presented class.
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User Interface

The user interface was developed to control the surgical robotic system embedded in
a virtual environment using VR technologies. The robotic system can be controlled via the
user interface in two main modes:

‚ manually, by means of buttons and sliders on the user interface;
‚ automatically, using a control device equipped with sensors that attaches to the user’s

upper limb, combined with voice control.

The user interface was developed based on the features specified in the use case dia-
gram, and the steps for using the interface are described in this section. For manual control,
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it is necessary to press the “Manual” button (Figure 12 (1)), which enables the manual
control tools and disables the automatic controls for the user interface. The following
commands are used for manual control:

‚ To establish the connection between the user interface and the virtual reality appli-
cation through the TCP/IP protocol, the “ConnectVRApp” button must be pressed
(Figure 12 (2));

‚ Data transmission between the user interface and the virtual reality application starts
only after pressing the “StartApp” button (Figure 12 (2));

‚ Control of the robotic system is performed by means of sliders (Figure 12 (3)),
as follows:

# Laparoscope insertion: insert the laparoscope (Figure 2 (9)) into the virtual
patient’s body;

# Control orientation instrument 1: control the orientation of instrument 1
(Figure 2 (5));

# Insert instrument 1: inserting instrument 1 into the body of the virtual patient
(Figure 2 (6));

# Control orientation instrument 2: control the orientation of instrument 2
(Figure 2 (7));

# Insert instrument 2: inserting instrument 2 into the body of the virtual patient
(Figure 2 (8));

# Kinematic chain control: are controlled the kinematic chains of the robotic
system structure (Figure 2 (3–5));

‚ For visualization in the virtual reality application from several angles, five viewing
cameras can be set (Cam1...Cam5), and organ visualization in the virtual patient’s
body is enabled by pressing the “ON” button (Figure 12 (4));

‚ By means of the sliders, the user can control the robotic system to insert the laparo-
scope and the two active instruments within a recorded time in defined points that
are positioned on the kidneys, and when the three points are reached, the stopwatch
stops and the elapsed time is recorded in a file (Figure 12 (5));

‚ Setting values for three virtual sensors (heart rate (HR), temperature, and oxygen(SpO2))
that are attached to the virtual patient (Figure 12 (6));

‚ Fields in which messages are displayed for monitor virtual sensor values and collisions
when inserting instruments into the virtual patients.

Automatic control is enabled in the user interface by pressing the “Automatic” but-
ton, which in turn disables the manual control tools. Switching the user interface to the
automatic control mode can be carried out through the following steps:

‚ In order to create the connection between the microcontroller and the C# application
(user interface) found on the computer via the Wi-Fi network protocol, the “Connec-
tionESP32” button must be pressed, and from that moment the “DisconnectionESP32”
(Figure 13 (2)) status appears on the button on a red background;

‚ By pressing the “Start” button, the “Stop” status appears on the button (Figure 13 (2)),
and from that moment the data from the microcontroller are transmitted to the C#
application. For optimal functioning of the sensors, they are calibrated by moving
the sensors of the device attached to the user’s upper limb on three axes; when the
calibration is successfully executed in the “Calibration status” field, the status “ON”
(Figure 13 (2)) appears on a yellow background. After the calibration is successfully
accomplished, the sensors can be used to control the robotic system.

‚ In order to make a connection between the C# application and the virtual reality
application via the TCP/IP protocol, the “ConnectVRApp” button must be pressed,
and the virtual reality application starts, and from that moment the connection is
created, and the status of the button reads “Disconnection” on a red background
(Figure 13 (3)). In order to make data communication in both directions between the
C# application and the virtual reality application, the “StartApp” button must be
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pressed, and from that moment the data communication starts, and the status of the
button becomes “Stop” on a red background (Figure 13 (3)).

‚ In order to be able to use the control device with sensors that are attached to the
user’s upper limb, the “Start Control Speech rec.” button must be pressed, and af-
ter pressing the button, its color changes to yellow-green (Figure 13 (4)). Pressing
the button starts the stopwatch (Figure 13 (5)) and activates voice recognition com-
mands that are combined with the sensors’ device commands to control the robotic
system from within the virtual reality application. When activating the command
via voice recognition, the color of the activated button changes from blue to yellow
(Figure 13 (4)). The following describes these commands as follows:

# KCC are controlled the kinematic chains of the robotic system structure
(Figure 2 (3–5));

# Lap: laparoscope control (Figure 2 (9));
# CM 1: the module for controlling the rotation and insertion of the instrument

1 (Figure 2 (5,6));
# CM 2: the module for controlling the rotation and insertion of the instrument

2 (Figure 2 (7,8));
# Stop C: Stop control of the robotic system (Figure 13 (4));
# Cam 1 . . . Cam5: Five viewing cameras are used for different angles in the

virtual reality application (Figure 13 (4));
# Organs Visualization ON: command used to visualize the internal organs of

the virtual human patient (Figure 13 (4));
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‚ Upon touching each point positioned on the kidney by the laparoscope and the
two active instruments, one LED lights up, and when both points have been successfully
touched, the stopwatch stops (Figure 13 (5)), and the time is recorded in a file.

‚ Field for setting sensor (Figure 13 (6)) values (heart rate, temperature, and oxygen)
that are attached to the virtual human patient;
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‚ Field where messages are displayed regarding the condition of the virtual human
patient from a medical point of view (Figure 13 (7)) by monitoring using three sensors
(heart rate, temperature, and oxygen). In this field, messages alerting the user of the
robotic system regarding the detection of collisions that may occur between the active
instruments and the internal organs of the virtual human patient during the surgical
procedure are also displayed.
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Program for ESP32 Microcontroller

The embedded script for the ESP32 microcontroller was programmed and developed
in an open-source programming environment called Arduino software (IDE) in the Arduino
programming language. The following libraries were required in order to write the control
script for the microcontroller:

‚ utility/imumaths.h: library for mathematical methods;
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‚ Adafruit_Sensor.h, Adafruit_BNO055.h: library for BNO055 sensor use;
‚ Wi-Fi.h: library use for Wi-Fi network protocol;
‚ Wire.h: library for communication of ESP32 microcontroller with BNO055 IMU sensor.

After the C# application is connected to the Arduino script and while the connection
is active, the data from the sensors are processed by the ESP32 script and encoded into a
format supported by the C# application so that it can be sent later.

3.3.3. Artificial Intelligence Based on Fuzzy Logic for Detecting and Avoiding
Unforeseen Events

Artificial intelligence agents based on fuzzy logic are used to create systems that detect
and avoid unforeseen events. Fuzzy logic systems are an approach to variable processing
that resembles human reasoning, with an approach that mimics human decision making.
Fuzzy systems make an extension of classical sets by associating a function that returns a
value between 1 and 0. Where it is difficult to implement a traditional control system, fuzzy
logic can intervene. A block diagram of the fuzzy logic system can be seen in Figure 14. To
activate rules, a fuzzification process is designed which transposes numerical expressions
into fuzzy sets, which in turn associate fuzzy sets, corresponding to linguistic values. Rule
manipulation is implemented by the inference motor which applies transformation of
rule sets to fuzzy sets. To make a transformation from fuzzy sets to numerical values, the
defuzzification process is used [50].
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To implement the fuzzy logic system, an open-source library called AForce.NET was
used, implemented using the C# programming language. The scope of such a system in
the entire surgical robotic application is to provide relevant information about the patient,
considering the ongoing surgical operation. For this surgery application, two fuzzy logic
systems were used as follows:

‚ For the first system, three virtual sensors (heart rate, body temperature, and blood
oxygen level) were attached to the virtual patient and configured in such a way as to
obtain distinct information about the patient’s biological signals by emitting visual
signals of alarm (Figure 13 (7)) if these parameters are about to change in such a way
that the patient’s life is endangered. Furthermore, a series of relationships between
the parameters of these signals was created, starting from the premise that the change
in the values of a signal can lead to the change in the values of another biological
signal important for the safety of the patient, for example, the decrease in the level
of oxygen in the blood can lead to tachycardia. The system can be integrated as
suggestive behavior in the control of the robotic system, considering that any change
in the patient’s medical condition can reconfigure the command the robot receives.
The system architecture consists of three inputs: heart rate signal, temperature, and
blood oxygen level. For prediction, the system has an output to display future events,
as can be seen in Figure 15.

The five output variables (Figure 15) are interpreted by the system as follows:

1. Between values 0 and 10, the output is “Danger Bradycardia”;
2. Between values 15 and 35, the output is “Bradycardia Alert!”;
3. Between values 40 and 60, the output is “Biological signals are within normal parameters”;
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4. Between values 65 and 80, the output is “Tachycardia Alert!”;
5. Between values 85 and 100, the output is “Danger Tachycardia”.

‚ The second fuzzy system is used to detect collisions between the active tools and the
organs of the virtual human patient (Figure 16). During the control of the robotic
system when the three instruments are inserted into the body of the virtual human
patient, these instruments may touch other organs than the desired ones and, as such,
sets of rules are implemented that alert the user of the robotic system through messages
(Figure 13 (7)) when an unwanted collision with another organ is happening or is
about to happen.
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Figure 16. Laparoscope insertion.

The architecture of the system consists of two inputs: collision ribs and collision
internal organs. For prediction, the system contains an output for displaying events, as can
be seen in Figure 17.
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The four output variables (Figure 17) are interpreted by the system as follows:

1. Between values 0 and 20, the output is “No collision occurs”;
2. Between values 30 and 45, the output is “Danger: Rib collision!”;
3. Between values 55 and 60, the output is “Danger: Organ collision!”;
4. Between values 80 and 100, the output is “Danger: Rib and Organ collision!”.

3.3.4. Virtual Reality Application

The parallel robotic system from virtual reality is designed to manipulate instruments
using the single-incision laparoscopic surgery (SILS) procedure. This procedure represents
a very good alternative for most minimally invasive procedures, offering a reduced hos-
pitalization time [51], a shorter recovery time, and better aesthetic results compared to
other procedures [52]. The virtual robotic system is controlled via the user interface by
combining two types of controls. Before starting the VR application, the user attaches the
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control device to their wrist (Figure 2) and performs the calibration. To start the application
from the user interface, the automatic control mode must be selected and the connection
between the ESP32 microcontroller and user interface must be established. Pressing the
“Start Control Speech Rec.” button activates the ability to control the robotic system through
the following commands by voice recognition:

‚ KCC: the background becomes yellow, and the user can control the kinematic chain of
the robotic structure (Figures 2–4) by rotating the upper limb in the horizontal plane
(parallel to the xOz plane) around the axis Oy (Figure 18a);

‚ Lap: the command is activated by voice recognition, the background becomes yellow
(Figure 13 (4)), and the user can control the insertion and removal of the laparoscope
(Figure 2 (9)) by a movement of rotating the upper limb in the vertical plane (parallel
with the plane yOz) around the axis Ox of the upper limb (Figure 18b,c);

‚ CM 1: the background becomes yellow (Figure 13 (4)), and the user can control
rotation module 1 (Figure 2 (5)) by a rotation movement of the upper limb in the
vertical plane (parallel to the plane yOz) around the Ox axis (Figure 18e). After
positioning rotation mode 2, the user can insert and remove active instrument 2
(Figure 2 (6)) through a movement of rotation of the upper limb in the vertical plane
(parallel to the yOz plane) around the axis Ox of the upper limb (Figure 18b,c);

‚ CM 2: the background becomes yellow (Figure 13(4)), and the user can control
rotation module 2 (Figure 2 (7)) through a movement of rotation of the upper limb
in the vertical plane (parallel to the plane yOz) around the Ox axis (Figure 18,f).
After positioning rotation mode 2, the user can insert and remove active instrument 2
(Figure 2 (8)) through a movement of rotation of the upper limb in the vertical plane
(parallel to the yOz plane) around the axis Ox of the upper limb (Figure 18b,c);

‚ Stop C: the background becomes yellow (Figure 13 (4)), and the user stops controlling
the robotic system;

‚ Cam1 . . . Cam5: the background becomes yellow, and the user can change the viewing
angle of the cameras;

‚ Organs Visualization ON: the background becomes yellow (Figure 13 (4)), and through
this command the user can visualize the internal organs of the virtual human patient.
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When operating the robotic surgical system, the user must insert two active instru-
ments and a laparoscope through a trocar that is positioned on the body of a virtual human
patient (Figure 19a). Before the instruments can be manipulated, it is necessary to make
a setting for three virtual sensors: heart rate, temperature, and oxygen from the “Patient
Sensors” field (Figure 13 (6)). By changing the values of the sensors on the user interface in
the “Patient monitoring” field, messages appear (Figure 13 (7)) in order to warn the user of
the robotic system about possible medical problems. When manipulating the laparoscope
and the two active instruments, accidental contact with internal organs can happen. These
events are monitored by the fuzzy algorithm which reports any such event. For the user to
be able to monitor the performance while operating the robotic system, three spheres are
introduced that the user must touch with the laparoscope and the two active instruments
(Figure 19b) while recording the time. When the targeted sphere is touched, the color of
the background element changes to yellow for the three instruments (Figure 13 (5)). When
the user successfully touches the spheres with the corresponding instruments, the timer
is stopped.
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Figure 19. Operating the robotic surgical system. (a) Insertion of instruments through a trocar;
(b) points to be reached by instruments.

4. Results and Discussion
4.1. Experimental Validation
4.1.1. Participants

Fifteen healthy subjects (nine men and six women with a mean age of 31 years)
participated in the experimental study after giving their informal written consent. To
perform the experiment, all participants used their dominant upper limb and a headset
with a microphone to control the robotic surgical system. Only two subjects knew the
intention of the experiment, and the other subjects had no prior practice in controlling the
surgical robotic system. Demographic details of the participants are shown in Table 1.

4.1.2. Performance Evolution

In this study, the performance of each participant included in the experiment is
analyzed. Before controlling the surgical robotic system, each participant attached a
bracelet with sensors to their wrist (Figure 8).

The goal for the participants in this experiment was to operate the robotic system in
such a way as to insert the two active instruments and the laparoscope through the trocar
(Figure 19a) into the body of the virtual patient and reach three target areas marked by three
spheres (each sphere is assigned to an instrument). When inserting the instruments, to be
able to visualize the contact with the spheres, the “Organs Visualization ON” command is
activated on the user interface (Figure 13 (4)), and from that moment the internal organs of
the virtual human patient can be seen. Successful contact between the instrument and the
target sphere is indicated on the user interface through an associated element by changing
the background from blue to yellow (Figure 13 (5)). When the three spheres are touched by
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the three instruments, the timer stops, and the elapsed time is recorded in a file. Figure 20
presents the performance of each participant in the experiment.

Table 1. Demographic details specific to the participants included in the experiment.

Subject Age Gender

1 42 m
2 25 f
3 22 f
4 43 m
5 35 m
6 36 m
7 43 f
8 24 f
9 22 m
10 43 m
11 26 m
12 23 f
13 30 m
14 24 f
15 27 m
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5. Summary and Conclusions

This article presents a study for the development of a virtual reality simulator of
a robotic system for single-incision laparoscopic surgery (SILS). The VR environment
represents an efficient solution for the validation of different features of the robot and the
assessment of different interfaces that can be used for slave robot control, as well as an
efficient training environment for young surgeons. By also integrating a “digital twin” of
the innovative robotic structure, dimensional optimization can be achieved by running
different medically relevant scenarios.

The theoretical study on the singularities of the slave robotic platform demonstrated
its feasibility for the surgical act in terms of safety in operation. Workspace analysis enabled
the identification of the most efficient configuration of the robotic system to maximize its
operational working volume.
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From the master console, the user can interact with the virtual robotic system using
either voice commands or a wristband attached to the forearm. While voice commands
have been previously used in surgery, the use of a wristband is a new approach. The
team aims to evaluate the stability of the solution, the user acceptance, and the learning
curve to determine the feasibility of this approach. The VR platform also supports the
loading of simulated patient data (heart rate, temperature, and oxygen level), which
can reproduce different critical situations. In the first iteration of the VR simulator, a
demonstrative exercise was implemented to test the user performance, to test the acceptance
levels with respect to the wristband utilization, and to assess the motion capabilities of the
robotic system.

Regarding future improvements, the assessment of accuracy during the use of the
VR simulator by the users will be considered. A special set of simulated incidents during
different stages of the procedure is also targeted for implementation to assess the reaction
of surgeons in critical, unexpected conditions [53].

6. Patents
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