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Abstract

Applying intelligence algorithms to conceive nanoscale meta-devices becomes a

flourishing and extremely active scientific topic over the past few years. Inverse design

of functional nanostructures is at the heart of this topic, in which artificial intelligence

(AI) furnishes various optimization toolboxes to speed up prototyping of photonic

layouts with enhanced performance. In this review, we offer a systemic view on recent

advancements in nanophotonic components designed by intelligence algorithms,

manifesting a development trend from performance optimizations towards inverse

creations of novel designs. To illustrate interplays between two fields, AI and photonics,

we take meta-atom spectral manipulation as a case study to introduce algorithm

operational principles, and subsequently review their manifold usages among a set of

popular meta-elements. As arranged from levels of individual optimized piece to

practical system, we discuss algorithm-assisted nanophotonic designs to examine their

mutual benefits. We further comment on a set of open questions including reasonable

applications of advanced algorithms, expensive data issue, and algorithm

benchmarking, etc. Overall, we envision mounting photonic-targeted methodologies

to substantially push forward functional artificial meta-devices to profit both fields.

Keywords: Artificial intelligence, Nanophotonics, Metasurface, Optical neural network,

Intelligent designs

Background

With a research focus on light-matter interactions [1, 2], the remarkable progress in

nanophotonics has been made over the last two decades, leading to the fruitful innova-

tions such as photonic crystals [3, 4], plasmonic [5, 6], and metamaterials [7]. Owing to

their exceptional electromagnetic (EM) features originating from the unique geometric

distributions, artificial nanostructures allow the manipulation of light at subwavelength

scale and even drive fictional concepts (e.g., invisibility cloaks [8, 9]) into reality. How-

ever, the optimal structure design is an iterative and time-consuming process, in which

the human-involved trial-and-error strategy combined with the parameter sweepmethod

is usually adopted [10]. A typical workflow initializes from man-guessed or prior verified

structural layouts, and subsequently solves Maxwell’s equations or analytical formulas to

update photonic geometries [11]. Until optical responses satisfy object demands, these
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procedures are consistently repeated, taking hours to days for a final output. Appar-

ently, such low design efficiency hinders the rapid growth of nano-optical devices, and

the limited human brainpower is characteristically weak in terms of reasoning hyper-

dimensional parameter space, that is commonly found in complicated structure-design

problems [12].

To tackle these challenges in nanophotonics, using artificial intelligence (AI) techniques

to design the sophisticated meta-devices emerges as a promising approach that could

assist us to bust the mentioned bottlenecks (e.g., inefficient design process). As the term

indicated, AI commonly refers to programmable computer-enabled imitations of human

intelligence. In short, the idea of broad AI came firstly, and machine learning (ML, a sub-

field of AI) blossomed later. The latest stage of deep learning (DL, a subfield of ML) drive

today’s AI explosion [13, 14].

The cornerstone of AI techniques lies in varied algorithms, and here we discuss AI

as different types of artificial algorithms that could help us to perform nanostructure

designs. Up to date, there could be generally classified as two stages of learning algorithms

applied for meta-structures designs, identified as traditional optimization techniques

[10, 15–17] and latest DL models [12, 18–20], respectively. Historically speaking, tradi-

tional optimizations caught public attention in the late 1990s by several initial work on

wavelength-scale optical structures [21, 22] (e.g., a fiber-to-waveguide coupler [21]), and

hereafter the notable extensions (e.g., a ‘Z’-like photonic crystal waveguide [23] and a Y-

shaped splitter [24]) were implemented over the past two decades, enriching the library

of nano-device templates (see detailed roadmaps about photonic designs in refs. [20,

25]). In the past couple of years, there is an exponential rise to explore DL potential in

artificial photonic structures, as some notable works illustrated in cases of broadband

beam-splitters [26], chiral metamaterials [27], optical neural networks [28], and so on.

All in all, the growing investigations mentioned here shows that two stages of learning

algorithms could enhance optical performance of nanocomponents and, in particular, to

inversely design nanostructures on demand.

Here we summarize the latest research on this interdisciplinary topic covering asso-

ciated publications in the past three years, and we offer a systemically viewpoint on

functional meta-components to inspect their optical performances improved by learning

algorithms. As shown in Fig. 1, the review is arranged into two units: learning algo-

rithms (highlighted by two gray shadows on the left) and meta-components (shown

in the color-coded sector on the right). On the one hand, learning algorithms include

traditional optimizations (such as genetic algorithm (GA), particle swarm optimization

(PSO), and topological optimization (TO)) together with neural network (NN)-based

DL techniques (e.g., multilayer perception (MLP), generative adversarial network (GAN),

variational autoencoder (VAE) and double deep Q-learning (DQN)). Note that many

works discuss that only neural network-based ML and DL techniques are considered

to be AI-related, while other references classify traditional optimizations (e.g., GA) as

AI-associated techniques. To clear this point, in this review we employ a more general

concept of ‘intelligence algorithms’ to refer to all methods shown in Fig. 1. On the other

hand, targeted meta-compenents are listed, namely, meta-lens, meta-grating, beam split-

ter, on-chip coupler, optical interference unit (OIU), optical diffractive neural network

(ONN), etc. To illustrate the interplay of two distinctive study fields, we present the above-

mentioned from the individual patterns (e.g., meta-grating) capable of manipulating
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Fig. 1 A schematic categorization of intelligence algorithm-aided designs for nanophotonic components.

The symbolic brain along with two arrows in the middle signifies that intelligence algorithms could boost

optical properties and inversely develop on-demand photonic devices. In this review, the meta-atom spectral

tuning (a dashed box) is given as a case study to illustrate two stages of intelligent methods. The splits

extended from symbolic brain represent major substances explicitly outlined in the following context. The

left gray backgrounds classify these algorithms as traditional optimizers (a light gray sector) and DL-based

techniques (a dark gray sector), respectively, while the targeted functional meta-components are highlighted

in the rainbow color-coded segment on the right

incident light to the complex devices (e.g., ONN) performing advanced tasks like image

processing.

The Table 1 further generally illustrates modules and their characteristics related

to Fig. 1. As an extension of diagram, the table summarizes important concepts and

highlights references on meta-atom designs. Also, it works as an outline for subse-

quent algorithm introductions providing certain guidelines for the choice of appropriate

approaches. Due to a lack of open-source database, to reasonably characterize, com-

pare, and benchmark various algorithms performances becomes unrealistic, and thus it is

rather difficult to suggest any specific methods to conduct nanostructure designs. In gen-

eral, parameter-sweeping is a straightforward strategy for the narrow degree of freedom

(DoF) space (e.g., < 5 variables), and traditional optimizations could be considered for

medium-sized design tasks (e.g., ≈ tens variables). Here, global optimizers (e.g., GA) are

recommended for relatively low-dimensional situations, while local optimization method

(e.g., TO) is a suitable candidate for high-dimensional problem under high-constrained

situations. The training of DL models requires large scale raw data (at least thousands

of labels) and demands more computing resources. Hence this is suggested for the much

higher DoF, in particular, for inverse design problems.

The review proceeds as follow. Over the second part, we shortly present typical algo-

rithms and then we discuss the progress on the above-mentioned meta-components

throughout the third section. After that, the current dilemmas in intelligent designs are

summed up, and the future interplays between nanophotonics and AI research are given

in the end. Differing from previous literature (see these reviews [10, 12, 15–20, 45–48],
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tutorials [49–51], and perspectives [52–55]), we deliver an intuitive instruction of GA

and MLP algorithms by case studies of spectrum tunings of meta-atoms (see an intro-

duction on meta-atom’s physical properties in ref. [56]), that is a well-known example in

the field of nanophotonics. Here we also extended coverage range to include two stages

of intelligence algorithms and categorized meta-structure designs for a fairly report on

comprehensive advancements of this topic. Additionally, for the reference of newcomers,

we summarize available open-source code packages with EM simulators for a quick start

in this blooming direction (see Table 2 in appendix). With all these efforts, we hope to

provide readers with fundamental knowledge alongside practical toolbox to involve the

intensive innovations.

Intelligence algorithms with case study inmeta-atom design

Composed of Traditional optimization techniques, Deep learning-based techniques,

Reinforcement learning and Open-source packages, this section serves to bridge study

fields between AI and meta-structure. How to employ intelligent algorithms to improve

nanophotonic properties (e.g., spectral behaviors) is demonstrated through optimizations

of meta-atoms. As a fundamental building block, the plasmonic meta-atom commonly

refers to the subwavelength artificial particle exhibiting extraordinary optical properties

arising from its material and geometries [56]. To distinguish applications varying from

specific meta-atoms to general meta-structures, this section concentrates on working

principles of design algorithms, whereas functional meta-devices involvingmore complex

geometries will be elaborately presented in the next section. Note that the well-organized

nanopatterns (e.g., diffractive optical neural networks [28]) could performmore advanced

computation, while isolated simpler meta-atoms fail to fulfill such intricate tasks.

In general, the primary mission of nanostructure designs is to optimize the spatial dis-

tribution of candidate types of composite materials (e.g., metallic and/or dielectric), with

an aim to best assure the on-demand performances subjected to all needed constraints

(e.g., nano-fabrications). In pursuing this goal, two design paradigms (i.e., traditional tech-

nique and contemporary DL one) exhibit both pros and cons. A traditional algorithm

repetitively updates a structure-related object (defined by a number of variables) to search

for target outputs. However, only slight enhancement or even no visible enhancement

may be obtained over lengthy optimizations, with no guarantee to approach the optimal

geometry.

In contrast, bigdata-driven DL methods could spare immense computational efforts

needed for traditional designs. Instead, these state-of-the-art strategies utilize given

nanopatterns to train deep neural network (DNN) models in order to fit the input-output

relationship of original meta-patterns. Although model trainings could consume a long

period of time, the learned neural networks are able to map the geometrical information

of functional component to its optical response and vice versa in a second [11]. Note that

despite of the mentioned benefits, the network training could be rather timely and expen-

sive due to multiple facts such as computational resources, raw data quality, etc. And it is

still believed that the trained networks are unable for structure reasoning beyond the orig-

inal physical scenarios. Hence, the selection of a proper algorithm should overall consider

above-discussed strengths and weaknesses of both design strategies.

Although the instant rush on AI techniques unboxes a multitude of powerful instru-

ments for nanostructure designs, the doubts of the rapid development are also raising
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recently. First of all, the performance (e.g., design efficiency) of gradient and gradient-

less algorithms have not been widely discussed, fairly compared, and solidly examined

yet. Secondly, for traditional optimization techniques like GA, the final outputted results

may be just iterated layouts with slightly properties enhancement. Especially facing hyper

nonlinear design space, TO is assumed to be more efficient compared to GA (see a study

in Ref. [51]). At last, several potential factors (e.g., the high cost of nanopattern genera-

tions) may fundamentally query the usage of advanced DL models. Critics have argued

whether to apply DL model is in doubt under certain scenarios (e.g., high DoF) since the

well-established TO could already better cope with such situations. These questions are

left open for future studies, and we would like to comment on parts of them in the last

section of the review.

Figure 2 explains the relationships between meta-atoms and learning algorithms. Four

types of optical particles (circle, square, triangle, and rectangle) are patterned on a sub-

strate and the spectral modification is shown on the right. The meta-atoms, separated

by the dashed lines, exhibit distinctive spectral features imposed by their variations in

shapes. Aided by learning algorithms, the target spectrum modifications (i.e., to sharpen

and/or shift the gaussian lineshape) set solid basis for extended applications like opti-

cal filters and color generations. Note that, multiple types of spectral data, including

e.g., transmittance, reflectance, absorption, and circular dichroism (CD) could be indi-

vidually altered or co-optimized. Commonly, the layouts of meta-atoms are processed as

pixel-wise image matrices or structural parameter vectors for input/output of learning

algorithms. For illustration purpose, we only display necessary variables to define meta-

atom geometries (e.g., the length and width of rectangle atoms) and spectral information.

Note that, the variables could be further extended to include such as hyper-parameters

(e.g., lattice constants) or higher-resolution image matrix. Thereby, the increased vari-

ables dramatically improve DoF that may produce high-performance meta-structures,

while the parameter expansions also bring a number of problems e.g., longer time of

model convergence.

Fig. 2 Spectral tuning for meta-atoms. The dark blue and orange arrows with texts represent the close

interplays among three parts of the schematics, namely, meta-atoms (left, as input), learning algorithms

(middle) and spectra (right, as output). Left: four typical geometric shapes of meta-atoms situated on a

substrate. Middle: the traditional optimizer (e.g., GA) versus deep learning model (e.g., MLP of deep neural

network). Right: spectrum modifications from the original line-shape in blue towards the target response in

red. Note that the layout of mete-atoms could be represented as image matrices (see Fig. 3) or physical

parameter vectors (see Figs. 4 & 5) for the further treatment in the learning algorithms
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In the middle of diagram 3, the widely covered intelligence algorithms-associated tech-

niques are presented as traditional optimizer and deep learning, respectively, where the

electromagnetic simulators (highlighted in the light green) take charge for cost func-

tions and DL-model data preparations. As AI techniques burst, amounts of algorithms

have been proposed and applied spanning past several decades. Within the scope of

nanophotonics, here we spotlight two typical approaches (i.e., GA in Fig. 3 and MLP in

Figs. 4 & 5) as corresponding representatives, and other algorithms (i.e., TO, VAE, and

Fig. 3 GA for meta-atoms spectral modifications. (a) The working flowchart of GA. Here the spatial

distribution of meta-atom in a unit cell is processed as a binary matrix (referred as an individual X) for the

evaluation of a fitness function F(X). (b) GA-based prominent enhancement of broadband absorbances

arising from gold nanoparticles. Left: the optimization process with the best value (red diamonds) and

averaged value (green diamonds) of fitness scores Ā. After 25 generations the best value approaches 0.792,

being equal to a spectral (from 350 to 800 nm) averaged absorption of 79.2%. Right: two best structure

arrangements (upper) with their spectral behaviors (lower) at initial (red framed) and ultimate (black framed)

generations, respectively. Figure reproduced with permission: (b) Ref. [29], Copyright 2020 ACS
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Fig. 4 A neural network (NN) for meta-atoms. (a) A simple structure of NN with an input of X, an output of Y

and two hidden layers of X(l−1) and X(l) , respectively. (b) A magnified view of one artificial neuron layer to

perform nonlinear transformation from layer X(l−1) to layer X(l) . (c) The set-up and training process of

NN-based model for meta-atoms. The procedures are composed of four labeled steps, starting from raw data

generation, model training and validation, model test, to new applications

GAN) would be generally narrated as well. Two specific approaches have been consis-

tently reported in broad designs of meta-structures, and we explain key steps packed with

easy-to-understand schematics. Principally, GA is ametaheuristic global optimizer widely

reported in property optimizations, and MLP is a learning model capable of inversely

nanostructure designs. Due to the review interest, more problems occurred over algo-

rithm usages could be looked up in these documents [57–59]. Note that, GA and MLP

may fail to reach the optimal designs of functional meta-structures and thus maybe not

best fit for certain occasions. Especially taken high DoF into account, alternative effective

methodologies (e.g., TO) could be particularly considered. Detailed step-by-step tutorials

of TO can be obtained from here [51, 60, 61].

Traditional optimization techniques

Within this section, we firstly provide a detailed establishment process of genetic algo-

rithm and then present two additional approaches (i.e., PSO and TO). In brief, usually

with a starting point of well-established solutions, traditional optimization algorithms

define an objective function or a figure of merit (FoM) to tailor the form of nanostructures

in an iterative process. Note that computational costs of objective functions are closely

related to the model complexity, applied constraints and design degrees of freedom. For a

proper choice of global or local optimizers, these references [10, 15, 62] can be examined

in depth.

Genetic algorithm

Genetic algorithm is a gradient-free optimization method mimicking natural concept of

selection and genetics [15]. A typical operational diagram of the GA is set out in Fig. 3 (a).
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Fig. 5 A mutual directional MLP (a type of DNN) model based upon H-shaped gold meta-atoms. (a) The

establishment procedures. The alphabet labels (i.e., A to D) reveal the four phases of constructions, from

creation of initial population, spectral computations, model training, to performance evaluations. (b) An

inversely drafted meta-atom to fit on-demand sensing usage. The targeted organic molecule

dichloromethane, requiring varied spectral polarization responses (e.g., blue for vertical polarization and red

for horizontal direction), is depicted in the inside graph on the left spectra. Top: the meta-atom structure with

a detailed table of all relative parameters. Bottom: spectral distributions by vertical and horizontal polarized

incident light. In each set of transmissions, the spectra exhibit the excellent lineshapes agreement among

demanded response (solid lines), DL predictions (dots), and numerical simulations (dashed lines). Figures

reproduced with permission: (a) and (b) Ref. [11], Copyright 2018 Nature Publishing Group
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The first step is to create initial populations containing underlying physics of meta-

atoms. Here the meta-atom is firstly recorded as a binary N×N pixel-wise image and

additionally represented by a N×Ndimensional matrix (defined as an individual ofX with

unity of 1 and void of 0). To illustrate, the transmission spectrum T (as a function of indi-

vidual X) of the meta-atoms is computed by EM simulators. Hence the fitness function

F can be evaluated as the mean square error (MSE) between calculated value T(X) and

target spectral intensity G. i.e., F = MSE(T(X),G).

After the fitness assessment, GA repeats steps of selection, crossover andmutation until

the termination criteria are fulfilled. In principle, the GA picks up these ‘elite’ individuals

(e.g., higher fitness scores) to construct the next generation by operators of crossover and

mutation. Note that the mutation procedure is likely to maintain the population diversity

and prevent premature convergence. The algorithm can be ended once the fitness scores

reach an appropriate threshold (e.g., the MSE is less than the demanded value) and/or the

finite iterations run out.

Figure 3 (b) shows a GA methodology for broadband absorption optimization of a sin-

gle meta-atom [29]. Organized in a fixed lattice, a gold nanodisk was placed on a gold

substrate coated with a SiO2 middle-layer. The unit cell pitch, the disk height alongside

diameter, and the thickness of middle-layer were those participating variables. In the ref-

erence [29], the fitness function was defined as F = 1 − Ā, with Ā being the averaged

absorption between spectral range of 350nm and 800nm. An increasing trend of Ā was

clearly observed for both best and average value of absorption, and the best value of Ā

(red diamonds) reached a plateau after about twenty generations. Two illustrative meta-

atom shapes (upper panel) together with their absorptances (lower panel) at a generation

of 0 and 25 denoted prominent value enhancements from about 60% (red dashed line)

to around 80% (black dashed line). In addition, the authors surveyed how to apply GA to

enlarge the color coverage and to generate structural colors by increasing the pitch size

and adding more meta-atoms in one cell [29].

So far, various studies on spectral regulations by GA have been conducted among

cases of all-dielectricmagnetic nanoantennas [30], infrared binary-pattern absorbers [31],

reconfigurable meta-atoms [32] and strong circular dichroism of chiral patterns [33], etc.

These works substantially extend the usage of GAs for meta-atoms modifications and

pave the way for further investigations in GA-assisted photonic structure design.

In spite of above-mentioned work, further critics question the efficiency of GA dealing

with large-scale design variables. Firstly, GA requires a set of solutions. It is unfriendly for

brand-new usages since the prior verified layouts are exceptionally rare. Secondly, over

numerous function evaluations, GA is computationally expensive and time-consuming.

The high cost also denotes that GA-embedded parameters (e.g., mutation rate) need huge

efforts to be finely tuned. Last but not least, as we previously discussed, there is no guar-

antee to identify global maxima. In extreme situation, the final outputs maybe merely

the updated patterns, which lack substantial property enhancement. Hereby, alternative

approaches (e.g., TO) are more advisable for high DoF circumstance.

Particle swarm optimization

Inspired by the animal social behaviors akin to bird flocking and fish schooling, PSO is

an evolutionary computation method which is strongly linked to GA and evolutionary

programming [63, 64]. A standard working flow of PSO starts from a set of randomly
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distributed particles. Until the system converges (or a certain termination criterion is sat-

isfied), these particles keep searching for better positions by remembering and sharing

their best location achieved so far [15]. An example of PSO is the study showcased by

Forestiere [34] to optimize an array of 55 × 55 plasmonic nanospheres with the goal of

creating field enhancement across the 400-900 nm spectral range. The process of binary

PSO was eventually stopped after 100 iterations, upgrading the maximum field improve-

ments to a value of 35.9 (at 500 nm). While the associated values for periodic particles

and single particle both approximated to 6, being almost 6 times smaller than the PSO-

amended arrays. This behavior comparison implies PSO as an effective method for more

general layout-development problems within functional nanostructures.

Topology optimization

TO is often taken as an inverse design technique [49] expansively studied in engineer-

ing fields within fine mechanics, aerospace, and building architectures, etc. By combining

with gradient and/or non-gradient algorithms, it is a highly efficient tool to address large-

scale structure design problems with potentially up to millions of DoF [17]. From the

functionality’s aspects (i.e., forward prediction and inverse design), a main difference

compared to the undermentioned DL-models is that TO cannot perform the forward

prediction functionality (i.e., to directly project nano-structural optical properties with

no need of any simulators). However, TO exhibits enormous advantages and high work-

ing efficiency especially dealing with freeform nanophotonics under high DoF situations

(potentially billions of DoF [35]). For instance, a metalens-based study reveals that the

computational cost by TO-identified local optimum structure required merely ≈1.0% in

comparison to counterparts via GA calculations [51].

Overall, with an initial guess, TO seeks to maximize the geometry-associated related

FoM (�) over a series of iterations. Assuming that the distribution of meta-atom is rea-

sonably arranged to obtain high transmission T at wavelengths of λ, the FoM could be

defined as max
ǫ

�(T(λ), ǫ), where ǫ denotes design variables (e.g., material distributions)

within the assigned field [65]. Commonly utilizing the adjoint variables method, the gra-

dients of the FoM � provide a guide for iteratively modifying these design variables ǫ in

order to search for a local minimum (ormaximum) of FoM [10]. Note that the last outputs

may be significantly influenced by the initial guess if the FoM value fails to be dramati-

cally improved. For step-by-step tutorials on TO, we would suggest these materials [35,

51, 60, 66, 67] for in-depth examinations.

Recently TO for design and optimization of nanophotonic components becomes a

soaring trend. Up to date, there exist a large number of reports to investigate TO appli-

cations in nanophotonics due to its significant benefits discussed above. Confined to

meta-atoms, a good illustration of TO for the meta-atom adjustments could be found in

Christiansen work [35], where TO-modified metallic resonators showed over two order’s

improvement in surface-enhanced Raman scattering (SERS) efficiency compared to a

parameter-optimized bowtie antenna. Here the physical model was numerically simu-

lated in COMSOLMultiphysics and the TO problemwas executed by a built-in algorithm

titled Globally Convergent Method of Moving Asymptotes.

Deep learning-based techniques

As arranged in a consequence of ‘multilayer perceptron’, ‘autoencoder and variational

autoencoder’ and ‘generative adversarial network’, this section focuses on DL models to
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examine how the advanced algorithms could inversely generate functional nanopatterns

on demand. At first, we would like to introduce fundamentals on neural network learning

model as illustrated in Fig. 4. The diagram of (a) shows a simple NN consisted of an input

layer (‘X’, green circles on the right), an output layer (‘Y ’, green circles on the left) and two

hidden layers (X(l−1)&X(l), dark blue circles in the middle). In principle, the neural net-

work could perform a nonlinear transformation from the input X to the output Y. Given

training data, deep learning is used to learn network parameters (e.g., weights (indicated

by connected black strips) and biases) that characterize the transformation. Specifically in

lower panel of Fig. 4b, the artificial neuron layer transforms its input X(l−1) to the output

X(l) by X(l) = f (X(l−1)W (l−1)), where f is the nonlinear activation function (e.g., sigmoid)

and W (l−1) is the transformation matrix of weights. For optical component designs, the

transformation from input to output is an also a function of a given meta-structure S so

that the output could be interpreted as a function of X(l) = f (X(l−1)W (l−1)|S).

A general training procedure of NN for meta-atom spectral tuning is provided in Fig. 4

(c), where four numbered steps start from raw data, training and validation, model test,

to new applications. At beginning, raw data are prepared including nanostructure geom-

etry (represented by an image matrix or a parameter vector) and its spectral distribution

(calculated by simulators). The obtained labels would be further divided into three groups

for training, validation, and test usages, respectively. Secondly, a NN model with ini-

tial parameters of weights W is established and thus learning procedure is conducted

so as to obtain an optimal matrix W. Here, a common loss function L(W ) is defined as

L(W ) = MSE(f (Ytraining) − Yground_truth), where f (Ytraining) and Yground_truth denote cur-

rent model outputs and original value, respectively. To search for the minimum value

of loss function, the gradient stochastic descent ( ∂L
∂W ) is usually adopted. Here, an ideal

lineshape of L(W ) (presented as a dark green line in second frame of Fig. 4 c) gradually

declines as training epochs, reaching a minimum value where the model converges. Fur-

thermore, the learned model should be examined by the validation data in order to give

an unbiased estimate of NN performance (see the ideal light green line). After the first

two steps, the trained NN will be finally checked using test data. Once it passes the task,

the NN could be utilized as a highly efficient tool for new structure designs.

Multilayer perceptron

As illustrated by an exemplary case [11] shown in Fig. 5 (a), the bi-directional multi-

layer perceptron model [19] (originally discussed as DNN model) was composed of two

sub-networks, namely, a spectrum-predicting-network (SPN) and a geometry-predicting-

network (GPN), respectively. The former could anticipate the nanoparticle’s spectrum

without any assistance of simulators, and the latter was assumed to execute inverse design

functionality (i.e., outputting the nanostructure geometry given the input spectrum). The

construction of such a bidirectional model typically goes as follows:

(A) Building physical models of meta-atoms. This step is aimed to set physics behind

light-nanostructure interactions under diverse experiments. Each experiment encom-

passed, but not limited to, a plasmonic meta-atom with parameterized geometry, the

environmental permittivity and the incident light field. Here various H-shaped gold

antennas (see a sketch in Fig. 5 (b)) could be described by eight values: three continuous

parameters (L0, L1 and rotation angle φ) and five binary ones (leg 1 to leg 5). Some ran-

domly generated populations are presented within the inner box of step A. Alternatively,
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these meta-atoms could be taken as pixel-wise images for more general treatments (see

the illustration in Fig. 3 (a)).

(B) Obtaining spectral information of meta-atoms. For such H-like meta-atoms, the cal-

culations of broad-band spectra require well-established EM simulators to conduct full-

wave numerical simulations. In particular, this stage could be extremely time-consuming

for a large-scale data (at least several thousand spectra). For the choices of EM simulators

and DL model training approaches, we will discuss the potential solutions and sum up

available open-sourced ones in appendix.

(C) Training DL models using the dataset prepared by the simulator. Overall, the MLP

was based on fully connected NNs, with one sub-model GPN being made of three fully

connected layers and another sub-model SPN employing eight connected layers. The

input of GPN was composed three groups of data: two vectors of 43 samples (two polar-

izations spectra) and a vector of 25 parameters (material’s properties). While the output

of eight neurons in GPN encoded the predicted geometry. For the SPN, the input layer

received the eight output parameters from GPN, additionally with the materials’ proper-

ties and a flag (indicating the polarization). And the output layer of SPN was constituted

by 43 neurons representing wavelength data points.

It was proposed to train both GPN and SPN simultaneously, so that two sub-models

could co-adapt to each other. The complete dataset generated from previous two steps

was categorized into three parts: 80% for model training, 5% for validation, and 15% for

model testing. By a gradient descent optimization algorithm (i.e., Adadelta), the networks

were trained to minimize the MSE between the predicted spectra and geometry to their

ground truths. The process took around two hours and terminated at about 3000 epochs

with a final MSE of 0.16.

(D) Meta-atom design using the trained model. The authors employed the model to

design a gold plasmonic structure targeted for the organic molecule dichloromethane.

For this type of molecule, the required transmissions should vary with incident polariza-

tions (e.g., vertical and horizontal directions). The guessed plasmonic structure and an

elaborate configuration table are displayed at bottom of Fig. 5 (b). The spectral evidence

exhibited a fine data match among desired response, DL-estimated value and numeri-

cal simulated results, indicating the strong capability of neural network model to address

various targeted resonances. Up to date, deep neural network models have been sub-

stantially explored for chiral metamaterials [27, 36, 37], accurate silicon color design

[38], plasmonic spectral sensors [39], etc. These groundworks allow the on-demand

design of optical responses of nanostructures and enable metasurface-like structures for

considerable utilization.

Autoencoder and variational autoencoder

Autoencoder (AE) is often regarded as an unsupervised learning neural network con-

stituted of an encoder and a decoder [12]. Basically, the encoder compresses the input

data as ‘code’ (alternatively referred as latent variables or latent representations), and the

decoder maps the ‘code’ to reconstruct data that imitates original inputs. An applied case

of AE for meta-atom design can be examined in Hemmatyar’s research [40], in which

Fano-type resonant HfO2 nanopillars (prime variables: height h, diameter d, and a square-

lattice with periodicity p) were adjusted to generate a largescale high-quality reflective

color gamut. Here the AE transforms data in the input space of dimensionality to a lower



Wang et al. PhotoniX            (2021) 2:22 Page 14 of 35

dimensional latent space of dimensionality, reducing space dimensionality of the prepared

reflectance data. And the output fromAEwas further fed into a pseudo-encoder to extract

the importance of each design parameter (h, d, or p).

Variational autoencoder (VAE) is a productive DL scheme with autoencoder-like archi-

tecture, while the mathematical basis of VAEs owns loose connections with classical AEs

[68]. In fact, as a major kind of generative models, VAEs provide a probabilistic manner

to describe an observation in latent space. A breakthrough using VAE for meta-atoms is

carried out by Ma et al. [41], who introduced a probabilistic graphic model by encoding

metamaterial geographies and optical response (in total > 20000 data of reflectance and

CD spectra) into a 20-dimentional latent space. The network was able to answer both

the forward and inverse problems simultaneously, and the clear separation of three shape

groups (cross, split ring, and h-shape meta-atoms) could be discovered in a visualization

of the latent space.

Generative adversarial network

Composed of a generator and a discriminator, the GAN is a recently developed unsu-

pervised DL framework [12]. The generator is trained to produce more plausible images,

while the discriminator learns to distinguish the generated fake graphs or real ones. As an

outcoming, a well-trained GAN could yield numerous images resembling true data in a

second. For a very first demonstration, Liu et al. [42] applied a modified GAN to inversely

outline gold meta-atom geometries with targeted optical responses ranging from 500 nm

to 1800 nm. Consisted of three parts (namely a simulator, a generator, and a critic), the

network (trained by 6500 sets data) granted generations of arbitrary patterns of periodical

structures. To solve the instability problem of GANs, So et al. [43] inquired a conditional

deep convolutional generative adversarial network (cDCGAN) to devise nanophotonic

antennae, where the 500 nm× 500 nm physical domain was represented as a 64× 64 pixel

binary image (resulting in a 264×64 DoF). The spectral mean absolute error of 12 test

samples between a network-generated geometry and original one was only 0.0322, reflect-

ing that the cDCGAN could archetype proper nanostructures with the desired reflection

spectra.

Reinforcement learning

Reinforcement learning (RL) is the one of three machine learning paradigms and its self-

learning mechanism is to teach AI agents how to behave in an uncertain environment

[12]. To achieve a goal (e.g., the expected benefits are sought maximized), the agent inter-

acts with the environment and gets either rewards or penalties for every action. By this

trial-and-error way, the agent obtains the so-called strategy policy and further applies it

to determine the next movement. A remarkable benefit of RLs lies in the low amount

requirements of training dataset since the agent could search the parameter environment

independently, which is of vast interest formeta-elements devising. However, unlike other

types of DL methods, the RL-assisted optical structure designs are less reported by far,

among which the deep Q-learning network (DQN) manifests as an exemplary model.

The DQN-related articles probe its usages from color generations [44], ultra-broadband

perfect absorbers [69] (moth-eye structures) to highly efficient metasurface holograms

[70]. For more detailed illustrations on RL, we would like to draw readers’ attention to

corresponding references.
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Open-source packages

The high entry threshold and expensive learning costs of computer sciences are

unfriendly to many newcomers from the optics community, particularly considering the

broad knowledge gap between nanophotonic and artificial intelligence. Therefore, we

summarize parts of available open-source code packages to help those longing for a rapid

start (see the attached Table 2 in appendix). To employ these ready-to-use tools, more

detailed tutorials (e.g., Ref. [19]) could be consulted and online self-learning platforms

(such as Coursera) are also recommended for practical coding.

Functional meta-components and devices

In this section, we will state the current trend in intelligent designs for application-

oriented optical components and practical devices. We roughly categorize these meta-

structures into subgroups of meta-lens, meta-gratings, beam splitters, on-chip couplers,

optical interference units, optical diffractive neural networks, and other applications (see

Fig. 6 to Fig. 12). In each division, we are intended to arrange the traditional optimiza-

tion algorithms firstly and then introduce the advanced DL schemes. Here we discuss

the mutual benefits between AI and nanophotonics. On the one hand, as versatile tools,

intelligence algorithms could evidently improve design efficiency of photonic system. On

the other hand, well-arranged photonics systems can be employed as optical hardware

to accelerate AI-related tasks (e.g., object classifier empowered by ONN). After all, the

intensive interplay of two field could generate novel photonic designs that are designed

by AI and potentially used for AI.

Meta-lens

Capable of manipulating the phase distribution, meta-lens is increasingly applied in the

practical applications [75]. Here we highlight some recent advances in Fig. 6. As illustrated

in (a), Liang et al. [71] exploited a hybrid optimization algorithm (combining differential

evolution, GA, PSO, and adaptive simulated annealing) to shape high-performance c-

Si nanobricks-based meta-lenses. The fused algorithm gradually converged after 43946

iterations, reaching a final FoM of 0.93. The high numerical aperture (NA with a value of

1.48) meta-lens (oil immersion) exhibited a 207 nm full width at half maximum (FWHM)

of a beam spot with an operational efficiency of 48%, representing one of highest NA of

any metalens by that time. Other types of traditional algorithms such as GA and binary

search techniques are also demonstrated in, e.g., Pancharatnam-Berry type metalens [76]

as well as multi-level diffractive lenses [77–79], respectively.

To fully modify large area meta-lens requires numerous computation power, and thus

a set of approximate approaches are developed in order to decrease the calculation com-

plexity. For instance, Phan et al. [72] proposed to approximate desired phase profile by

a series of linear segments and further formed an aperiodic Fourier modal method for

large-scale metasurface lenses. Figure 6 (b) displays a linearization-approach-designed

meta-lens achieving an NA of 0.8, where the experimental evidence coincided well with

simulations, both showing concentrated beam waists of about 340 nm.

Another brand of widely employed algorithms for large-area meta-lens is topological

optimizations [80]. As depicted in Fig. 6 (c), Christiansen et al. investigated a group of

tunable multilayer meta-lens [73]. By switching the refractive index (n = 3.2 or 4.6+0.01i)

of stacked phase change materials (GST41T1), the focused beam profile exported from
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Fig. 6 (a) A ultra-high NA (=1.512 in oil immersion) meta-lens optimized by multiple traditional algorithms.

Top: the FoM evolution with an inserted meta-lens diagram. Bottom: the measured beam spot showing a full

width at half maximum (FWHM) of 207 nm. (b) A linearization approach to design large area metasurfaces.

Top: the linearization strategy by slicing the desired phase profile into wavelength-scale sections, and then

using TO to model individual piece. Bottom: simulated and experimental intensity distributions of a high NA

(=0.8) meta-lens. (c) A multi-layer phase-change-material (GST41T1) meta-lens for the tunable foci and NA.

Left: the physical design and model domain of meta-lens along with focused beam profiles (blue: n = 3.2,

red: n = 4.6 + 0.01i). Right: the sketch of a ten-layer meta-lens structure. (d) A directly designed (by adjoint

optimization techniques) meta-lens focuses two different wavelengths (780 and 915 nm) into separated

positions (distance ≈ 20μm). Left: the working mechanism of bi-layer meta-lens composed of dissimilar

interacting block-based meta-atoms (magnified in the right red box). Right: the intensity profile confirming

the remarkable agreement between the ideal performance (dashed lines) and the experimental data (solid

lines). Figures reproduced with permission: (a) Ref. [71], Copyright 2018 ACS; (b) Ref. [72], Copyright 2019

Nature Publishing Group; (c) Ref. [73], Copyright 2020 OSA;(d) Ref. [74], Copyright 2020 OSA

the ten-layer meta-lens could be altered accordingly. More TO-designedmeta-lens can be

checked in the references [17, 81, 82]. In addition, the general adjoint-based optimizations

[83, 84] have been reported by Mansouree et al. [74] for designing a double-wavelength

nano-post meta-lens as shown in Fig. 6 (d). Here the inter-post and inter-layer coupling

were comprehensively taken into consideration. The systemically designed dual-λ meta-

lens showed the near-diffraction-limited focusing ability and the intensity distributions
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Fig. 7 (a) Topological optimizations for a 75◦ deflection meta-grating. Left: a plot of absolute efficiency of a

meta-grating (see interior graphs at different stages) over 350 iterations. The sharp dips are induced by the

applied geometric modifications in order to remove the teeny features that are too difficult to fabricate.

Middle: a scanning electron microscope (SEM) image of meta-grating operated at 1050 nm. Right: the

measured efficiencies. (b) An illustration of GAN (formed with a generator and a discriminator) for meta-

grating generation. The well-trained generator produces grating images at the desired angle and wavelength,

while the discriminator helps to instruct the generator to create high-performance devices. (c) A fused

framework (see the diagram) of a compositional pattern-producing network and a cooperative coevolution

algorithm for metaatom-based deflective gratings. The bottom panel showcases the SEM image of a

manufactured eight atoms (alighted in the top frame) with simulated Ey field profile (right). (d) A liquid crystal

(LC) based tunable meta-grating for high switching efficiencies and wide angular deflection (±72◦). Top: the

inverse design and global optimization area. Bottom: the diffraction efficiencies of an optimized triple-grating.

The data expresses -1 order diffraction efficiency of 62% (red line) for voltage-on state and +1 order efficiency

of 76% (teal line) in the voltage-off status. Figures reproduced with permission: (a) Ref. [86], Copyright 2017

ACS; (b) Ref. [87], Copyright 2019 ACS; (c) Ref. [88], Copyright 2020 Wiely;(d) Ref. [89], Copyright 2020 ACS

captured two split spots with dimensions of 1.33 μm (wavelength: 780 nm) and 1.54 μm

(wavelength: 915 nm), respectively.

Moreover, there is increasing attention on the DL-assisted meta-lens design [84]. A

specific example can be found from the Pestourie’s report [85], where they presented an
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active-learning algorithm to reduce at least one order of magnitude of the training time

for the surrogate model. The demonstrated ten-layer meta-structure (with 100 unit-cells

of period 400 nm) could converge light at three wavelengths (405 nm, 540 nm, and 810

nm) into three different focal spots, respectively. This surrogate evaluation is believed to

be further exploited to exceptionally accelerate large-scale engineering optimization.

Meta-grating

The meta-grating [90] could deflect incident light into desired diffraction order, bend-

ing light propagating direction at will. Among the traditional optimizations, evolutionary

strategies [91] and TO [72] are two representative algorithms for meta-grating designs.

The former can be found in Afar-Zanjani studies [92], where an adaptive GA was adopted

for a leaky-wave-antenna typemeta-grating, and the latter is illustrated in Fig. 7 (a). In this

example, David Sell et al. [86] applied an adjoint-based TO for high efficiency silicon grat-

ings under a physical configuration that a meta-grating deflected normal incident light

into an refraction angle of 75°. The efficiency plot showed its value gradually exceeded

80% after 300 iterations and corresponding experimental statistics of a fabricated grating

(see a SEM image in Fig. 7 (a)) characterized its working efficiency over 80%. Subse-

quently, more reports investigated several types of DL models [93, 94] (such as generative

networks [95, 96]) to generate high-performance meta-gratings. An example of GAN net-

work is presented in Fig. 7 (b), where the GAN learned geometric features from a set of

meta-grating images and thus was able to yield equal-quality layouts [87]. After additional

topology optimizations, these ‘fake’ structures were fed back into the neural network for

retraining and GAN refinement. In this manner, GAN could be employed to facilitate the

production of near-optimal device at a desired deflection angle and wavelength.

Recently growing attention has focused on the hybrid tactics to customize meta-

gratings [97], e.g., to combine NN with conventional optimizers. Besides the above-noted

contributions [87], another seminal work of Liu et al. [88] proposed a fusion scheme

connecting compositional pattern-producing network and a cooperative coevolution to

tailor molecule-resembled meta-surfaces (see the algorithm diagram in Fig. 7 (c)). The

simulated electric field of Ey component emerging from the metasurface confirmed the

accurate phase gradient as demanded. Furthermore, for a systemically design of tunable

meta-gratings depicted in Fig. 7 (d), Chuang [89] developed a combination framework

comprised of the adjoint-based local-optimization with a global-optimization search (i.e.,

PSO). Here, the liquid crystal (LC) was aligned perpendicular to TE-mode electric fields

once the voltage turned on, while the LC became parallel to TE-mode on the condition of

voltage-off, thereby maximizing the effective refractive-index change of the LC. The opti-

mal device exhibited a broad deflection angle span (from 12° to 144°) and a high switching

efficiency (>80%), both being 6 times improvements to the state-of-the-art reports.

On-chip waveguide-based coupler

The vertical couplers tend to deliver the light from the optical fibers to planar waveg-

uide/chips/photonic circuits. For the purpose of elevating coupling efficiencies, Su et

al. [102] proposed a two-stage gradient-based optimization algorithm for 1D uniform

grating couplers, suppressing the insertion loss of a blazed-grating-based coupler below

0.2 dB. Thereafter, the broadband (> 100 nm) grating couplers devised by the gradient-

based strategy achieved 3 dB bandwidths while maintaining central coupling efficiencies
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ranging from -3.0 dB to -5.4 dB [103]. A recent work on TOwas undertaken by Dory et al.

[98] who demonstrated several types of diamond-based vertical couplers. The efficiency

plot of a representative structure is presented in Fig. 8 (a) with an eventual value stabilized

at about 25%. The footprint of such a compact coupler was only 1.0× 1.0 μm2 (see the

SEM image). Together with other nanophotonic interfaces, the inverse-designed diamond

Fig. 8 (a) An inverse-designed diamond vertical coupler with a plot of coupling efficiency. The insets indicate

the coupler geographies at three phases. (b) A vertical polarization-insensitive grating coupler developed by

an ANN model. Top: the operational configurations. The variables for ANN model are pictured as fiber angle,

polarization, grating pitch, the duty cycle, and the fill factor (FF), respectively. Bottom: transmissions of an

ANN-created grating coupler. The blue (TM0) and red (TE0) lines cross at 1.596 μm, resulting in the same

amplitude of 0.31, thereby identifying the working wavelength for the requested polarization-insensitive

coupler. (c) A ML methodology outlined for vertical grating couplers. The basic procedures contain steps of

initial sparse collection of good designs, dimensionality reduction of machine learning and exhaustive

mapping of the sub-space stages. (d) Cavity couplers reformed by TO for on-chip nonlinear optical devices.

Left: an overall model illustrating functioning principle. The well-arranged black region acts as a coupler for

energy exchange between a multimode cavity and a waveguide. Right: three developed couplers (featuring

in red-dashed boxes) for second harmonic generation (SHG), sum-frequency generation (SFG), and frequency

combs, respectively. In each framed area, black region is made of GaP, while the white part is assumed to be

vacuum. Figures reproduced with permission: (a) Ref. [98], Copyright 2019 Nature Publishing Group; (b) Ref.

[99], Copyright 2018 IEEE; (c) Ref. [100], Copyright 2019 Nature Publishing Group; (d) Ref. [101], Copyright

2018 OSA
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platforms represent a critical advancement toward integrated diamond quantum optical

circuits.

Regarding DL schemes, Gostimirovic et al. [99] discussed on how to use ANN to

accelerate preparations of polarization-insensitive grating couplers (see the geometri-

cal configuration in Fig. 8 (b)). Here the training of ANN model terminated when

the validation error reached a value of 6.8%. The optimal operating wavelength for

polarization-insensitive coupler was characterized at 1.596 μm, where two transmit-

tance lines (represented as TM0 and TE0 polarized incident light) intersected, obtaining

an identical amplitude of 0.31. The performance comparison between ANN and FDTD

simulations proved that the former was 1830 times faster than the latter while the

accuracy was slightly lower (with a 93.2% accuracy). In addition, to quest the overall

design potential of vertical grating couplers, Melati et al. [100] demonstrated a ML-based

methodology as described in Fig. 8 (c). Following by the procedures of design collec-

tion, dimensionality reduction and exhaustive mapping, this pattern recognition method

could increase coupler-to-fiber efficiencies > 0.74 at 1550 nm. By dimensionality reduc-

tion technique, the ML methodology was expected to navigate and comprehend a wide

range of high-dimensional design spaces.

Besides the above-mentioned, optimizations on other types of on-chip couplers have

been reported in several studies [104]. For instance, Jin et al. [101] utilized a gradient

adjoint-variable TO approach to intuitively fashion waveguide-cavity couplers served for

nonlinear frequency conversion as well as frequency comb generation. The total (or near

total) critical coupling betweenmulti-mode ring resonators and waveguides was achieved

at all relevant wavelengths (up to six widely separated wavelengths spanning the 560-1500

nm domain), and the ultimate structure distributions are portrayed in Fig. 8 (d).

Beam spiltter

Planar beam splitter (or routers [107, 108]) has been intensively discussed in these publi-

cations [25] and here we select recent highlights in this field. Among these advancements,

some pioneering breakthroughs were accomplished by Jelena group. For instance, Pig-

gott et al. [26] employed an inverse design algorithm combined the so-called objective

first method and the steepest descent approach to formulate the smallest dielectric wave-

length splitter at that time (a footprint of 2.8× 2.8 μm2, see a fabricated SEM image in

Fig. 9 (a)). The entire discussion on this gradient-based adjoint photonic optimization

could be examined in the relevant documents [109, 110]. A consequential work byHughes

et al. [105] extended the adjoint method to devise nonlinear beam switch by introduc-

ing Kerr nonlinearity (induced by the chalcogenide glass, see Fig. 9 (b)). The light was

guided to either the right port (linear regime with low power) or the bottom port (non-

linear regime with high power) depending on the refractive index shift imposed by beam

intensities. As for DL approach, Tahersima et al. [106] developed a deep residual net-

work model for designs of highly efficient (maximum value > 90%) power splitter (see

Fig. 9 (c)). The DNN was trained with nearly 20000 simulation data and could project

the nanostructured geometry (i.e., to arrange positions of 20× 20 etch holes) in a frac-

tion of second. This approach paves the way for speedy design of integrated photonic

components with complex layouts.
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Fig. 9 (a) A TO-modified 1× 2 beam splitter. Left: an SEM image (size: 2.8× 2.8 μm2). Right: the measured

transmissions. The S-parameters exhibit low insertion losses down to -1.8 dB and -2.4 dB in the 1300 nm and

1550 nm bands, respectively, and the crosstalk is suppressed < -11 dB throughout both bands. (b) An adjoint

method-derived beam switch displaying different E-field distributions induced by the Kerr nonlinearity. Left:

the light passes to the right port in case of a low power of 10−9 W/μm. Right: the light goes to the

downward gate with a high input power of 0.057 W/μm. (c) A DNN-based framework for fast prototyping of

1× 2 power splitters. Left: the spatial configuration of a close-packed splitter (footprint: 2.6× 2.6 μm2). The

exported intensity division is given by T1 : T2 , and effective manipulations of arbitrary ratios count on

manipulating binary positional sequence of 20× 20 etch holes (white circles). Middle: the established DNN

model for forward and inverse modeling of nanophotonic devices. Right: targeted transmision spectra of the

beam splitter. Figures reproduced with permission: (a) Ref. [26], Copyright 2015 Nature Publishing Group; (b)

Ref. [105], Copyright 2018 ACS; (c) Ref. [106], Copyright 2019 Nature Publishing Group

Optical interference unit

Lately, there is a rising attention towards utilizing optical computing [55, 111–113] to

carry out specific machine learning tasks, thanks to the inherent advantages of nano-

optics like parallel computation, low power consumption and propagating at the speed of

light. Among the proposed optical hardware schemes, the so-named artificial intelligence
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interference [52] may offer opportunities to establish photonic systems for visual comput-

ing applications. In the next two subsections, we would brief optical interference-based

neural network [52] and diffractive neural networks [114], respectively, with priorities

given to network elements and the training methods.

A pioneering work (Fig. 10 (a)) by Shen et al. [115] experimentally demonstrated ONNs

using a cascaded array of programmable Mach-Zehnder interferometers (MZIs) and fur-

ther showed its utility for vowel identifications. Overall, the preprocessed signals (e.g.,

vowels of ‘ABCD’) were encoded in optical pulse and transported through the main body

Fig. 10 (a) Optical interference unit (OIU) as a key component for optical neural network (ONN). A general

ONN architecture was consisted of optical inputs (‘X’), internal multiple layers, and optical outputs (‘Y’). For a

single internal layer (see a zoomed-in graph of ‘layer i’), it can be decomposed into OIUs (for matrix

multiplications) joined with nonlinearity units (as the nonlinear activation). (b) An ONN-based XOR gate

trained by the situ backpropagation and adjoint method. Top: the neural network containing inputs of X0 ,

two layers of 3× 3 OIUs (two rectangles), z2 activations (two red blocks) and outputs of XL . Bottom: XOR gate

properties before and after learning. The circles represent target function, and the crosses mean the true

output of network. (c) A sketch of the optical scattering unit (OSU) to execute matrix multiplications. Right:

training MSE errors (right corner: the targeted matrix P). Bottom: E-field distributions at wavelengths of 1.55,

1.56, 1.57, and 1.58 μm, respectively. Each sub-image corresponds to one column of the matrix P. (d) An

OIU-like nanophotonic medium to execute image detection. Top: the mini-batch stochastic gradient

descent-based training process. All gradients information is calculated by adjoint state method in one step.

Bottom: the media appearance and field distributions at iteration of 1, 33, and 66, respectively. The

disordered media patterns (denoted by multiple inclusions embedded in a rectangle host material)

progressively evolves upgrading the classification accuracy from 10.1% to 77.3%. Figures reproduced with

permission: (a) Ref. [115], Copyright 2017 Nature Publishing Group; (b) Ref. [116], Copyright 2018 OSA; (c) Ref.

[117], Copyright 2020 Elsevier; (d) Ref. [118], Copyright 2019 OSA
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of ONN, that is, photonic integrated circuits (i.e., built-in n-layer architecture in the

sketch of Fig. 10 (a)). As the key component of an ONN, optical interference units (OIUs),

relying on MZI-like structures (containing a phase shifter, directional couplers, followed

by another phase shifter) can implement any real-valued optical matrix multiplication.

The voice-recognitionmatrixes showed that the electrical and optical hardware were both

good at classifying vowels ‘A’ and ‘B’, while the computer surpassed ONN in terms of ‘C’

and ‘D’. After that, intensive studies have profoundly explored interference-like photonic

processors [52]. In fact, the implementations of ONNs depend upon the models simu-

lated in electrical computers due to a lack of efficient training protocols for these optical

networks [116]. Hence, for in situ tutoring of an optical neural network, Hughes et al.

[116] employed adjoint variable methods to derive the photonic analogue of the back-

propagation algorithm. As an example, they numerically demonstrated the instruction of

a network (consisting of two 3× 3 unitary OIUs) to form an XOR gate (see the sketch of

neural networks in Fig. 10 (b)), where the MSE between predictions and targets slowly

declined to a sufficient small value. The property comparisons of before and after training

proved that the ONN had successfully learned the XOR function with projections (blue

circles) coinciding well with the targets (black crosses) in the post-training diagram.

Besides OIUs, a sequence of functional computing elements [119–122] have been pro-

posed and thus occupied as fundamentals to set up ONNs. For example, as displayed in

Fig. 10 (c), Qu et al. [117] introduced a novel integrated ONN framework based on opti-

cal scattering units (OSUs). In principle, resting on multimode interferences, OSUs could

directly manipulate light intensity to run arbitrary matrix multiplications (see the sketch

on the top panel of Fig. 10 (c)). In order to realize a high-precision multiplication matrix,

the relative permittivity distribution of a specific 4× 4 OSU was optimized by an adjoint-

based training process (i.e., Adam optimizer), minimizing the eventual MSE < 10−4 (the

working performances are presented in Fig. 10 (c)).

Another variant demonstration of OIUs can be found from Khoram paper [118], where

an OIU-like media (namely nanophotonic neural medium, NNM) accomplished com-

puter vision tasks such as image recognition of handwritten digits. The input wave

recorded the image (20× 20 pixels) as the intensity distribution and the optical energy

yielded from NNM concentrated to corresponding locations according to the image’s

label. The iterative training cycle (using mini-batch stochastic gradient descent) is dis-

played in Fig. 10 (d) with an illustrative classifier for an image of number ‘8’ showing a

final identification accuracy of 77.3%. In addition, the recognition accuracy could be even

more improved to 84% by extending NNM from the flat structure to three-dimensional

medium.

Optical diffractive neural network

As discussed, optical diffractive neural network could execute various ML tasks as well

[28, 126]. An exploratory milestone of diffractive neural networks is displayed in Fig. 11

(a), in which Lin et al. [28] developed an all-optical diffractive deep neural network

(D2NN) comprised of multiple passive cascaded layers patterned with complex-valued

transmission (or reflection) coefficients. The parameters embedded in diffractive lay-

ers were iteratively tuned throughout the error backpropagation learning process. As

a result, the classification accuracy of optical D2NN reached 93.39% (seven layers) for

digits dataset (Modified National Institute of Standards and Technology, MNIST) and
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Fig. 11 (a) Schematics of optical diffractive deep neural networks (D2NN). Multiple diffractive layers can work

as a classifier (left for handwritten digits and fashion products) and an imager (right) (b) Error

back-propagation algorithms for in situ optical training of diffractive ONNs. During each iteration, layer

coefficients are constantly upgraded by four-step procedures marked as a sequence of forward propagation,

error calculation, backward propagation, and gradient update. (c) A diagram of Fourier-space diffractive

neural network (F-D2NN) worked for salient objective detection. The F-D2NN is implemented by placing a

D2NN and optical nonlinearity (introduced from ferroelectric thin films SBN:60) at the Fourier plane. (d)

Optical logic operations allowed by a diffractive neural network. Top: the layout of diffractive neural network

including an input, hidden layers, and an output. Metasurface-based hidden layers could directionally scatter

specially coded incident light into one of two regions (red labels of ‘1’ and ‘0’) at the output layer. Bottom:

experimental intensity distributions at the output layer for NOT, OR and AND logic operations, respectively.

Figures reproduced with permission: (a) Ref. [28], Copyright 2018 AAAS; (b) Ref. [123], Copyright 2020 OSA; (c)

Ref. [124], Copyright 2019 APS; (d) Ref. [125], Copyright 2020 Nature Publishing Group
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86.60% (ten layers) for fashion products images (Fashion-MNIST class 5), respectively.

In follow-up studies, a set of groups continued to improve the system performance of

D2NN by several meanings [127–130]. For acceleration of D2NN training speed, Zhou

et al. [123] conducted the backpropagation algorithm for in situ training of both linear

and nonlinear optical networks. As a sketch illustrated in Fig. 11 (b), the vital instruction

procedures involved forward propagation, error calculation, backward propagation, and

gradient update. This optical learning architecture achieved a high accuracy on the spe-

cific tasks (e.g., object classification and matrix-vector multiplication) close to in silico

training on an electronic computer.

Furthermore, there exist several studies on Fourier space image processing by optical

neural network [124, 131]. For instance, Yan et al. [124] set up a Fourier space D2NN by

placing an optical nonlinear activation function (introduced by ferroelectric thin films)

in an 2f system (see Fig. 11 (c)). The Fourier D2NN exhibited a classification accuracy of

97.0% based on MNIST database and the hybrid D2NN (diffractive layers embedded in

both Fourier space and real space) further lifted the accuracy to 98.1%.

Wider NN-like diffractive optics has been analyzed in bibliographies of diffraction grat-

ing based neural network [132], neuromorphic metasurface [133], azimuthal multiplexing

3D diffractive neural network[134], and vortex beams possessing [135], etc. In particular,

a noted work [125] of the NN-enabled logic gates is conceptually illustrated in Fig. 11 (d).

Here, the incident wave was firstly spatially encrypted by a specific logic operator at the

input layer and the composite meta-surfaces (built on gradient descent training) direc-

tionally scattered the encoded light into corresponding designated regions (marked as

numbers of ‘0’ and ‘1’). The experimental demonstration of three basic logic operations

(i.e., NOT, OR, and AND) exhibited an intensity contrast ratio over 9.6 dB (at a work fre-

quency of 17 GHz), suggesting a strong functional reliability of three gates. Applying extra

training on metasurfaces, all seven logic operations (additionally NOR, XNOR, NAND

andXOR) were numerically demonstrated via the same optical diffractive neural network.

Other applications

AI-algorithm-aided design methodologies are fast becoming fundamental toolboxes to

develop high-quality photonic structures. To date, the soaring number of nanoscale appli-

cations [139–141] have been appreciably benefited from the artificial intelligence such as

photonic crystals [142], Fano resonators [143], photon extractors [144], topological insu-

lators [145], and particle accelerators [146], etc. in addition to the aforesaid meta-devices.

Since it is impractical to cover every aspect, here we would additionally provide three

more demonstrations in Fig. 12, listed as holography, nonlinear optical fibers, and optical

information storage. Note that, even though they are slightly off the review focus, three

cases here show tightly connections between AI and nanophotonic, and further indicate

there are plenty room that we can explore.

Optical holography permits the fully restoring and reconstruction amplitude and phase

information of object targets [147]. In a recent work by Ren et al. [136], the authors made

use of multilayer perceptron ANNs to inversely create a floating-displayed holography

(see the schematic in Fig. 12 (a)). The trained ANN could instantly output a 2D vector field

used for the generation of any desired 3D vectorial field targets, enlarging holographic

viewing angle up to 94° with the diffraction efficiency of 78%.
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Fig. 12 (a) ANN-assisted designs of vectorial field for the optical holography. Left: a floating display of a 3D

kangaroo image. The vectorial hologram incorporates a phase hologram and a 2D vector field. Right: an

amplified view stressing an arbitrary 3D vectorial field originated from the ANN model. (b) TO-developed

microstructured fibers for third-harmonic generation. Left: a general sketch depicting fiber geometries. Right:

dispersion relations (solid line) and radiative lifetimes Q (dashed line) verses propagation constant k. The

graph indicates that the optimized kopt achieves frequency matching condition and leads to a large

nonlinearity. Top corner: fiber cross-sections at power density of ω1 (red frame) and ω3 (blue frame),

respectively. (c) ANN-aided optical information retrieval from digit-encoded nanostructures. Left: a sketch of

an individual geometry storing a 9-bit (e.g., ‘101000001’) data. The digits are encoded in tagged (labels of ‘i’ to

‘ix’) silicon blocks (entity: ‘1’; vacuum: ‘0’) and the added L-shaped sidewall allows to distinguish symmetric

arrangements in case of polarized excitations. Right: selected examples illustrating ANN training data (lower

panel) produced from a numerical expansion of the experimental spectra (upper panel). The legend of ‘X’

and ‘Y’ denotes the applied light polarizations, i.e., X for vertical direction and Y for horizontal orientation.

Figures reproduced with permission: (a) Ref. [136], Copyright 2020 AAAS; (b) Ref. [137], Copyright 2018 OSA;

(c) Ref. [138], Copyright 2019 Nature Publishing Group
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The optical fibers have been intensively studied for more than half a century and

so far, still typify as a major scientific field within the photonics community. Recently,

Sitawarin et al. [137] applied topological and shape optimization to simulate chalco-

genide/polyethersulfone heterostructure fibers to boost third-harmonic generation at

desired wavelength. As can be seen from Fig. 12 (b), the phase-matching condition was

satisfied at kopt = 1.4 × 2π/λ, improving nonlinear overlap factor almost 4 orders of

magnitude larger than standard plain fibers.

Recording information in the scattering spectra of plasmonic nanostructures is per-

ceived as a potential approach for high-density information storage. While a major

problem lies in robust information retrieval in which dissimilar nanostructure geome-

tries may lead to indistinguishable optical responses. To address this issue, Wiecha et al.

[138] experimentally demonstrated ANN-aided quasi-error-free readout spectral mes-

sage of silicon nano-patterns loaded up to 9 bits data (in Fig. 12 (c)), contributing to a

digit-storage capacity of around 40% higher than that of a Blu-ray disk.

Perspective and conclusion

Overall, this review contributes to the emerging role of AI learning algorithms in the

context of functional meta-devices, and spotlights the exponential growth in this cross-

disciplinary topic over past three years. The intelligent algorithms, classified as traditional

optimization methods and latest DL models, generate productive design approaches for

high DoF meta-structures, extending the toolkits for reliable photonic devices and liber-

ating us from the heavy workloads over development routines. In addition, the immense

innovations of AI may shed new insights into understandings of light-matter interactions,

and hereby help us to further explore the fundamental optics studies.

Despite of the explosive progress achieved so far, the studies of the nanophotonic intel-

ligent designs are still limited in terms of, e.g., design object scopes (wavelength-scale

optimizations and independent physical fields) and DL dataset issue (small volume of

raw data and distributions). Here we would like to comment on current difficulties with

possible solutions, and discuss future meta-element applications (photonic computation

scheme) in short.

For the majority of meta-devices covered in this review, the dimensional scope of target

objects concentrate on the wavelength scale. The large-magnitude and high DoF struc-

tures are commonly decomposed into periodical arrays, thereby optimized to enhance

the performance of individuals with advanced algorithms. And the separately improved

elements would additionally be ‘stitched’ together [17, 72]. Obviously when confronting

the practical devices such as achromatic meta-lens [75], the nanoscale ‘misalignment’

may lead to the degeneration of overall functionalities. Therefore, the efficient optimizers

(such as topological optimizations [49, 60, 61, 148]) for systemic and large scale designs

[62, 149] should be given higher priorities. Recent attempts on TO studies [150, 151]

make promising progress to expedite photonic devices from nanoscale elements toward

feasible applications.

A second limitation within object scopes lies in the solo EM simulator. Nowadays,

nanophotonics turns to be a much general scientific area and several reports on meta-

components optimizations are expanded to multi-physical backgrounds, e.g., acoustic

metamaterials [152] and thermal emitters [153]. Under such multi-physics scenes, merely

EM simulator can not offer comprehensive information. Consequently, it is advised to
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cooperate with multiphysics simulation platforms that encompass diverse solvers, in

which we can access software modules by the interfaces and fulfil optimization tasks on

demand.

Data is always crucial for deep learnings. The high-quality and sufficient information

leads to high performance DL models, while a poor data representation is likely to reduce

qualities even for most performant algorithms. However, to acquire massive dataset is

expensive and sometimes unrealistic regarding the economic and labor costs. To release

data generation pressures, generative models (e.g., GANs and VAE) should be much wel-

comed, since they require a relatively small amount of labels to produce equal-quality

dataset. Moreover, other advanced AI techniques such as transfer learning and RLmodels

could be particularly considered. For instance, Qu et al. established a DNN architecture

with transfer learning ability that can significantly improve the performance of phys-

ical problems albeit that the original data sets only included 500 examples [154]. To

some extent, these approaches could elucidate behavior of nanophotonic structures [155],

enable exploration on design feasibility [100] and potentially discover the underlying

physical rules. [156, 157].

Another problem of tackling dataset is how to reasonably collect and coordinate them.

On the one hand, many algorithms and nanostructure layouts remain unshared so far. On

the other hand, there is a lack of appropriate and reliable platforms, which could properly

maintain and effectively distribute meta-element dataset. Apart from some professional

sites (e.g., Github) and open platforms (e.g., Metanet[158]), here we would like to call for

more neutral databases to share design templates as well as source codes for extra usage

like benchmarking algorithm performances.

In addition to the previous issue of data generations and collections, couples of more

debates are ongoing centered around the usages of varied algorithms. In comparison

to the long-established approaches (e.g., TO), there exist uncertainties that may fur-

ther hinder the DL applications. First of all, the comprehensive evaluations of traditional

techniques and DL models for meta-structure designs are growing in importance, espe-

cially considering key aspects such as cost-performance ratio. The comparative studies

could offer feasible guidance on appropriate selections for various meta-structures. Sec-

ondly, AI-designed meta-structures ought to be crucially examined particularly including

experimental evidence. The emerging meta-components serves for practical applications

all along. Without explicit and solid verification, all designs are empty talks. Lastly, the

open questions like performance limits of nanostructures, underlying physics, etc. remain

unexplored yet. We should pay more efforts towards fundamental mechanism that can-

not be directly answered by DL models. In total, the above-mentioned queries are merely

the tip of the iceberg, and these would be critically investigated in future studies.

Regardless of object scopes and dataset issue, the AI learning algorithms certainly

reduce design effects to develop photonic elements. Among the reviewed photonic-

elements, one of key application could be anticipated in optical computing. Apart from

the aforementioned optical hardware (e.g., OIU and D2NN), numerous efforts including

schemes of photonic neuromorphic computing [112, 159–162], optical analog comput-

ing [111, 120, 163], photonic integrated circuits [115, 164, 165], and programmable

meta-surface [166–168] have been persistently forged to drive progressive innovations of

photonic computing to real-world usages, such as image processing [169] and equation

solvers [170]. These proposed full-optical or electric-optics coprocessor [171] could be
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developed as faster, energy-efficient, and more powerful computation tools [122, 172] to

prompt the AI community as well.

In conclusion, we summarize the AI-assisted designs of meta-components and -system

from the simple to the complex. We believe that further strengthening the connec-

tion between nanophotonics and intelligence algorithms will be of great importance to

promote the upcoming breakthroughs in both fields. We warmly welcome the advent

of intelligence designed photonic systems that are destined to revolutionize our digital

society and remarkably benefit this information era.

Appendix

Open-source packages

Inverse design approaches have reshaped the landscape of nanophotonic structures and

here goes to the summary of open-source code packages for inversely designed meta-

devices illustrated in the main content. Note that, a variety of solutions have been

developed and maintained by individual research groups worldwide. Unfortunately, only

finite proportions could be presented here due to the limited space. To execute these lines,

we strongly endorse powerful CPU, GPU resources and adequate RAM capacity to dimin-

ish time spent on date preparations and model trainings. Besides the attached, there exist

well-organized online platforms (e.g., Metanet) collecting and distributing codes together

with deduced structure geometries. We would like to recommend readers to consult the

relevant documents and websites for more information.

The design and optimization of meta-structures require intensive computational efforts

due to the heavily dependency on the simulator. These EM solvers are constructed based

on various numerical methods like finite-element method (FEM) and finite-difference

time-domain (FDTD) or alternatively using an analytic or a semi-analytic model (e.g.,

rigorous coupled wave analysis (RCWA)). Here, we recap part of well-founded inter-

preters into appendix Table 2 (see the content below the dashed line). Except for these

listed, another type of highly suggested EM simulators is commercial products includ-

ing, without limitation, COMSOL Multiphysics, Lumerical, CST Studio, and JCMwave,

Table 2 Summary of open-source packages for inverse designs of meta-devices

Package Functionalities Program language/APIs Websites

Metalab Inverse design of nanoscale optics devices Python/C++ Link to Metalab

CELES Electromagnetic scattering problem Matlab Link to CELES

SPINS-B Device optimization using FDTD Python Link to SPINS-B

Angler Simulation and inverse design for linear and
nonlinear devices

Python Link to Angler

Wavetorch Numerically solving and backpropagating
through wave equation

Python Link to Wavetorch

ScatterNet Inverse design of surrounding photonics Python/Matlab Link to ScatterNet

Lumopt Adjoint optimization wrapper for Lumerical Python Link to Lumopt

ONNet Training optical neural networks Python Link to ONNet

TopOpt TO inverse design in photonics Matlab Link to TopOpt

pyGDM Full field electrodynamical solver Python Link to pyGDM

Meep FDTD electromagnetics simulation Python/Scheme/C++ Link to Meep

RETICOLO RCWA simulator Matlab Link to RETICOLO

S4 RCWA simulator Python/Lua Link to S4

https://github.com/closest-git/MetaLab
https://github.com/disordered-photonics/celes
https://github.com/stanfordnqp/spins-b
https://github.com/fancompute/angler
https://github.com/fancompute/wavetorch
https://github.com/iguanaus/ScatterNet
https://github.com/chriskeraly/lumopt
https://github.com/closest-git/ONNet
https://www.topopt.mek.dtu.dk/Apps-and-software/Matlab-codes-electromagnetic-topology-optimization
https://pypi.org/project/pyGDM2/
https://github.com/NanoComp/meep
https://www.lp2n.institutoptique.fr/light-complex-nanostructures
https://github.com/victorliu/S4
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etc. The numerical software could imitate true 3D/2D physical scenarios to obtain multi-

dimensional optical properties, providing accessible application interface for customized

programming.
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diffractive neural network; FWHM: Full width at half maximum; GAN: Generative adversarial network; GA: Genetic

algorithm; GPN: Geometry prediction network; LC: Liquid crystal; ML: Machine learning; MZI: Mach–Zehnder

interferometer; MSE: Mean square root; MNIST: Modified National Institute of Standards and Technology; MLP: Multilayer

perception; NNM: Nanophotonic neural medium; NN: Neural network; NA: Numerical aperture; N.A.: Not applicable; OF:

Objective function; OIU: Optical interference unit; ONN: Optical neural network; OSU: Optical scattering unit; PSO: Particle

swarm optimization; RL: Reinforcement learning; RCWA: Rigorous coupled wave analysis; SEM: Scanning electron

microscopy; SHG: Second harmonic generation; SPN: Spectrum predicting network; SFG: Sum-frequency generation;

SERS: Surface enhanced Raman scattering; TO: Topological optimization; VAE: Variational autoencoder
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