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Abstract: This survey describes the current state-of-the-art in the development of automated visual
surveillance systems so as to provide researchers in the field with a summary of progress achieved
to date and to identify areas where further research is needed. The ability to recognise objects and
humans, to describe their actions and interactions from information acquired by sensors is essential
for automated visual surveillance. The increasing need for intelligent visual surveillance in
commercial, law enforcement and military applications makes automated visual surveillance
systems one of the main current application domains in computer vision. The emphasis of this
review is on discussion of the creation of intelligent distributed automated surveillance systems.
The survey concludes with a discussion of possible future directions.

1 Introduction

Intelligent visual surveillance systems deal with the real-
time monitoring of persistent and transient objects within a
specific environment. The primary aims of these systems are
to provide an automatic interpretation of scenes and to
understand and predict the actions and interactions of the
observed objects based on the information acquired by
sensors. The main stages of processing in an intelligent
visual surveillance system are: moving object detection
and recognition, tracking, behavioural analysis and
retrieval. These stages involve the topics of machine vision,
pattern analysis, artificial intelligence and data
management.

The recent interest in surveillance in public, military and
commercial scenarios is increasing the need to create and
deploy intelligent or automated visual surveillance systems.
In scenarios such as public transport, these systems can help
monitor and store situations of interest involving the public,
viewed both as individuals and as crowds. Current research
in these automated visual surveillance systems tends to
combine multiple disciplines such as those mentioned
earlier with signal processing, telecommunications, man-
agement and socio-ethical studies. Nevertheless there tends
to be a lack of contribution from the field of system
engineering to the research.

The growing research interest in this field is exemplified
by the IEEE and IEE workshops and conferences on visual
surveillance [1–6] and special journal issues that focus
solely on visual surveillance [7–9] or in human motion
analysis [10]. This paper surveys the work on automated
surveillance system from the aspects of:

. image processing=computer vision algorithms which are
currently used for visual surveillance;

. surveillance systems: different approaches to the inte-
gration of the different vision algorithms to build a
completed surveillance system;
. distribution, communication and system design: discus-
sion of how such methods need to be integrated into large
systems to mirror the needs of practical CCTV installations
in the future.

Even though the main goal of this paper is to present a review
of the work that has been done in surveillance systems, an
outline of different image processing techniques, which
constitute the low-level part of these systems, is included to
provide a better context. One criterion of classification of
surveillance systems at the sensor level (signal processing) is
related to sensor modality (e.g. infrared, audio and video),
sensor multiplicity (stereo or monocular) and sensor
placement (centralised or distributed). This review focuses
on automated video surveillance systems based on one or
more stereo or monocular cameras because there is not much
work reported on the integration of different types of sensors
such as video and audio. However some systems [11, 12]
process the information that comes from different kinds of
sensors as audio and video.

1.1 Evolution of intelligent surveillance
systems

The technological evolution of video-based surveillance
systems started with analogue CCTV systems. These
systems consist of a number of cameras located in a
multiple remote location and connected to a set of
monitors, usually placed in a single control room, via
switches (a video matrix). In [13], for example, integration
of different CCTV systems to monitor transport systems is
discussed. Currently, the majority of CCTV systems use
analogue techniques for image distribution and storage.
Conventional CCTV cameras generally use a digital charge
coupled device (CCD) to capture images. The digital image
is then converted into an analogue composite video signal,
which is connected to the CCTV matrix, monitors and
recording equipment, generally via coaxial cables.
The digital to analogue conversion does cause some
picture degradation and the analogue signal is susceptible
to noise. It is possible to have CCTV digital systems by
taking advantage of the initial digital format of the
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captured images and by using high performance computers.
The technological improvement provided by these systems
has led to the development of semi-automatic systems,
known as second generation surveillance systems. Most of
the research in second generation surveillance systems is
based on the creation of algorithms for automatic real-time
detection events aiding the user to recognise the events.
Table 1 summarises the technological evolution of
intelligent surveillance systems (1st, 2nd and 3rd
generation), outlining the main problems and current
research in each of them.

2 Applications

The increasing demand for security by society leads to a
growing need for surveillance activities in many environ-
ments. Lately, the demand for remote monitoring for safety
and security purposes has received particular attention,
especially in the following areas:

. Transport applications such as airports [14, 15]
maritime environments [16, 17], railways, underground
[12, 13, 19–21], and motorways to survey traffic [22–26].
. Public places such as banks, supermarkets, homes,
department stores [27–31] and parking lots [32–34].
. Remote surveillance of human activities such as attend-
ance at football matches [35] or other activities [36–38].
. Surveillance to obtain certain quality control in many
industrial processes, surveillance in forensic applications
[39] and remote surveillance in military applications.

Recent events, including major terrorist attacks, have led to
an increased demand for security in society. This in turn has
forced governments to make personal and asset security a
priority in their policies. This has resulted in the deployment
of large CCTV systems. For example, London Underground
and Heathrow Airport have more than 5000 cameras each.
To handle this large amount of information, issues such as
scalability and usability (how information needs to be given
to the right people at the right time) become very important.
To cope with this growing demand, research and develop-
ment has been continuously carried out in commercial and
academic environments to find improvements or new
solutions in signal processing, communications, system
engineering and computer vision. Surveillance systems
created for commercial purposes [27, 28] differ
from surveillance systems created in the academic world
[12, 19, 40, 41], where commercial systems tend to use
specific-purpose hardware and an increasing use of
networks of digital intelligent cameras. The common
processing tasks that these systems perform are intrusion
and motion detection [11, 42–46] and detection of packages
[42, 45, 46]. A technical review of commercial surveillance
systems for railway applications can be found in [47].

Research in academia tends to improve image processing
tasks by generating more accurate and robust algorithms
in object detection and recognition [34, 48–52], tracking
[34, 38, 48, 53–56], human activity recognition [57–59],
database [60–62] and tracking performance evaluation
tools [63]. In [64] a review of human body and movement
detection, tracking and also human activity recognition is
presented. Other research currently carried out is based on
the study of new solutions for video communication in
distributed surveillance systems. Examples of these systems
are video compression techniques [66, 67], network and
protocol techniques [68–70], distribution of processing
tasks [71] and possible standards for data format to be sent
across the network [12, 19, 62]. The creation of a distributed
automatic surveillance system by developing multi-camera
or multi-sensor surveillance systems, and fusion of
information obtained across cameras [12, 36, 41, 72–76],
or by creating an integrated system [12, 20, 53] is also an
active area of research.

3 Techniques used in surveillance systems

This Section summarises research that addresses the main
image processing tasks that were identified in Section 2.
A typical configuration of processing modules is illustrated
in Fig. 1. These modules constitute the low-level building
blocks necessary for any distributed surveillance system.

Table 1: Summary of technical evolution of intelligent
surveillance systems

1st generation

Techniques Analogue CCTV systems

Advantages – They give good performance

in some situations

– Mature technology

Problems Use analogue techniques for

image distribution and storage

Current research – Digital versus analogue

– Digital video recording

– CCTV video compression

2nd generation

Techniques Automated visual surveillance by

combining computer vision technology

with CCTV systems

Advantages Increase the surveillance efficiency

of CCTV systems

Problems Robust detection and tracking

algorithms required for behavioural

analysis

Current research – Real-time robust computer vision

algorithms

– Automatic learning of scene

variability and patterns of

behaviours

– Bridging the gap between

the statistical analysis of

a scene and producing

natural language interpretations

3rd generation

Techniques Automated wide-area surveillance system

Advantages – More accurate information as

a result of combining

different kind of sensors

– Distribution

Problems – Distribution of information (integration

and communication)

– Design methodology

– Moving platforms, multi-sensor platforms

Current research – Distributed versus centralised intelligence

– Data fusion

– Probabilistic reasoning framework

– Multi-camera surveillance techniques
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Therefore, each of the following Sections outlines the most
popular image processing techniques used in each of these
modules. The interested reader can consult the references
provided in this paper for more details on these techniques.

3.1 Object detection

There are two main conventional approaches to object
detection: ‘temporal difference’ and ‘background subtrac-
tion’ The first approach consists in the subtraction of two
consecutive frames followed by thresholding. The second
technique is based on the subtraction of a background or
reference model and the current image followed by a
labelling process. After applying one of these approaches,
morphological operations are typically applied to reduce the
noise of the image difference. The temporal difference
technique has good performance in dynamic environments
because it is very adaptive, but it has a poor performance on
extracting all the relevant object pixels. On the other hand,
background subtraction has better performance extracting
object information but it is sensitive to dynamic changes in
the environment. See Figs. 2 and 3.

An adaptive background subtraction technique involves
creating a background model and continuously upgrading it
to avoid poor detection when there are changes in the
environment. There are different techniques to model the
background, which are directly related to the application.
For example, in indoor environments with good lighting
conditions and stationary cameras, it is possible to create a
simple background model by temporally smoothing the
sequence of acquired images over a short time as described
in [38, 73, 74].

Outdoor environments usually have high variability in
scene conditions, thus it is necessary to have robust adaptive
background models, even though these robust models are
computationally more expensive. A typical example is the
use of a GM (Gaussian model) that models the intensity of
each pixel with a single Gaussian distribution [77] or with
more than one Gaussian distribution (Gaussian mixture
models). In [34], due to the particular characteristics of the
environment (a forest), they use a combination of two
Gaussian mixture models to cope with a bimodal back-
ground (e.g. movement of trees in the wind). The authors in
[59] use a mixture of Gaussians to model each pixel.
The method they adopted handles slow lighting changes by
slowly adapting the values of the Gaussians. A similar
method is used in [78]. In [54] the background model is
based on estimating the noise of each pixel in a sequence of
background images. From the estimated noise the pixels that

represent moving regions are detected. Other techniques use
groups of pixels as the basic units for tracking, and the
pixels are grouped by clustering techniques combining
colour information (R, G, B) and spatial dimension (x, y) to
make the clustering more robust. Algorithms as such EM
(expectation minimisation) are applied to track moving
objects as clusters of pixels significantly different from the
corresponding image reference. For example, in [79] the
authors use EM to simultaneously cluster trajectories
belonging to one motion behaviour and then to learn the
characteristic motions of this behaviour.

In [80] the reported object detection technique is based on
wavelet coefficients to detect frontal and rear views of
pedestrians. By using a variant of Haar wavelet coefficients
to low-level process the intensity of the images, it is
possible to extract high-level information of the object
(pedestrian) to detect, for example, shape information. In a
training stage, the coefficients that most accurately represent
the object to be detected are selected using large training
sets. Once the best coefficients have been selected, they use
a SVM (support vector machine) to classify the training set.
During the detection stage, the selected features are
extracted from the image and then the SVM is applied to
verify detection of the object. The advantage of using
wavelet techniques is in not having to rely on explicit colour
information or textures. Therefore they can be useful in
applications where there is a lack of colour information
(a usual occurrence in indoor surveillance). Moreover, using
wavelets implies a significant reduction of data in the

Fig. 1 Traditional flow of processing in visual surveillance
system

Fig. 2 Example of temporal difference technique used in motion detection

Fig. 3 Example of background subtraction technique used in
motion detection. In this example a bounding box is drawn to fit the
object detected
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learning stage. However, the authors only model front and
rear views of pedestrians. In the case of groups of people
that stop, talk or walk perpendicular to the view of the
camera, the algorithm is not able to detect people.
Furthermore, an object, with similar intensity characteristics
to the front or rear of a human, is likely to generate a false
positive. Another line of research is based on the detection
of contours of persons by using principal component
analysis (PCA). Finally, as far as motion segmentation is
concerned, techniques based on optic flow may be useful
when a system uses moving cameras as in [26], although
there are known problems when the image size of the
objects to be tracked is small.

3.2 Object recognition, tracking and
performance evaluation

Tracking techniques can be split into two main approaches:
2-D models with or without explicit shape models and 3-D
models For example, in [26] the 3-D geometrical models of
a car, a van and a lorry are used to track vehicles on a
highway. The model-based approach uses explicit a priori
geometrical knowledge of the objects to follow, which in
surveillance applications are usually people, vehicles or
both. In [24] the author uses two 2-D models to track cars: a
rectangular model for a passing car that is close to the
camera and a U-shape model for the rear of a car in the
distance or just in front of the camera. The system consists
of an image acquisition module, a lane and car detector, a
process co-ordinator and a multiple car tracker. In some
multi-camera systems like [74], the focus is on extracting
trajectories, which are used to build a geometric and
probabilistic model for long-term prediction, and not the
object itself. The a priori knowledge can be obtained by
computing the object’s appearance as a function of its
position relative to the camera. The scene geometry is
obtained in the same way. In order to build shape models,
the use of camera calibration techniques becomes import-
ant. A survey of different techniques for camera calibration
can be found in [81]. Once a priori knowledge is available,
it may be utilised in a robust tracking algorithm dealing with
varying conditions such as changing illumination, offering a
better performance in solving (self) occlusions or (self)
collisions. It is relatively simple to create constraints in the
objects’ appearance model by using model-based
approaches; e.g. the constraint that people appear upright
and in contact with the ground is commonly used in indoor
and outdoor applications.

The object recognition task then becomes a process of
utilising model-based techniques in an attempt to exploit
such knowledge. A number of approaches can be applied to
classify the new detected objects. The integrated system
presented in [53] and [26] can recognise and track vehicles
using a defined 3-D model of a vehicle, giving its position in
the ground plane and its orientation. It can also recognise
and track pedestrians using a prior 2-D model silhouette
shape, based on B-spline contours. A common tracking
method is to use a filtering mechanism to predict each
movement of the recognised object. The filter most
commonly used in surveillance systems is the Kalman filter
[53, 73]. Fitting bounding boxes or ellipses, which are
commonly called ‘blobs’, to image regions of maximum
probability is another tracking approach based on statistical
models. In [77] the author models and tracks different parts
of a human body using blobs, which are described in
statistical terms by a spatial and colour Gaussian distri-
bution. In some situations of interest the assumptions
made to apply linear or Gaussian filters do not hold, and then

nonlinear Bayesian filters, such as extended Kalman filters
(EKF) or particle filters have been proposed. Work
described in [82] illustrates that in highly non-linear
environments particle filters give better performance than
EKF. A particle filter is a numerical method, which weights
(or ‘particle’) a representation of posterior probability
densities by resampling a set of random samples associated
with a weight and computing the estimate probabilities
based on these weights. Then, the critical design decision
using particle filters relies on the choice of importance (the
initial weight) of the density function.

Another tracking approach consists in using connected-
components [34] to segment the changes in the scene into
different objects without any prior knowledge. The
approach gives good performance when the object is
small, with a low-resolution approximation, and the camera
placement is chosen carefully. HMMs (hidden Markov
models) have also been used for tracking purposes as
presented in [40], where the authors use an extension of
HMM to predict and track objects trajectories. Although
HMM filters are suitable for dynamic environments
(because there is no assumption in the model or in the
characterisation of the type of the noise, as is required when
using Kalman filters), offline training data are required.
Recent research has been carried out on the creation of
semi-automatic tools that can help create the large set of
ground truth data that is necessary for evaluating the
performance of the tracking algorithms [63].

3.3 Behavioural analysis

The next stage of a surveillance system recognises and
understands activities and behaviours of the tracked objects
This stage broadly corresponds to a classification problem
of the time-varying feature data that are provided by the
preceding stages. Therefore, it consists in matching a
measured sequence to a pre-compiled library of labelled
sequences that represent prototypical actions that need to be
learnt by the system via training sequences. There are
several approaches for matching time-varying data.
Dynamic time warping (DTW) is a time-varying technique
widely used in speech recognition, image patterns as in [83]
and recently in human movement patterns [84]. It consists of
matching a test pattern with a reference pattern. Although it
is a robust technique, it is now less favoured than dynamic
probabilistic network models like HMM (hidden Markov
models) and Bayesian networks [85, 86]. The last time-
varying technique that is not as widespread as HMM,
because it is less investigated for activity recognition, is
neural networks (NN). In [57] the recognition of behaviours
and activities is done using a declarative model to represent
scenarios, and a logic-based approach to recognise pre-
defined scenario models.

3.4 Database

One of the final stages in a surveillance system is storage
and retrieval (the important aspects of user interfaces and
alarm management are not considered here due to lack of
space) Relatively little research has been done in how to
store and retrieve all the obtained surveillance information
in an efficient manner, especially when it is possible to have
different data formats and types of information to retrieve.
In [62] the authors investigate the definition and creation of
data models to support the storage of different levels of
abstraction of tracking data into a surveillance database. The
database module is part of a multi-camera system that is
presented in Fig. 4.
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In [61] the authors develop a data model and a rule-based
query language for video content based indexing and
retrieval. Their data model allows facts as well as objects
and constraint. Retrieval is based on a rule-based query
language that has declarative and operational semantics,
which can be used to gather relations between information
represented in the model. A video sequence is split into a set
of fragments and each fragment can be analysed to extract
the information (symbolic descriptions) of interest to store
into the database. In [60] retrieval is performed on the basis
of object classification. A stored video sequence consists of
24 frames; the last frame is the key frame that contains
information about the whole sequence. Retrieval is
performed using a feature vector where each component
contains information obtained from the event detection
module.

4 Review of surveillance systems

The previous Section reviewed some core computer vision
techniques that are necessary for the detection and under-
standing of activity in the context of surveillance. It is
important to highlight that the availability of a given
technique or set of techniques is necessary but not sufficient
to deploy a potentially large surveillance system, which
implies networks of cameras and distribution of processing
capacities to deal with the signals from these cameras.
Therefore in this section we review what has been done to
propose surveillance systems that address these require-
ments. The majority of the surveillance systems reviewed in
this paper are based on transport or parking lot applications.
This is because most reported distributed systems tend to
originate from academic research which has tended to focus
on these domains (e.g. by using university campuses for
experimentation or the increasing research funding to
investigate solutions in public transport).

4.1 Third generation surveillance systems

Third generation surveillance systems is the term sometimes
used in the literature to refer to systems conceived to deal
with a large number of cameras, a geographical spread of
resources, many monitoring points, and to mirror the

hierarchical and distributed nature of the human process
of surveillance Those are important prerequisites, if such
systems are going to be integrated as part of a management
tool. From an image processing point of view, they are
based on the distribution of processing capacities over the
network and the use of embedded signal processing devices
to give the advantages of scalability and robustness potential
of distributed systems. The main goals that are expected of a
generic third generation vision surveillance application,
based on end-user requirements, are to provide good scene
understanding, oriented to attract the attention of the human
operator in real time, possibly in a multi-sensor environ-
ment, surveillance information and using low cost standard
components.

4.2 General requirements of third generation
of surveillance systems

Spatially distributed multi-sensor environments present
interesting opportunities and challenges for surveillance.
Recently, there has been some investigation of data fusion
techniques to cope with the sharing of information obtained
from different types of sensors [41]. The communication
aspects within different parts of the system play an
important role, with particular challenges either due to
bandwidth constraints or the asymmetric nature of the
communication [87].

Another relevant aspect is the security of communi-
cations between modules. For some vision surveillance
systems, data might need to be sent over open networks and
there are critical issues in maintaining privacy and
authentication [87]. Trends in the requirements of these
systems include the desirability of adding automatic
learning capability to provide the capability of characteris-
ing models of scenes to be recognised as potentially
dangerous events [57, 85, 86, 88]. A state-of-the-art survey
on approaches to learn, recognise and understand scenarios
may be found in [89].

4.3 Examples of surveillance systems

The distinction between surveillance for indoor and outdoor
applications occurs because of the differences in the design

Fig. 4 Architecture of multi-camera surveillance system (from Makris et al. [62])
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at the architectural and algorithmic implementation levels.
The topology of indoor environments is also different from
that of outdoor environments.

Typical examples of commercial surveillance systems are
DETEC [27], Gotcha [28] or [29]. They are usually based on
what is commonly called motion detectors, with the option
of digital storage of the events detected (input images and
time-stamped metadata). These events are usually triggered
by objects appearing in the scene. DETEC is based
on specialised hardware that allows one to connect up to
12 cameras to a single workstation. The workstation can
be connected to a network and all the surveillance data can
be stored in a central database available to all workstations
on the network. Visualisation of the input images from the
camera across internet links is described in [29].

Another example of a commercial system intended for
outdoor applications, is DETER [18, 78] (detection of
events for threat evaluation and recognition). The archi-
tecture of the DETER system is illustrated in Fig. 5. It is
aimed at reporting unusual moving patterns of pedestrians
and vehicles in outdoor environments such as car parks.
The system consists of two parts: the computer vision
module and the threat assessment or alarms management
module. The computer vision part deals with the detection,
recognition and tracking of objects across cameras. In order
to do this, the system fuses the views of multiple cameras
into one view and then performs tracking of the objects.
The threat assessment part consists of feature assembly or
high-level semantic recognition, the off-line training and the
on-line threat classifier. The system has been evaluated in a
real environment by end-users, and it had good performance
in object detection and recognition. However, as is pointed
out in [78], DETER employs a relatively small number of
cameras because it is a cost-sensitive application. It is not
clear whether the system has the functionality for retrieval
and even though the threat assessment performance is good,
there is no feedback loop in this part that could help improve
performance.

Another integrated visual surveillance system for
vehicles and pedestrians in parking lots is presented in
[53]. This system has a novel approach to deal with
interactions between objects (vehicles and pedestrians) in a
hybrid tracking system. The system consists of two visual
modules capable of identifying and tracking vehicles and
pedestrians in a complex dynamic scene. However, this is an

example of a system that considers tracking as the only
surveillance task, even though the authors pointed out in
[53] the need for a semantic interpretation of the tracking
results for scene recognition. Furthermore, a ‘handover’
tracking algorithm across cameras has not been established.

It is important to have a semantic interpretation of the
behaviours of the recognised objects in order to build an
automated surveillance system that is able to recognise and
learn from the events and interactions that occur in a
monitored environment. For example in [90], the authors
illustrated a video-based surveillance system to monitor
activities in a parking lot that performs a semantic
interpretation of recognised events and interactions.
The system consists of three parts: the tracker which tracks
the objects and collects their movements into partial tracks;
the event generator, which generates discrete events from
the partial tracks according to a simple environment model
and finally, a parser that analyses the events according to a
stochastic context-free grammar (SCFG) model which
structurally describes possible activities. This system, as
the one in [53], is aimed at proving the algorithms more than
at creating a surveillance system for monitoring a wide area
(the system uses a single stationary camera). Furthermore, it
is not clear how the system distinguishes between cars and
pedestrians because the authors do not use any shape model.

In [25] visual traffic surveillance for automatic identifi-
cation and description of the behaviour of vehicles within
parking lots scenes is presented. The system consists of a
motion module, model visualisation and pose refinement,
tracking and trajectory-based semantic interpretation of
vehicle behaviour. The system uses a combination of colour
cues and brightness information to construct the background
model and applies connectivity information for pixel
classification. Using camera calibration information they
project the 3-D model of a car onto the image plane and they
use the 3-D shape model-based method for pose evaluation.
The tracking module is performed using EKF (extended
Kalman filters). The semantic interpretation module is
realised by three steps: trajectory classification, then an on-
line classification step using Bayesian classifiers, and finally
natural language descriptions are applied to the trajectory
patterns of the cars that have been recognised. Although this
system introduces a semantic interpretation for car beha-
viours, it is not clear how this system handles the
interactions of several objects in the same scene, and
consequently the occlusions between objects. Another
possible limitation is the lack of different models to
represent different types of vehicles (c.f. [53], which
includes separate 3-D models for a car, van and lorry).

Other surveillance systems, which have been applied to
different applications (e.g. road traffic, ports, and railways),
can be found in [13, 16, 21–23]. These automatic or
semi-automatic surveillance systems apply more or less
intelligent and robust algorithms to assist the end-user.
The importance to this review of some of these systems is
the illustration of how the requirements of wide geographi-
cal distribution impinge on system architecture aspects.

The author in [13] expresses the need to integrate video-
based surveillance systems with existing traffic control
systems to develop the next generation of advanced traffic
control and management systems. Most of the technologies
in traffic control are based on CCTV technology linked to a
control unit and in most cases for reactive manual traffic
monitoring. However, there are an increasing number of
CCTV systems using image processing techniques in urban
road networks and highways. Therefore, the author in [13]
proposes to combine these systems with other existing
surveillance traffic systems like surveillance systems based

Fig. 5 Architecture of DETER system (from I. Pavlidis et al.
[78])
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on networks of smart cameras. The term ‘smart camera’
(or ‘intelligent camera’) is normally used to refer to a
camera that has processing capabilities (either in the same
casing or nearby), so that event detection and storage of
event video can be done autonomously by the camera. Thus,
normally, it is only necessary to communicate with a central
point when significant events occur.

Usually integrated surveillance systems consist of a
control unit system, which manages the outputs from the
different surveillance systems, a surveillance signal proces-
sing unit and a central processing unit which encapsulates a
vehicle ownership database. The suggestion in [13] of
having a control unit, which is separated from the rest of the
modules, is an important aspect in the design of a third
generation surveillance system. However, to survey a wide
area implies geographical distribution of equipment and a
hierarchical structure of the personnel who deal with
security. Therefore for better scalability, usability, and
robustness of the system, it is desirable to have more than
one control unit. Their design is likely to follow a
hierarchical structure (from low-level to high-level control)
that mirrors what is done in image processing where there is
a differentiation between low-level and high-level proces-
sing tasks.

Continuing with traffic monitoring applications, in [22] a
wide-area traffic monitoring system for highway roads in
Italy is presented. The system consists of two main control
rooms, which are situated in two different geographical
places, and nine peripheral control rooms, which are in
direct charge of road operation: toll collection, maintenance
and traffic control. Most of the sensors used to control traffic
are CCTVs. Images are centrally collected and displayed in
each peripheral control room. They have installed PTZ (pan,
tilt and zoom) colour cameras in places where the efficiency
of CCTV is limited, e.g. by weather conditions. The system
is able to detect automatically particular conditions and
therefore to attract human attention. Each peripheral control
room receives and manages, in a multi-session environment,
the MPEG-1 compressed video for full motion traffic images
at transmission rates up to 2 Mbps, from each peripheral site.
There is integration of image acquisition, coding and
transmission subsystems in each peripheral site. In some
peripheral sites that control tunnels, they have a commercial
subsystem that detects stopped vehicles or queues. Even
though this highway traffic monitoring system is not fully
automatic, it shows the importance of having a hierarchical
structure of control and image processing units. Moreover, it
shows the importance of coding and transmission bandwidth
requirements for wide-area surveillance systems.

The authors in [23] present a video-based surveillance
system for measuring traffic parameters. The aim of the
system is to capture video from cameras that are placed on
poles or other structures looking down at traffic. Once the
video is captured, digitised and processed by onsite
embedded hardware, it is transmitted in summary form to
a transportation management centre (TMC) for computing
multi-site statistics like travel times. Instead of using 3-D
models of vehicles as in [25] or [26], the authors use feature-
based models like corners, which are tracked from entry to
exit zones defined off-line by the user. Once these corner
features have been tracked, they are grouped into single
candidate vehicles by the sub-features grouping module.
This grouping module constructs a graph over time where
vertices are sub-feature tracks, edges are grouping relation-
ships between tracks, and connected components corre-
spond to the candidate vehicle. When the last track of a
connected component enters the exit region, a new
candidate vehicle is generated and the component is

removed from the grouping graph. The system consists of
a host PC connected to a network of 13 DSPs (digital signal
processors). Six of these DSPs perform the tracking, four the
corner detection, and one acts as the tracker controller. The
tracker controller is connected to a DSP that is an image
frame-grabber and to another DSP which acts as a display.
The tracker update is sent to the host PC, which runs the
grouper due to memory limitations. The system has good
performance not only in congested traffic conditions but also
at night-time and in urban intersections.

Following the aim of [23], the authors in [37] develop a
vision-based surveillance system to monitor traffic flow on a
road, but focusing on the detection of cyclists and
pedestrians. The system consists of two main distributed
processing modules: the tracking module, which processes
in real time and is placed roadside on a pole, and the analysis
module, which is performed off-line in a PC. The tracking
module consists of four tasks: motion detection, filtering,
feature extraction using quasi-topological features (QTC)
and tracking using first-order Kalman filters. The shape and
trajectory of the recognised objects are extracted and stored
in a removable memory card, which is transferred to the PC
to achieve the analysis process using learning vector
quantisation to produce the final counting. This system
has some shortcomings. The image algorithms are not
robust enough (the background model is not robust enough
to cope with changing conditions or shadows) and depend
on the position of the camera. The second problem is that
even though tracking is performed in real time, the analysis
is performed off-line, therefore it is not possible to do flow
statistics or monitoring in real time.

In [16] the architecture of a system for surveillance in a
maritime port is presented. The system consists of two
subsystems: image acquisition and visualisation. The
architecture is based on a client=server design. The image
acquisition subsystem has a video server module, which can
handle four cameras at the same time. This module acquires
the images from camera streams, which are compressed, and
then the module broadcasts the compressed images to the
network using TCP=IP and at the same time records the
images on hard disks. The visualisation module is
performed by client subsystems, which are based on PC
boards. This module allows the selection of any camera
using a pre-configured map and the configuration of the
video server. Using an internet server module it is possible
to display the images through the internet. The system is
claimed to have the capability of supporting more than 100
cameras and 100 client stations at the same time, even
though the reported implementation had 24 cameras
installed mainly at the gates of the port. This is an example
of a simple video surveillance system (with no image
interpretation), which only consists of image acquisition,
distribution and display. The interesting point in this system
is to see the use of a client and server architecture to deal
with the distribution of the multiple digital images. More-
over, the acquisition and visualisation modules have been
encapsulated in a way such that scalability of the system can
be accomplished in a straightforward way, by integrating
modules into the system in a ‘drop’ operation.

In [21] a railway station CCTV surveillance system in
Italy is presented. Similar to [22], the system has a
hierarchical structure distributed between main (central)
control rooms and peripheral site (station) control rooms.
The tasks that are performed in the central control room are
acquisition and display of the live or recorded images.
The system also allows the acquisition of images from all
the station control rooms through communication links and
through specific coding and decoding devices. Digital
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recording, storage and retrieval of the image sequences as
well as the selection of a specific CCTV camera and the
deactivation of the alarm system are carried out in the
central room. The main tasks performed in each station
control room are acquisition of the images from the local
station CCTV cameras, to link with the central control room
to transmit the acquired or archived images in real time, and
to receive configuration procedures. The station control
room also handles the transmission of an image of a specific
CCTV camera at higher rate either by request or
automatically when an alarm has been raised. The manage-
ment and deactivation of local alarms is handled from the
station control room. Apart from the central control room
and the station control rooms, there is a crisis room for the
management of railway emergencies. Although this system
is a semi-automatic, hierarchical and distributed surveil-
lance system, the role played by human operators is still
central because there is no processing (object recognition or
motion estimation) to channel the attention of the
monitoring personnel.

Ideally, a third generation of surveillance system for
public transport applications would provide a high level of
automation in the management of information as well as that
of alarms and emergencies. That is the stated aim of the
following two surveillance system research projects (other
projects in public transportation that are not included here
can be found in [47]).

CROMATICA [20] (crowd monitoring with telematic
and communication assistance) was an EU-funded project
whose main goal was to improve the surveillance of
passengers in public transport, enabling the use and
integration of technologies like video-based detection and
wireless transmission. This was followed by another EU-
funded project called PRISMATICA [12] (pro-active
integrated systems for security management by technologi-
cal institutional and communication assistance) that looked
at social, ethical, organisational and technical aspects of
surveillance for public transport. A main technical output
was a distributed surveillance system. It is not only a wide-
area video-based distributed system like ADVISOR (anno-
tated digital video for intelligent surveillance and optimised
retrieval) [19], but it is also a wide-area multi-sensor
distributed system, receiving inputs from CCTV, local
wireless camera networks, smart cards and audio sensors.
PRISMATICA then consists of a network of intelligent
devices (that process sensor inputs) that send and receive
messages to=from a central server module (called ‘MIPSA’)
that co-ordinates device activity, archives=retrieves data
and provides the interface with a human operator. Figure 6

shows the architecture of PRISMATICA. Similarly to
ADVISOR (see below), PRISMATICA uses a modular
and scalable architecture approach using standard commer-
cial hardware.

ADVISOR was also developed as part of an EU-funded
project. It aims to assist human operators by automatic
selection, recording and annotation of images that have
events of interest. In other words, ADVISOR interprets
shapes and movements in scenes being viewed by the CCTV
to build up a picture of the behaviour of people in the scene.
ADVISOR stores all video output from cameras. In parallel
with recording video information, the archive function
stores commentaries (annotations) of events detected in
particular sequences. The archive video can be searched
using queries for the annotation data, or according to
specific times. Retrieval of video sequences can take place
alongside continuous recording. ADVISOR is intended to
be an open and scalable architecture approach and is
implemented using standard commercial hardware with an
interface to a wide-bandwidth video distribution network.
Figure 7 shows a possible architecture of the ADVISOR
system. It consists of a network of ADVISOR units, each of
which is installed in a different underground station and
consists of an object detection and recognition module,
tracking module, behavioural analysis and database module.

Although both systems are classified as distributed
architectures, they have a significant main difference in
that PRISMATICA employs a centralised approach whereas
ADVISOR can be considered as a semi-distributed
architecture. PRISMATICA is built with the concept of a
main or central computer which controls and supervises the
whole system. This server thus becomes a critical single
point of failure for the whole system. ADVISOR can be seen
as a network of independent dedicated processor nodes
(ADVISOR units), avoiding a single point-of-failure.
Nevertheless, each node is a rack with more than one
CPU and each node contains a central computer, which
controls the whole node, therefore there is still a single
point-of-failure within each node. The number of CPUs in
each node is directly proportional to the number of existing
image processing modules, making the system difficult to
scale and hard to build in cost-sensitive applications.

In [91] the authors report the design of a surveillance
system with no server to avoid this centralisation, making all
the independent subsystems completely self-contained, and
then setting up all these nodes to communicate with each
other without having a mutually shared communication
point. This approach avoids the disadvantages of the
centralised server, and moves all the processes directly to
the camera making the system a group of smart cameras
connected across the network. The fusion of information
between ‘crunchers’ (as they are referred to in the article) is
done through a defined protocol, after the configuration of
the network of smart cameras or ‘crunchers’. The defined
protocol has been validated with a specific verification tool
called ‘spin’. The format of the information to share
between ‘crunchers’ is based on a common data structure or
object model with different stages depending on whether the
object is recognised or is migrating from the field of view of
one camera to another. However, the approach to distributed
design is to build using specific commercial embedded
hardware (EVS units). These embedded units consist of a
camera, processor, frame grabber, network adapter and
database. Therefore, in cost-sensitive applications where a
large number of cameras are required, this approach might
be unsuitable.

As part of the VSAM project, [76] presents a multi-
camera surveillance system following the same idea as [92],

Fig. 6 Architecture of PRISMATICA system (from B. Ping Lai Lo
et al. [12])
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i.e. the creation of a network of ‘smart’ sensors that are
independent and autonomous vision modules. Nevertheless
in [76], these sensors are capable of detecting and tracking
objects, classifying the moving objects into semantic
categories such as ‘human’ or ‘vehicle’ and identifying
simple human movements such as walking. In [92] the smart
sensors are only able to detect and track moving objects.
Moreover, the algorithms in [92] are based on indoor
applications. Furthermore, in [76] the user can interact with
the system. To achieve this interactivity, there are system-
level algorithms which fuse sensor data, perform the
processing tasks and display the results in a comprehensible
manner. The system consists of a central control unit (OCU)
which receives the information from multiple independent
remote processing units (SPU). The OCU interfaces with the
user through a GUI module.

Monitoring wide areas requires the use of a significant
number of cameras to cover as much area as possible and to
achieve good performance in the automatic surveillance
operation. Therefore, the need to co-ordinate information
across cameras becomes an important issue. Current
research points towards developing surveillance
systems that consist of a network of cameras (monocular,
stereo, static or PTZ (pan tilt zoom)) which perform the type
of vision algorithms that we have reviewed earlier, but also
using information from neighbouring cameras.
The following Sections highlight the main work in this
field.

4.4 Co-operative camera systems

An application of surveillance of human activities for sports
application is presented in [35]. The system consists of eight
cameras, eight feature server processes and a multi-tracker
viewer. Only the cameras are installed on the playing area,
and the raw images are sent through optical fibres to each
feature server module. Each module realises segmentation,
single-view tracking and object classification and sends the
results to the multi-tracker module, which merges all the
information from the single-view trackers using a nearest
neighbour method based on the Mahalanobis distance.

CCN [18] (co-operative camera network) is an indoor
application surveillance system that consists of a network of
nodes. Each node is composed of a PTZ camera connected
to a PC and a central console to be used by the human
operator. The system reports the presence of a visually
tagged individual inside the building by assuming that
human traffic is sparse (an assumption that becomes less
valid as crowd levels increase). Its purpose is to monitor
potential shoplifters in department stores.

In [33] a surveillance system for a parking lot application
is described. The architecture consists of one or more static
camera subsystems (SCS) and one or more active camera
subsystems (ACS). First, the target is detected and tracked
by the static subsystems, once the target has been selected a
PTZ, which forms the ACS, is activated to capture high
resolution video of the target. Data fusion for the multi-
tracker is done using the Mahalanobis distance. Kalman
filters are used for tracking, as in [35].

In [36] the authors present a multi-camera tracking
system that is included in an intelligent environment system
called ‘EasyLiving’ which aims at assisting the occupants of
that environment by understanding their behaviour. The
multi-camera tracking system consists of two sets of stereo
cameras (each set has three small colour cameras). Each set
is connected to a PC that runs the ‘stereo module’. The two
stereo modules are connected to a PC which runs the tracker
module. The output of the tracker module is the localisation
and identity of the people in the room. This identity does not
correspond to the natural identity of the person, but to an
internal temporary identity which is generated for each
person using a colour histogram provided by the stereo
module each time. The authors use the depth and colour
information provided from the cameras to apply background
subtraction and to allocate 3-D blobs, which are merged into
person shapes by clustering regions. Each stereo module
reports the 2-D ground plane locations of its person blobs to
the tracking module. Then, the tracker module uses
knowledge of the relative locations of the cameras, field
of view, and heuristics of the movement of people to
produce the locations and identities of the people in the
room. The performance of the tracking system is good when

Fig. 7 Proposed architecture of ADVISOR system (from [19]). Dashed black lines correspond to metro railway and red lines correspond to
computer links
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there are fewer than three people in the room and when the
people wear different colour outfits, otherwise, due to the
poor clustering results, performance is reduced drastically.

In [92] an intelligent video-based visual surveillance
system (IVSS) is presented which aims to enhance security
by detecting certain types of intrusion in dynamic scenes.
The system involves object detection and recognition
(pedestrians and vehicles) and tracking. The system is
based on a distribution of a static multi-camera monitoring
module via a local area network. The design architecture of
the system is similar to ADVISOR [19], and the system
consists of one or more clients plus a server, which are
connected through TCP=IP. The clients connect only to the
server (and not to other clients), while the server talks with
all clients. Therefore there is no data fusion across cameras.
The vision algorithms are developed in two stages:
hypothesis generation (HG) and hypothesis verification
(HV). The first stage realises a simple background
subtraction. The second stage compensates the non-robust
background subtraction model. This stage is essentially a
pattern classification problem and it uses a Gabor filter to
extract features, e.g. strong edges and lines at different
orientation of vehicles and pedestrians, and support vector
machines (SVM) to perform the classifications. Although
this is an approach to developing a distributed surveillance
system, there is no attempt at fusing information across
cameras. Therefore it is not possible to track objects across
clients. Furthermore, the vision algorithms do not include
activity recognition and although the authors claim to
compensate the simple motion detection algorithm using the
Gabor filters, it is not clear how these filters and SVM cope
with uncertainties in the tracking stage, e.g. occlusions or
shadows.

In [72] a multi-camera surveillance system for face
detection is illustrated. The system consists of two cameras
(one of the cameras is a CCD pan-tilt and the other is a
remote control camera). The system architecture is based on
three main modules using a client=server approach as
solution for the distribution. The three modules are sensor
control, data fusion and image processing. The sensor
control module is a dedicated unit to control directly the two
cameras and the information that flows between them.
The data fusion module controls the position of the remote
control camera depending on the inputs received from the
image processing and sensor control module. It is interest-
ing to see how the authors use the information obtained from
the static camera (the position of the recognised object) to
feed the other camera. Therefore, the remote control camera
can zoom to the recognised human to detect the face.

An interesting example of a multi-tracking camera
surveillance system for indoor environments is presented
in [73]. The system is a network of camera processing
modules, each of which consists of a camera connected to a
computer, and a control module, which is a PC that
maintains the database of the current objects in the scene.
Each camera processing module realises the tracking
process using Kalman filters. The authors develop an
algorithm which divides the tracking task between the
cameras by assigning the tracking to the camera which has
better visibility of the object, taking into account occlusions.
This algorithm is implemented in the control module. In this
way, unnecessary processing is reduced. Also, it makes it
possible to solve some occlusion problems in the tracker by
switching from one camera to another camera when the
object is not visible enough. The idea is interesting because
it shows a technique that exploits distributed processing to
improve detection performance. Nevertheless, the way that
the algorithm decides which camera is more appropriate is

performed using a ‘quality service of tracking’ function.
This function is defined based on the sizes of the objects in
the image, estimated from the Kalman filter, and the object
occlusion status. Consequently, in order to calculate the size
of the object with respect to the camera, all cameras have to
try to track the object. Moreover, the system has been built
with the constraint that all cameras have overlapping views
(if there were topographic knowledge of the cameras the
calculation of this function could be applied only to the
cameras which have overlapping views). Furthermore, in
zones where there is a gap between views, the quality
service of tracking function would drop to zero, and if the
object reappears it would be tracked as a new object.

VIGILANT [32] is a multi-camera surveillance system
(Fig. 8) which monitors pedestrians walking in a parking lot.
The system tracks people across cameras using software
agents. For each detected person in each camera an agent is
created to hold the information. The agents communicate to
obtain a consensus decision of whether or not they are
assigned the same person who is being seen from different
cameras by reasoning on trajectory geometry in the ground
plane.

As has been illustrated, in a distributed multi-camera
surveillance system, it is important to know the topology of
the links between the cameras that make up the system in
order to recognise, understand and follow an event that may
be captured on one camera and to follow it in other cameras.
Most of the multi-camera systems that have been discussed
in this review use a calibration method to compute the
network camera topology. Moreover, most of these systems
try to combine tracks of the same target that are
simultaneously visible in different camera views.

In [62] the authors present a distributed multi-camera
tracking surveillance system for outdoor environments
(its architecture can be seen in Fig. 4). An approach is
presented which is based on learning a probabilistic model
of an activity in order to establish links between camera
views in a correspondence-free manner. The approach can
be used to calibrate the network of cameras and does not
require correspondence information. The method correlates
the number of incoming and outgoing targets for each
camera view, through detected entry and exit points.
The entry and exit zones are modelled by a GMM and
initially these zones are learnt automatically from a database
using an EM algorithm. This approach provides two main
advantages: no previous calibration method is required and
the system allows tracking of targets across the ‘blind’
regions between camera views. The first advantage is
particularly useful because of the otherwise resource-
consuming process of camera calibration for wide-area
distributed multi-camera surveillance systems with a large
number of cameras [19, 21, 22, 47].

Fig. 8 Architecture of VIGILANT system (from D. Greenhill et al.
[32])
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5 Distribution, communication and system
design

In Section 3 we considered different techniques that have
been applied to develop more robust and adaptive
algorithms. In Section 4 we presented a review of different
architectures of distributed surveillance systems. Although
the design of some of these systems can look impressive,
there are some aspects where it will be advantageous to
dedicate more attention to the development of distributed
surveillance systems for the future. These include the
distribution of processing tasks, the use of new technologies
as well as the creation of metadata standards or new
protocols to cope with current limitations in bandwidth
capacities. Other aspects that should be taken into
consideration for the next generation of surveillance
systems are the design of scheduling control and more
robust and adaptive algorithms. A field that needs further
research is that of alarm management, which is an important
part of an automatic surveillance system, e.g. when different
priorities and goals need to be considered. For example in
[93] the authors describe work carried out in a robotics field,
where the robot is able to focus attention on a certain region
of interest, extract its features and recognise objects in the
region. The control part of the system allows the robot to
refocus its attention on a different region of interest, and
skip a region of interest that already has been analysed.
Another example can be found in [19] where in the
specification of the system, system requirements like ‘to dial
an emergency number automatically if a specific alarm has
been detected’ are included. To be able to carry out these
kinds of actions command and control systems must be
included as an integral part of a surveillance system.

Other work worth mentioning in the context of large
distributed systems is the extraction of information from
compressed video [65], dedicated protocols for distributed
architectures [69, 94, 95], and real-time communications
[96]. Work has also been conducted to build an
embedded autonomous unit as part of a distributed
architecture [30, 68, 91]. Several researchers are dealing
with PTZ [54, 72] because this kind of camera can survey
wider areas and can interact in more efficient ways with the
end-users who can zoom when necessary. It is also
important to incorporate scheduling policies to control
resource allocation as illustrated in [97]. Work in multiple
robot systems [98] illustrates how limited communications
bandwidth affects robot performance and how this perform-
ance is linked to the number of robots that share the
bandwidth. A similar idea is presented in [71] and [99] for
surveillance systems, while in [94], an overview of the state-
of-the-art of multimedia communication technologies and a
standard is presented. On the whole, the work on intelligent
distributed surveillance systems has been led by computer
vision laboratories, perhaps at the expense of system
engineering issues. It is essential to create a framework or
methodology for designing distributed wide-area surveil-
lance systems, from the generation of requirements to the
creation of design models by defining functional and
intercommunication models as is done in the creation of
distributed concurrent real-time systems in other disciplines
like control systems in aerospace. Therefore, as has been
mentioned earlier in this paper, in the future the realisation
of a wide-area distributed intelligent surveillance system
should be through a combination of different disciplines:
computer vision, telecommunications and system engineer-
ing being clearly needed. Work related to the development
of a design framework for developing video surveillance
systems can be found in [91, 99, 100]. Distributed virtual

applications are discussed in [101], and embedded architec-
tures in [102]. For example, much could be borrowed from
the field of autonomous robotic systems on the use of multi-
agents, where non-centralised collections of relatively
autonomous entities interact with each other in a dynamic
environment. In a surveillance system, one of the principal
costs is the sensor suite and payload. A distributed multi-
agent approach may offer several advantages. First, intelli-
gent co-operation between agents may allow the use of less
expensive sensors and therefore a larger number of sensors
may be deployed over a greater area. Second, robustness is
increased, since even if some agents fail, others remain to
perform the mission. Third, performance is more flexible,
there is a distribution of tasks at various locations between
groups of agents. For example, the likelihood of correctly
classifying an object or target increases if multiple sensors
are focused on it from different locations.

6 Conclusions

This paper has presented the state of development of
intelligent distributed surveillance systems, including a
review of current image processing techniques that are used
in different modules that constitute part of surveillance
systems. Looking at these image processing tasks, it has
identified research areas that need to be investigated further
such as adaptation, data fusion and tracking methods in a co-
operative multi-sensor environment, extension of tech-
niques to classify complex activities and interactions
between detected objects. In terms of communication or
integration between different modules it is necessary
to study new communication protocols and the creation of
metadata standards. It is also important to consider
improved means of task distribution that optimise the use
of central, remote facilities and data communication
networks. Moreover, one of the aspects that the authors
believe is essential in the future for the development of
distributed surveillance systems is the definition of a
framework to design distributed architectures firmly rooted
in systems engineering best practice, as used in other
discipline such as control aerospace systems.

The growing demand for safety and security has led to
more research in building more efficient and intelligent
automated surveillance systems. Therefore, a future chal-
lenge is to develop a wide-area distributed multi-sensor
surveillance system which has robust, real-time computer
algorithms able to perform with minimal manual reconfi-
guration on variable applications. Such systems should be
adaptable enough to adjust automatically and cope with
changes in the environment like lighting, scene geometry or
scene activity. The system should be extensible enough, be
based on standard hardware and exploit plug-and-play
technology.
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