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INTELLIGENT PEER-TO-PEER MEDIA 
STREAMING 

BACKGROUND AND SUMMARY OF THE 
INVENTIONS 

The present application relates to Peer-to-Peer (P2P) com 
munications, and more particularly to the cooperation of end 
hosts in forming overlay topologies in a P2P networking 
environment for the distribution of multimedia contents, such 
as bulk ?les, live or on-demand audio or video, etc. 

Background: Media Streaming 

The idea of Peer-to-Peer is by leveraging on the end termi 
nals to cooperatively disseminate the information instead of 
relying on any central entities. Such feature endoWs the sys 
tem’s theoretically in?nite scalability With virtually no addi 
tional cost, and therefore has ignited an explosive groWth of 
large scale Internet services, for instance, KaZaA for ?le 
sharing, BT for bulk content distribution and PPlive for live 
media streaming. 

FIG. 1 shoWs an example of a general architecture of the 
peer-to-peer streaming systems. The original uncompressed 
video content is generated by theA/V source and injected into 
the media server. In the media server, the video content is ?rst 
compressed With the playout rate to be r kbps and then is 
distributed to users in the peer-to -peer netWork through mul 
tiple video streams. In the peer-to-peer netWork, the video 
streams are forWarded among connected nodes, and at each 
node the doWnloading video content is simultaneously played 
by the local media player at the playout rate of r kbps. 
An appealing feature of the peer-to-peer networking is that 

since each participating node contributes its bandWidth to the 
system to assist uploading, the system can self-scale to sup 
port a huge number of users online simultaneously, even for 
bandWidth consuming media steaming applications. Notice 
that all these attractive services are bandWidth intensive and 
normally require stringent QoS requirements. On the other 
hand, With millions of heterogeneous participants all over the 
World, hoW to organiZe the netWork e?iciently to boost the 
system performance With high service quality is really a 
tough problem. Facing these di?iculties traditional 
approaches for live media streaming can mainly be groped 
into three categories based on the involvement of (l) a mul 
ticast tree, (2) plural multicast trees, or (3) no tree. 

The ?rst category is to build a multicast tree across the 
netWork. Video contents are disseminated from the root and 
passed along the tree from parents to children. Without con 
sidering about the dynamic behavior of peers, this mechanism 
is superior With its ease to manage. Optimization can also be 
easily performed Within the tree by intelligently shifting 
among parents and their children. HoWever, With the intense 
churns of ad hoc peers, the cost of tree topology maintenance 
is high. Further, due to peer departures, the system often 
needs frequent repairs. Therefore participants Will inevitably 
encounter turbulent QoS With large video quality ?uctuation 
during the repairing phase. Examples of such systems include 
Narada and Yoid. 

To enhance the robustness of the system and alloW the 
clients to enjoy high quality services such as smooth playing 
of videos, the second category improves the ?rst category by 
building several multicast trees simultaneously With each tree 
streaming one strip of the content rooted front a source. Such 
mechanism often employs the advanced coding schemes, e.g. 
Multiple Description Coding or Fountain Codes, so that by 
doWnloading several streams simultaneously from different 
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2 
trees, the participants are able to achieve better video quality 
and can also tolerate the departures of partial predecessors as 
long as it call doWnload at least one stream continuously. 
Such mechanism has been adopted in CoopNet SplitStream 
and Bullet. 

In the third category, there are no more tree(s) to be main 
tained. Instead a data-oriented approach chops the original 
contents into blocks of equal siZe and disseminates to peers 
disjointedly. After doWnloading each block in its entirety, 
peers can then serve it to other siblings to enhance the system 
service capacity. In such a scenario, in order to learn the block 
propagation to chase needed blocks, each peer needs to col 
lect the block information of certain amount of peers periodi 
cally and react against the run up of fresh blocks or other 
accidents such as neighbor departures, heavy congestion, etc. 
With the unceasingly active local modi?cations, the netWork 
commotion Will only affect several block sessions of a peer 
normally and therefore the system is more robust than that of 
the previous tree(s) structure. For this reason, the data driven 
approach is Widerly employed in practice, for instance BT, 
CoolStream and PPlive. HoWever, such mechanism makes 
the netWork even more turbulent and di?icult to optimiZe. 

With the great success of PPlive and CoolStream, large 
scale live streaming service has already been relatively 
mature. HoWever, the term “streaming” is in fact used loosely 
and inaccurately. There are no general principles to guide 
designers seeking foe an optimal system. Large scale Video 
on-Demand (VoD) service, With more stringent QoS require 
ments and less available cooperation among peers, is far 
satisfaction and still under serious research Without any real 
system implemented. 
To summarize, due to the distinguished characteristics of 

the P2P netWorks, ef?ciently utiliZing the overall bandWidth 
resource encounters great engineering challenges in the fol 
loWing three aspects. 

1. Unpredictable and Dynamically Changing Overall 
BandWidth. Let Vt denote the set of peers in the netWork at 
time t, including the server. Let Ct denote the upload capacity 
of each participating peer ieVt Then the overall bandWidth 
available is Zia/2C1. Since the media player requires doWn 
loading rate at least r to play the video content smoothly, the 
overall doWnload bandWidth is at least lVtlr, excluding the 
server. Therefore, it constructing the streaming system, a 
Necessary Condition is Zia VtCl-i?Vtl —l)r. Therefore, the fun 
damental problem is hoW to control the system to satisfy the 
necessary condition. Solving this problem faces great chal 
lenges: First, due to the huge number of dynamic and hetero 
geneous peers involved in the netWork, the overall bandWidth, 
i.e., Zia/[C1, is unpredictable. Second, the average overall 
bandWidth is changing all the time because participants are 
Widespread over the World and have heterogeneous band 
Width capacities. With the asynchronous nature of this situa 
tion, peers access the netWork at different times. Thus, the 
available bandWidth of the netWork is dynamically changing 
With the different mix of peers. 

2. BandWidth Heterogeneity and Bottleneck Effects. Even 
With a feasible playout rate r to satisfy ZZ-EVICZ-ZGVtPDr, 
another key issue is to provide particular peers With satisfac 
tory doWnloading rate so that they can play the video 
smoothly at the given rate r. As a simple example shoWn in 
FIG. 2(a), a video stream is pumped out from the source node 
S to four participating nodes, A, B, C and D. In this example, 
the overall bandWidth available is 600 Which should be plenty 
to simultaneously support the four users to play the video at 
the rate of 100. HoWever, since peer C is overloaded, it 
becomes a bottleneck peer in streaming. Accordingly, all the 
doWnstream nodes suffer With the throttled doWnloading 
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rates and are not able to play the video at the desired rate. How 
can the same video be delivered by a different network is as 
the example shown in FIG. 2(b). This network balances the 
upload workload of the four participating peers, where the 
bottleneck peers are eliminated and all the peers can now play 
the video smoothly. To fully utiliZe the overall bandwidth for 
video delivery, the above two examples show the fundamental 
problem of how to accommodate the bandwidth heterogene 
ity of peers and eliminate the bottleneck effects from video 
streaming. 

3. Low Cost and Effective Adaptation in Highly Dynamic 
Systems. With peers frequently joining and departing from 
the network, another challenging problem is how to continu 
ously adapt the overlay network to maintain the necessary 
condition and high bandwidth utilization at the same time. 
Further, since a peer-to-peer streaming network normally 
involves a huge number of peers online simultaneously, the 
construction and adaptation of overlay must take place in a 
completely distributed manner with low communication and 
operation overhead. 

Summary: Intelligent Peer-to-Peer Media Streaming 

A framework and system of intelligent streaming live 
media contents through end host cooperation is disclosed. 
The invented multimedia content distribution system consists 
of one media source and a group of peers which dynamically 
changes with peer arrivals and departures. Those entities form 
and maintain an overlay network that converges to a global 
load-balance state to achieve cooperative downloading. Con 
tent distribution in this overlay topology further employs an 
intelligent topology formation algorithm, and an ef?cient 
media streaming protocol. 

The advantages of the proposed approach are highlighted 
as follows: 

The intelligent topology formation algorithm is a proactive 
approach to build a topology with tunable parameters to 
achieve various objectives. 

The proposed approach achieves equal capacity per degree 
at each peer. 

The proposed approach allows the media streams to ?ow 
smoothly across the network and at the same time fully 
utiliZe the spare bandwidth of each peer. 

The proposed approach is a hybrid approach to stream 
media contents with the advantages of both tree and 
data-driven structures but without their drawbacks. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The disclosed inventions will be described with reference 
to the accompanying drawings, which show important 
sample embodiments of the invention and which are incorpo 
rated in the speci?cation hereof by reference, wherein: 

FIG. 1 shows an overview of the live video streaming 
system in accordance with the preferred embodiment. The 
original raw content is ?rst generated from the A/V source 
and then injected into the media server for distribution. The 
individual user in the overlay network downloads the video 
content and plays the content at the playout rate r which is 
determined by the media server. 

FIG. 2 shows an example of the overlay networks for video 
distribution, in which S is the media server, A, B, C and D are 
downloading nodes. FIG. 2(a) is an ill-connected network 
with peers A, B and D’s downloading rates restricted to 50. 
FIG. 2(b) is the link-level homogeneous overlay network 
formed by our invention where all the links have the band 
width 100. 
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4 
FIG. 3 shows an illustrative example of the convergence of 

the capacity per fanout of nodes using our invention. 
FIG. 4 shows an example of the trace of the walkers in the 

overlay. The walker is issued by peer x0 and stops at peer y. 
FIG. 5 shows the pseudocode of the invented distributed 

approach using the Metropolis-Hastings algorithm. 

DETAILED DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

The numerous innovative teachings of the present applica 
tion will be described with particular reference to the pres 
ently preferred embodiment (by way of example, and not of 
limitation). 

To address unpredictable and dynamically changing over 
all bandwidth problem, the proposed approach dynamically 
adapts the playout rate in tune with the changes of ZZ-QVICi. 
Speci?cally, the preferred embodiment makes the playout 
rate r as a function of time denoted by rt, and enables the 
media source to adoptively control it based on the overall 
bandwidth resource such that at any time snapshot t, Zl-é VtCtz 
(|Vt|—l)rt. Consequently, if the overall bandwidth is not 
plenty to support all the users with current playout rate, the 
media server will decrease the playout rate rt by further com 
pressing the video content. On the other hand, if the overall 
bandwidth is plenty, the media server will generate high qual 
ity video streams with a higher playout rate rt so that all the 
peers will bene?t from the improved video quality. As a 
result, not only can the peer-to-peer streaming system adapt 
to the changes of the network resource without overloading 
the media server, but also peers can enjoy the best possible 
video quality all the time. 

To address the bandwidth heterogeneity and bottleneck 
effects problem, the disclosed approach forms an adaptive 
load-balance topology. Here, the number of out-going con 
nections of peers is automatically adapted based on their 
upload bandwidth and the adequacy of the overall bandwidth. 
As a result, peers are balanced in uploading workload and all 
the overlay connections converge to equal bandwidth to 
achieve a global load-balance state as the link-level homoge 
neity. With no peers performing as bottlenecks in this desir 
able state, full bandwidth utiliZation is achieved and peers can 
download at the satisfactory rate. 

Meanwhile, in this link-level homogenous state, since the 
workload of the server is also adapted and related to Zia VtCi, 
the server can estimate the average downloading rate of peers 
and adaptively tune the playout rate rt by observing its own 
transmission workload only. 

To achieve low cost and effective adaptation highly 
dynamic system, the proposed system is formed in the same 
spirit of the incremental update. Speci?cally when a node 
joins or departs from the network, only some local nodes 
affected by connection or disconnection update the local 
overlay graph, whereas all the other nodes remain unchanged. 
Therefore, the adaptation of the overlay network involves 
only some affected neighboring nodes without disturbing the 
other nodes. Moreover, the proposed system can converge 
fast to the desired link-level homogeneous state and work 
e?iciently in the high churning systems. 

Incorporating with the overlay topology adaptation, the 
adaptation of the playout rate is open-loop. In other words, the 
server can timely tune the playout rate based on its local 
information only and no any feedback signals are required 
from the overlay networks. 
The preferred embodiment of the present inventions and 

their advantages are best understood by referring to FIGS. 1 
through 5 of the drawings. Without loss of generality, the 
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teaching considers one multicast session (or video channel) 
so that all the peers are watching or downloading the same 
video content. However, the application does not limit to one 
multicast session, and one skilled in the art should easily 
apply the teaching to multiple multicast sessions. 
The Basic Structure of the Overlay Network 

The teaching nodes the overlay network as a directed graph 
Gt:{Vt, E} at each time snapshot t. Vt denotes the set of 
peers, including the source node. Et denotes the set of overlay 
connections and EtCVtxVt. 9'} t denotes the set of peer i’s 
parent nodes whichhpload video streams to peer i. And ‘Z 1. 
denotes the set of peer i’s child nodes which download video 
streams from peer i. The in-degree of node i is denoted by 
IiII 9’; tl. The out-degree of node i is denoted by OiII ‘Z ilCl. 
denotes the upload capacity of peer i. The media source is 
regarded as a normal peer which always stays in the network 
with in-degree constantly equal to 0. 

This teaching makes the following two assumptions. 
First, random linear network coding is implemented in the 

system. With network coding, instead of forwarding the 
received video streams directly, each peer sends the coded 
video streams which are the linear combinations of its down 
loading video streams. The information is evenly spread in 
the coded streams and is always useful to the receiving node. 
Therefore, each node is always able to retrieve the non-re 
dundant video streams from any selected parent nodes in the 
overlay. This assumption enables the teaching to focus on 
constructing the overlay topology. However, with the gener 
ality of the achieved link-level homogeneous property, the 
disclosed approach can also be combined with other coding 
methods such as Multiple Description coding and Fountain 
Code, as well as the tree-based or block-oriented schemes to 
facilitate e?icient video delivery. 

Second, the teaching assumes that the transmission bottle 
neck is always in the ?rst hop of the uploading side, rather 
than inside the network core or on the downloading side. This 
is due to the widely adoption of broadband networks and 
asymmetric access links of users. With this assumption, the 
teaching calculates the bandwidth of the out going connec 
tions of a peer ieVt as 

Ci 
5 i 

and proposes to adapt peers’ out-degrees proportional to their 
upload bandwidth in the highly dynamic overlay. Finally, in 
the global network, 

converges to a same constant ieVt and therefore all the overlay 
connections aim to achieve the same bandwidth, i.e., link 
level homogeneity. 

Construction of Overlay Backbone 
The disclosed approach forms a link-level homogeneous 

overlay topology that takes advantage of the upload band 
width of all the participating peers as much as possible and 
evenly allocates the upload workload to peers.Various classes 
of embodiments are available. This teaching discusses two of 
them: one proposes a centraliZed at algorithm which can be 
implemented in small siZe networks with hundreds of peers 
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6 
involved and another is a completely distributed algorithm 
which is based upon the main idea of the centraliZed algo 
rithm for large-scale network. 
Centralized Approach 

This class of embodiment assumes that a central controller 
is available. The controller has the global information, includ 
ing the addresses of all the participating peers, their upload 
bandwidth values and their current out-degrees. 

Peer Joining When a peer, e.g., peer j, joins at t, to connect 
it to the overlay graph, the controller sorts the existing peers 
in a descending order according to their capacity per out 
degree values as 

For those nodes with out-degree equal to 0, we manually set 
their out-degree values to be e in computing the capacity per 
out-degree value where e is a constant and 0<e§ l . After that, 
the controller will choose from the ordered list the ?rst Ij peers 
which are 

as the parent nodes of peer j, where Ij is speci?ed j peer. After 
peer j is connected into the network its out-degree is 0 and its 
downloading rate can be up to the sum of the capacity per 
out-degree values of all its parent nodes. 

Peer Rebuilding When a peer, e.g., peer j, departs from the 
network, each of its child nodes will lose a downloading link. 
Accordingly, these child nodes’ downloading rates will 
decrease. To compensate for the loss, the server will rebuild 
one link for each of them. The rebuilding procedure is similar 
to the joining procedure. With each rebuilding, only the peer 
currently with the largest capacity per out-degree value is 
chosen to be connected as the parent node. Using the central 
iZed algorithm, in the stable state where peers join and depart 
from the network at the same rate, the capacity per out-degree 
values of all live nodes converge to the same equilibrium 
value 60, i.e., 

Hm ‘ 

where 

2C‘- (2) 
6 ieV, 
C- 2 0. 

ieV, 

FIG. 3 illustrates a simple example. Suppose that the net 
work currently has 5 participating peers A, B, C, D and E with 
their capacity per out-degree values shown in FIG. 3. Suppose 
that peer j joins in the network with IJ-IZ. In this case, A and D 
will be chosen as the parent nodes since they currently have 
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the largest capacity per out-degree values. By adding one 
more out-going connection to peer j, both peers A and D’s 
capacity per out-degree values Will be reduced accordingly. 
On the other hand, the capacity per out-degree value of peers 
B and E can also increase When their child nodes depart. As 
peers continuously join and depart, the capacity per out 
degree values of all the peers Will ?nally converge to the same 
value 6C. Our simulations validated this effect. 

Open-loop Playout Rate Adaptation By using the central 
iZed algorithm, With each peer jeVt, having Ij incoming con 
nections and each connection doWnloading at the rate 6C, the 
doWnloading rate of peer j is therefore 6011.. However, in order 
to ensure that all the users can play the video smoothly, the 
playout rate rt must be no larger than the smallest doWnload 
ing rate of peers. In other Words, peers With the smallest 
in-degree Will become the bottlenecks in terms of the playout 
rate. For this reason, the preferred embodiment enforces that 
all the peers have the same in-degree value, i.e., IJ-Im, VjeVt. 
In this case, from Eqn (2), all the peers cart have the same 
doWnloading rate dc as 

Since the media source is also involved in the centraliZed 
algorithm, its capacity per out-degree value Will also con 
verge to the global equilibrium 60. Therefore, it can simply 
estimate the doWnloading rate of peers by observing its oWn 
capacity per out-degree value at time t, denoted by of, and 
multiplying this value by m. In this case, it can adaptively tune 
the playout rate With 

2 Ci ] (4) 
_ S N _ ieV, 

r,_6,m~dC_ [Vt[_l 

Distributed Approach 
The disclosed approach forms a link-level homogeneous 

overlay topology distributively. Here We use V to denote Vt, 111 
to denote Cl, and kl- to denote Oi. We assume that there is a 
central entity namely Rendezvous Point (RP) to help neW 
peers join the network, just like the tracker in BitTorrent. The 
RP’s IP address is public and knoWn by peers. Upon joining 
Into the netWork, each node, e.g., peer i Will contact the RP 
and fetch the peer list containing a set of nodes, denoted by Vt. 

Construction of Overlay Backbone 
The topology formation algorithm is used to form the over 

lay backbone of the system on Which the media contents are 
then streamed. The basic idea is: after being bootstrapped in 
the netWork by RP, the neW peer Will select an active peer i in 
the netWork to connect With the target probability rc(i), 

n? (1) 
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8 
Where 0t and .beta. are used for “matching” a Wide range of 
overlay applications in terms of peer’s Workload. Roughly 
speaking, if 0t is small and [3 is large, the node degree Would 
increase sloWly. If 0t is large and [3 is small, then the node 
degree Would increase fast. The concrete value of 0t and [3 can 
be tuned adaptively according to the various QoS require 
ments in different systems, and more particularly the pre 
ferred embodiment chooses (F2 and [3:1 to achieve the link 
level homogeneity Where such that 

E 
k; 

is a constant. 

The neW approach discloses hoW to connect the neW arriv 
als to the appropriate peers folloWing the target distribution in 
(1) via a decentraliZed manner. The main procedures are (a) 
joining procedure and (b) rebuilding procedure. 

a) Joining Procedure 
When a neW peer, x, joins the netWork, it Will randomly 

choose m,C peers in V,C and issue one Walker to each of them. 
These random Walkers Will be passed among peers based on 
the invented algorithm. Each Walker is assigned a time-to-live 
(TTL) value, "c. The Walker is forWarded from the current 
node to a neighboring note based on the proposed edge tran 
sition probability and the Walker’s TTL is decremented by 
one after each forWarding. The neW node connects to a node 
at Which the Walker stops (i.e. TTLIO). If a Walker stops at the 
node Which is already connected by that neW node, then the 
Walker moves additional steps, e. g., one step. FIG. 4 shoWs an 
example of the process and Algorithm 1 in FIG. 5 presents 
details. Next, the designing philosophy of the edge transition 
probability P(j, i), i.e., the probability that the Walker is for 
Warded to peer j by peer i, is discussed. 
The transition probability, P(j, i), With Which the Walker is 

noW staying at peert and Will be forWarded to peer jeVt, is 

P(j,i):q(j,i)-a(j,i) (2) 

Where q(j ,i) i is called selection probability, i.e., the probabil 
ity peer j is selected by peer i from its neighbor list as the 
candidate to forWard the Walker. 0t(j, i) is called acceptance 
probability, i.e., the probability that candidate j Will ?nally be 
accepted as the next station to receive the Walker. The selec 
tion probability is ?exible and can be proposed differently 
according to the actual netWork environments. One proposal 
is, 

3 
‘1U, 1') = . ( ) 

k; + 1 

Where kiIIVZ-I. 
The acceptance probability 0t(j, i) is de?ned as, 

(4) 

With such a de?nition of 0t(j, i), a superior neighbor j With 
more available _resource j (e.g., uplink bandWidth) and 
smaller degree kj Will be chosen With algorithm With the 
ability to probe deep in the netWork and dig out these hidden 
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matching peers. The later, however, Will inevitably be trapped 
at a local optimal peer. The integrated transition probability 
P(j, i) de?ned in (2) is then, 

The preferred embodiment has adopted a sampling method 
to choose matching peers With the so ~called transition prob 
ability, the larger the sample set, i.e., k, is at each stop i; the 
better the algorithm Will perform. The perferred embodiment 
adopts 20§kt§50. To achieve this, each peer i can fetch the 
peer list Vt from the RP as soon as its k,- is smaller than 20. 

b) Rebuilding Procedure 
To ?ght the churn of peers, it is necessary to repair the 

constructed topology to prevent netWork breakdoWn and 
node isolation. The repairing process is called rebuilding 
procedure, Which can be done With folloWing rebuilding 
schemes. 

Rebuilding Schemes 
When a node leaves the netWork, all of its neighbors lose a 

link. The reactive rebuilding scheme is invoked passively 
only When a peer i lost a link. To guarantee their connected 
ness, those nodes Which lost a link Will then rebuild a neW 
link(s) With probability rl- to compensate for the lost one. 
When a node i tries to rebuild a link, it issues a Walker With a 
TTL value, "c, to one of the peers in Vi. The Walker then 
traverses the netWork, same as that in the node joining pro 
cess. Finally, a neW link is created by connecting node i and 
the node at Which the Walker stops. Three representative 
rebuilding process schemes are described here (in the folloW 
ing, kt ’s denotes the degree of node i just after losing a link). 
AlWays Rebuilding Scheme: The nodes alWays rebuild one 

link to compensate for each lost link, i.e. riII for every node 
1. 

Probabilistic Rebuilding Scheme: The nodes rebuild a link 
based on a probability r, Mathematically 

(6b) 

for every node i. The threshold on ki':3 means that each node 
has to maintain at least three links to ensure netWork connect 
edness. 

Adaptive Rebuilding Scheme: The nodes gradually rebuild 
links When their degrees are getting large in order to prevent 
overloading. At the same time, each node i should maintain at 
least m, links such that the overlay service performance and 
reliability are not degraded. Therefore, this rebuilding pro 
cess alloWs the nodes to make rebuilding decision adaptive by 
considering their current degrees. 
Mathematically, 

for each node i. 
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C. Link Level Homogeneity 
The term “Link Level Homogeneity” refers to the property 

that each virtual link is of the same service poWer. More 
speci?cally, in a link level homogeneous netWork G, VieV, 
there is 

Where 601s 

(10) 

Where 

7» is the mean arrival rate of peers and p. is the mean departure 
rate of peers. (l 0) is achieved Without considering the rebuild 
ing procedure. An obvious advantage of the so-called link 
level homogeneity is that peers in the netWork are intercon 
nected With media pipes of equal bandWidth. Media streams 
conducted on these pipes can thus ?oW smoothly and Well 
proportioned and Will not encounter bottlenecks. In such a 
scenario, peers at the doWnstream Will not suffer from the 
poor service capability of the upstream peers and hoW to 
organiZe the heterogeneous peers is thus solved perfectly. 
What is more, thanks to our proactive topology formation 
algorithm, once a peer is connected to the netWork, a peer can 
achieve matched service from others and therefore do not 
need to modify its local topology to accommodate the hetero 
geneous netWork any more. Since these reactive modi?ca 
tions Will not only degrade its oWn video quality, but also its 
children’s, by avoiding the churning procedure, our system is 
thus more steady-going and suitable for rigorous QoS 
requirements. 
Distributed Call Admission Control 

In the previous presentation, We assume that the video 
playout rate rt can be adaptively tuned based on the adequacy 
of the overall bandWidth resource in the system. HoWever, in 
some applications, if rt can not be turned, We further propose 
a distributed call admission control mechanism so that the 
Necessary Condition of a feasible netWork is alWays satis?ed. 
This distributed call admission control mechanism can be 
implemented in either the centraliZed topology formation 
approach or the distributed approach. 

Speci?cally, using our mechanism, doWnloading rate of 
peers, dc, can be estimated by each individual peer, just like 
the server using equations (3) and (4). In this case, in order to 
meet the Necessary Condition, We must guarantee that the 
estimated doWnloading rate of peers is larger than the ?xed 
playout rate. In a nutshell, using the distributed call admission 
control mechanism, by estimating the adequacy With local 
information, each node makes the decision locally Whether to 
accept and serve the neW peers or not. 

For example, suppose that a node j joins the netWork and 
selects peeri as its parent nodes, Where i can be selected using 
either the presented centraliZed approach or distributed 
approach. To make the decision Whether to serve peer j or not, 
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peer i ?rst estimates its oWn capacity per fanout at current 
time, denoted as 6;. With of, peer i can estimate the adequacy 
of the overall bandwidth resource by computing the expected 
downloading rate of peers as dCImBti. With this information, 
if dCéQr, peer i Will admit peer j CJ-Zr and reject it otherWise. 
On the other hand, dC>Qr, peer i Will alWays admit peer j 
regardless peer j’s uploading bandwidth. Q is prede?ned and 
used to control the robustness of the system. If Q small, the 
system is greedy to involve peers in the system but it may hurt 
the doWnloading performance of peers. If Q is too large, the 
system is conservative and Will reject peers even there is 
abundant resource available in the system. 

According to various disclosed embodiments, there is pro 
vided: A method of distributing high-bandWidth content over 
a peer-to-peer netWork, comprising: When a peer joins the 
netWork, launching a Walker procedure Which explores the 
current netWork topology to ?nd exiting nodes Which can 
provide the best connectivity to the peer; and connecting the 
neW peer to at least one tree Within the netWork, in depen 
dence on the results of said Walker procedure, to thereby 
receive content streams. 

According to various disclosed embodiments, there is pro 
vided: A method of distributing high-bandWidth content over 
a peer-to-peer netWork, comprising; When a peer joins the 
netWork launching a Walker procedure Which explores the 
current netWork topology to ?nd exiting nodes Which can 
provide the best connectivity to the peer, individual sub 
streams Which in combination provide a single high-band 
Width data stream; and connecting the neW peer to at least one 
tree Within the netWork, in dependence on the results of said 
Walker procedure, to thereby receive content. 

According to various disclosed embodiments, there is pro 
vided: A peer-to-peer netWork method for multi-media dis 
tribution, comprising the actions of: monitoring the overall 
bandWidth resource availability; dynamically adapting play 
out rate at the media source in dependence of said overall 
bandWidth; and forming and maintaining an adaptive load 
balancing topology such that the number of outgoing connec 
tions of ones of peers in the netWork is automatically adapted 
in dependence of its upload bandWidth and said over-all band 
Width. 

According to various disclosed embodiments, there is pro 
vided: A peer-to-peer netWork method for multi-media dis 
tribution, comprising the actions of: supplying a playout 
stream at a media source; forming and maintaining an adap 
tive load-balancing topology such that the number of outgo 
ing connections of ones of peers in the netWork is automati 
cally adapted in dependence on its upload bandWidth and said 
overall bandWidth, While locally applying call admission cri 
teria Which avoid netWork degradation. 

According to various disclosed embodiments, there is pro 
vided: A netWork architecture for peer-to-peer communica 
tions, comprising: a media source Which plays out media 
content at an adaptive rate in dependence of its capacity per 
out-degree value; and a peer-to-peer netWork comprising said 
media source as a peer and at least one other peer; Wherein 
ones of said peers connect to other saidpeers for doWnloading 
said content; and said netWork dynamically selects a certain 
said peer With preference in dependence on capacity per 
out-degree values to connect a neW peer for doWnloading and 
updates connections locally in response to at least some 
events; Whereby the capacity per out-degree values of all said 
peers in said netWork converge to substantial uniformity. 

According to various disclosed embodiments, there is pro 
vided: A netWork architecture for peer-to-peer communica 
tions, comprising: a media source as a peer; and at least one 
other peer; an overlay netWork Where said media source plays 
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12 
out media content at an adaptive rate in dependence of its 
capacity per out-degree value and ones of said peers but not 
said media source connects to other said peers for doWnload 
ing said content and the capacity per out-degree values of all 
said peers in said netWork converge to a substantially same 
value; and a netWork comprising all said peers including said 
media source; Wherein ones of connections in said netWork 
are constructed in dependence on transition probability, and 
out degrees of said peers are larger than one value X but 
smaller than another value Y; and a neW peer joins said net 
Work by randomly connecting to a medium number, betWeen 
said X andY, of said peers, and joins said overlay netWork by 
propagating requests through said netWork in searching, in 
dependence on said transitional probability, for peers With 
preferred capacity per out-degree values to connect to. 

According to various disclosed embodiments, there is pro 
vided: A netWork architecture for peer-to-peer communica 
tions, comprising: a media source Which plays out media 
content into a peer-to-peer netWork, said netWork including 
peers Which connect to other said peers for doWnloading said 
content; and local node selection procedures Which assign 
data doWnload sources to neW nodes in at least partial depen 
dence old capacity per out-degree values. 

According to various disclosed embodiments, there is pro 
vided: A netWork architecture for peer-to-peer communica 
tions, comprising: a media source Which plays out media 
content into a peer-to-peer netWork said netWork including 
peers Which connect to other said peers for doWnloading said 
content; and a Walker procedure, locally executable by nodes 
of the netWork, Which explores the current netWork topology 
to ?nd existing nodes Which can provide the best connectivity 
to a neWly joined or rejoined peer. 
Modi?cations and Variations 
As Will be recogniZed by those skilled in the art, the inno 

vative concepts described in the present application can be 
modi?ed and varied over a tremendous range of applications, 
and accordingly the scope of patented subject matter is not 
limited by any of the speci?c exemplary teachings given. 
Many variations are noted above, and many others are pos 
sible. 

For example, in some embodiments the transitions of the 
Walker can be deterministic rather than stochastic. An in 
stance of this Would be a Walker Which transitions only to the 
?rst-found adjacent node having the highest fanout-scaled 
available bandWidth. 

For example, in some embodiments the transitions of the 
Walker can be deterministic rather than stochastic. An 
instance of this Would be a Walker Which transitions only to 
the ?rst-found adjacent node having the highest fanout- scaled 
available bandWidth. 

It should be noted that the node evaluation criteria used by 
the Walker do not have to be precisely accurate measurements 
of node optimality, since the overall process has enough sto 
chasticity to achieve good optimiZation anyWay. 

For another example, a variety of rules can be used for 
stopping the Walker procedure. One simple rule is to alloW 
each Walker a ?xed number of transitions, but another is to 
stop When a Walker has made some ?xed number of transi 
tions Without improving on the best node previously found. 

For another example, in some embodiments the Walker 
procedure can be avoided, by using a centraliZed approach as 
described above. 

For another example, a variety of rules can be used to 
guarantee transition of the Walker procedure from node to 
node Without stalling or spaWning. 
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For another example, initial nodes for launch of the Walker 
procedures can be launched in a variety of Ways, including 
random selection or otherWise. 
None of the description in the present application should be 

read as implying that any particular element, step, or function 
is an essential element Which must be included in the claim 
scope: THE SCOPE OF PATENTED SUBJECT MATTER IS 
DEFINED ONLY BY THE ALLOWED CLAIMS. More 
over, none of these claims are intended to invoke paragraph 
six of 35 USC section 1 12 unless the exact Words “means for” 
are folloWed by a participle. 

The claims as ?led art intended to be as comprehensive as 
possible, and NO subject matter is intentionally relinquished, 
dedicated, or abandoned. 

What is claimed is: 
1. A computer implemented method for distributing high 

bandWidth content over a peer-to-peer netWork, comprising: 
determining at least one parameter, of a steady-state distri 

bution function, based upon facilitating convergence to 
link-level homogeneity of a netWork con?gured for con 
tent distribution, including de?ning the at least one 
parameter based upon at least one target quality-of-ser 
vice (QoS) requirement for the peers in the network; 

initiating a Walker procedure for exploring at least a portion 
of the netWork, Wherein at least one result of the Walker 
procedure facilitates probabilistically selecting peers in 
the netWork in accordance With a target probability of 
the steady-state distribution function; 

selecting, using a processor of the computer, at least one 
tree Within the netWork based upon the at least one result 
of the Walker procedure; and 

connecting a neW peer to the at least one tree based upon 
capacity. 

2. The method of claim 1, Wherein initiating the Walker 
procedure includes initiating the Walker procedure in the 
netWork having dynamic peer arrivals and departures With 
unpredictable arrival of neW peers and unpredictable depar 
ture of exiting peers. 

3. The method of claim 1, further comprising de?ning at 
least one parameter of the steady-state distribution function 
based upon a determined topology of the netWork. 

4. The method of claim 1, further comprising maintaining 
identical bandWidth on respective links betWeen peers to 
facilitate achieving link-level homogeneity in the netWork. 

5. The method of claim 1, Wherein de?ning the at least one 
parameter includes de?ning the at least one parameter based 
upon QoS requirements associated With at least one of capac 
ity or degree of the peers in the netWork explored by the 
Walker procedure. 

6. The method of claim 1, further comprising deriving 
transition probabilities from the target probability and apply 
ing the Walker procedure to select the peers in a distributive 
manner. 

7. The method of claim 1, further comprising de?ning the 
steady-state distribution function as: 

17,, 
k? 

jeV 1 

Where rc(i) is the target probability, 1],- relates to communica 
tion capabilities of peer i With respect to serving other peers, 
kl- relates to a Workload of peer i as a result of serving other 
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peers, and 0t and [3 relate to parameters associated With a 
target quality-of service (QoS) requirement. 

8. The method of claim 1, Wherein the connecting the neW 
peer is a result of a join procedure or the connecting the neW 
peer is a result of a rebuild procedure. 

9. The method of claim 1, further comprising denying the 
connecting in response to a locally estimated doWnloading 
rate for the neW peer that is smaller than a threshold playout 
rate. 

1 0. A computer implemented method for distributing high 
bandWidth content over a peer-to-peer netWork, comprising: 

determining at least one parameter, of a steady-state distri 
bution function, based upon facilitating convergence to 
link-level homogeneity of a netWork con?gured for con 
tent distribution, including determining the at least one 
parameter based upon at least one target quality-of-ser 
vice (QoS) requirement for the peers in the netWork; 

performing a Walker process including probabilistically 
exploring at least a portion of the netWork, Wherein the 
Walker process facilitates selecting peers in the netWork 
probabilistically based upon an available bandWidth per 
fanout subject to a target probability of the steady-state 
distribution function; 

selecting, using a processor of the computer, at least one 
tree Within the netWork based upon results of the Walker 
process; and 

connecting a neW peer to the at least one tree subject to 
capacity of the neW peer. 

11. The method of claim 10, further comprising, during the 
Walker process, transitioning betWeen peers With potentially 
higher available bandWidth per fanout. 

12. The method of claim 10, Wherein performing the 
Walker process includes performing the Walker process in the 
netWork having dynamic peer arrivals and departures With 
unpredictable arrival of neW peers and unpredictable depar 
ture of exiting peers. 

13. The method of claim 10, further comprising determin 
ing at least one parameter of the steady-state distribution 
function based upon a desired topology of the netWork. 

14. The method of claim 10, further comprising maintain 
ing identical bandWidth on respective links betWeen peers to 
facilitate achieving link-level homogeneity in the netWork 
When virtual links betWeen peers are of a same service poWer. 

15. The method of claim 10, Wherein the determining 
includes determining the at least one parameter based upon 
QoS requirements associated With at least one of capacity or 
degree of the peers in the netWork explored by the Walker 
process. 

16. The method of claim 10, further comprising deriving 
transition probabilities from the target probability and apply 
ing the Walker process for selecting the peers in a distributive 
manner. 

17. The method of claim 10, Wherein the connecting the 
neW peer is a result of a join procedure or a rebuild procedure. 

18. The method of claim 10, further comprising preventing 
the connecting When a locally estimated doWnloading rate for 
the neW peer is smaller than a threshold playout rate. 

19. A computer implemented system that facilitates peer 
to-peer netWork communication, comprising: 

a media source node con?gured to transmit content to a set 
of connected nodes by Way of a netWork, Wherein the 
netWork is a dynamic peer-to-peer netWork; 

an exploration component that involves a Walker proce 
dure, locally executable by the set of connected nodes, 
Wherein the Walker procedure facilitates probabilisti 
cally selecting at least a portion of the set of connected 
nodes in accordance With a target probability of a steady 
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state distribution function, wherein the target probability 
is determined as a function of at least one parameter of 
the steady-state distribution function, wherein the at 
least one parameter is based on at least one target qual 
ity-of-service (QoS) requirement for the peers in the 
network, and wherein the at least one parameter of the 
steady-state distribution function facilitates conver 
gence to link-level homogeneity of the network; 

a selection component, executed by a processor of the 
computer, that selects an existing node from the at least 
a portion of the set of connected nodes based upon 
results of the walker procedure; and 

an authorization component con?gured to grant a new node 
access to connect to the existing node. 

20. The system of claim 19, wherein the network is 
dynamic with unpredictable arrival of new peers and unpre 
dictable departure of exiting peers. 

21. The system of claim 19, wherein the at least one param 
eter is associated with a desired topology for the network. 

16 
22. The system of claim 19, wherein the at least one QoS 

requirement is based on at least one of capacity or degree of 
peers explored by the walker procedure. 

23. The system of claim 19, wherein the walker procedure 
employs the target probability to select peers in a distributive 
manner, and wherein transition probabilities are derived from 
the target probability. 

24. The system of claim 19, wherein the authorization 
component grants access to the new node as a result of a join 
procedure. 

25. The system of claim 19, wherein the authorization 
component grants access to the new node as a result of a 
rebuild procedure. 

26. The system of claim 19, wherein the authorization 
component denies access to the new node if a locally esti 
mated downloading rate for the new node is smaller than a 
threshold playout rate. 

* * * * * 


