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With the advent of the era of big data, data mining has become one of the key technologies in the field of research and business. In
order to improve the efficiency of data mining, this paper studies data mining based on the intelligent recommendation system.
Firstly, this paper makes mathematical modeling of the intelligent recommendation system based on association rules. After
analyzing the requirements of the intelligent recommendation system, Java 2 Platform, Enterprise Edition, technology is used to
divide the system architecture into the presentation layer, business logic layer, and data layer. Recommendation module is divided
into three substages: data representation, model learning, and recommendation engine. *en, the fuzzy clustering algorithm is
used to optimize the system. After the system is built, the performance of the system is evaluated, and the evaluation indexes
include accuracy, coverage, and response time. Finally, the system is put into a trial operation of an e-commerce platform. *e
click-through rate and purchase conversion rate of recommended products before and after the operation are compared, and a
questionnaire survey is randomly launched to the platform users to analyze the user satisfaction. *e experimental data show that
the MAE of this system is the lowest, maintained at about 0.73, and its accuracy is the highest; before the recommended threshold
exceeds 0.5, the average coverage rate of this system is the highest: 0.75; inQ1–Q5 subsets, the shortest response time of the system
is 0.2 s. Before and after the operation of the system, the average click-through rate increased by 11.04%, and the average purchase
rate increased by 9.35%. Among the 1216 users, 43% of the users were satisfied with 4 and 9% with 1. *is shows that the system
algorithm convergence speed is fast; it can recommend products more in line with user needs and interests and promote higher
click-through rate and purchase rate, but user satisfaction can be further improved.

1. Introduction

1.1. Background Significance. *e information of our times
is expanding unprecedentedly, and all kinds of information
are dazzling. Faced with various problems brought about by
huge information, personalized intelligent recommendation
system came into being. *e core of recommendation system
is recommendation algorithm, which determines the effect
of recommendation [1]. Data mining integrates the theory
and technology of many fields and has been widely used in
various industries [2]. All kinds of massive data from the
Internet pose new challenges to data mining technology [3].
*e application of intelligent recommendation system to
data mining technology is of innovative and practical sig-
nificance, which can provide more targeted and intelligent
information for people.

1.2. Related Work. Intelligent recommendation system is
widely used in video websites and e-commerce platform, so
the relevant research results are also relatively more [4]. Li
proposed a new model, which uses social network and
mining user preference information expressed in microblog
to evaluate the similarity between online movies and TV
dramas [5] and uses a series of data mining methods and
social computing model [6]. Yang proposed a solution based
on hybrid recommendation algorithm, including content-
based recommendation algorithm, item-based collaborative
filtering recommendation algorithm, and demography-
based recommendation algorithm [7]. In order to expand
the recommendation dimension, he uses classification
clustering algorithm to mine the historical data of items and
users. Lu trains the network to achieve the required accu-
racy. *en, redundant connections in the network are
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removed by network pruning algorithm, the activation value
of hidden units in the network is analyzed, and classification
rules are generated according to the analysis results [8].
Angeli elaborated and explained some key issues of data
mining in educational technology classroom research, in-
vestigated students’ learning behavior and experience in
computer supported classroom activities, and used fuzzy
representation to summarize questionnaire data [9]. His
research provides data support for the application of data
mining technology in the field of education, but the number
of training samples used in his experiment is too small,
which will have a certain impact on the mining effect.

1.3. Innovative Points in,is Paper. In order to improve the
efficiency of information processing and the quality of data
mining, more personalized information recommendation
services should be provided for people. Based on the related
algorithms of mathematical modeling intelligent recom-
mendation system, this paper makes an in-depth study on
personalized data mining. *e innovations of this study are
as follows: (1) based on J2EE technology and association
rule algorithm, an intelligent recommendation system is
constructed. *e system architecture includes the pre-
sentation layer, business logic layer, and data layer. *e
system recommendation module includes three substages:
data expression, model learning, and recommendation
engine. (2) *e fuzzy clustering algorithm is used to op-
timize the recommendation system and improve the
confidence degree of the fuzzy clustering algorithm. *en
the fuzzy clustering of items and users is established, re-
spectively. (3) *e prediction accuracy, coverage, and re-
sponse time of the system are tested. *e data show that the
system has high accuracy and coverage and short response
time. (4) After the system is put into operation, it can
recommend products that are more in line with the needs
and interests of users by comparing the click-through rate
and purchase conversion rate before and after the
operation.

2. Intelligent Recommendation System of
Mathematical Modeling and Personalized
Data Mining

2.1. Composition and Structure of the Intelligent
Recommendation System

2.1.1. Common Methods of the Intelligent Recommendation
System. *e recommendation system based on demography
is easy to implement. It can discover the correlation between
users according to the demographic characteristics so as to
predict the interests and preferences of users and recom-
mend resources with similar preferences to the target users.
*e method will not involve the historical data of current
users’ preference for resources, nor will it involve the in-
formation of resources themselves. However, it has the
disadvantage of too coarse recommendation granularity,
and the collected information may be false, which will affect
the prediction results.

*e content-based recommendation system obtains the
user’s interest preference by analyzing the user’s use or
viewing history and then compares the similarity between
the user’s interest description and the resource content and
sorts the resources to recommend [10]. *e system also
adjusts and optimizes the user’s interest description
according to the user’s feedback on the recommended
resources.

*e recommendation methods based on collaborative
filtering can be divided into two types: user-based and
project-based. Based on the user’s needs, the data expression
is used to deal with the modeling problem between the user
and the resource, and then the neighbor users are calculated
based on the similarity of the user’s behavior. Finally, the
resource with the highest evaluation is found from the
neighbor users and recommended to the current user [11].
*e project-based type is to use the matrix of analyzing users
and resources to calculate the relationship between re-
sources, so as to generate recommendations. *e recom-
mendation method of collaborative filtering faces the
problems of cold start of new users, the neglect of new
project resources, and data sparsity.

2.1.2. Composition of the Intelligent Recommendation System.
*e intelligent recommendation system consists of three
modules: input, recommendation, and output. *e input
module is mainly responsible for collecting, sorting, and
updating user information. *e information content in-
cludes user’s personal information, implicit browsing in-
formation, rating information, search keyword information,
purchase history information, and expert information [12].

*e recommendation module uses the appropriate
recommendation algorithm to process and analyze the input
information and finally produces the recommendation re-
sults. *is module directly determines the recommendation
quality of the first mock exam system. *erefore, different
algorithms will be adopted in different actual situations, and
specific problems should be analyzed.

*e output module will sort the recommended content
according to the user’s interest, and the final output will be
provided to the user. *ere are different forms of output. *e
common output methods are product list, user evaluation
and rating, e-mail, and expert introduction. Different output
modes will reflect different emphasis.

2.1.3. Evaluation Criteria of the Intelligent Recommendation
System. *e accuracy of recommendation system is dif-
ferent in different types of systems. For example, in a
product recommendation system, accuracy is the ratio of the
number of products recommended and purchased by the
system to the total number of products in the recommen-
dation set [13], as shown in the following formula:

P �
|B∩R|
|R|

, (1)

where R andB represent the recommendation set and
purchase set, respectively. *e calculation formula of the
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coverage rate of the commodity recommendation system is
as follows:

C �
|B∩R|
|B|

. (2)

*e accuracy rate can describe the accuracy of the
recommendation set of the system recommendation engine,
while the coverage rate shows the ability of the recom-
mendation engine to be purchased by users.

*e diversity of the recommendation system is calcu-
lated by the similarity of the recommended resources ob-
tained by users. *e greater the similarity, the worse the
diversity of the system. Let Ra be the recommendation set
provided to user a; then, the definition of Ra diversity is
shown in the following formula:

Diversity Ra( ) � ∑j,k∈Ra(1 − sim(j, k))

(1/2)L(L − 1)
, (3)

where sim(j, k) is the similarity of resource j, k and L � |Ra|
is the length of recommendation list. *erefore, the defi-
nition of diversity of the whole recommendation system is
shown in the following formula:

Diversity �
1

|a|
∑
a∈A

Diversity Ra( ). (4)

2.2. Intelligent Recommendation Algorithm

2.2.1. Association Rule Algorithm. *e most classic associ-
ation rule mining algorithm is Apriori algorithm, which
adopts a cyclic method of hierarchical order search [14].
*en strong association rules are generated from frequent
itemsets to find the confidence threshold that meets the
user’s requirements. *e confidence level of ruleX⇒Y in the
project set is recorded as follows:

confidence(X⇒Y) � support(X∪Y)
support(X)

. (5)

*e confidence degree is used to measure the credibility
of association rules. *e high confidence degree proves that
it is easier to attract users’ interest to change association
rules.

*e implementation of Apriori algorithm is very simple,
but it needs to scan the database whenever a candidate set
with different number of itemsets is generated. When the
size of the candidate set is too large, the algorithm takes a
long time. In addition, due to the increasing data in the
transaction database, each time the data is added, the two
tasks of generating association rules from the frequent
itemsets calculated by the algorithm need to restart the
database after the new data is added, which is not conducive
to the effective discovery of relevant rules [15]. *is algo-
rithm is suitable for single-dimensional transaction data-
bases but is not suitable for storing multidimensional
datasets.

2.2.2. Collaborative Filtering Algorithm. Collaborative fil-
tering algorithm based on articles is often used in
e-commerce recommendation system. *e algorithm needs
to calculate the similarity between items and generate
recommendation list by using user’s purchase records [16].
An important step in item-based collaborative filtering
algorithm is to find other items with high similarity to one
item. *ere needs to be an appropriate method for mea-
suring the similarity between items. *e column vector of
evaluation matrix is usually used to calculate the similarity
between items. *e common similarity measurement
methods include vector cosine, Pearson correlation, and
corrected vector cosine.

Set the threshold t; when the similarity between an item
and item i exceeds the threshold, the article is put into the
nearest neighbor set Z(i) of article i, as shown in the fol-
lowing formula:

Z(i) � j ∈ I|sim(i, j)> t{ }. (6)

Once the nearest neighbor set is confirmed, the weighted
sum of user h’s scores on these nearest neighbor items can be
calculated to obtain the predicted score of user h on item i, as
shown in the following formula:

p(h, i) �
∑j∈Z(i)sim(i, j) × khj∑j∈Z(i)|sim(i, j)| . (7)

*e collaborative filtering algorithm based on articles
can deal with the situation that the number of users is greater
than the number of items in e-commerce websites and shows
good recommendation quality. When the number of items is
small, offline mode can be used to reduce the workload [17].
However, collaborative filtering algorithm also has some
shortcomings, such as cold start problem in the face of new
users and being unable to recommend; the other is the
problem of data sparsity, which will directly affect the ac-
curacy of nearest neighbor set construction.

2.2.3. Fuzzy Clustering Algorithm. *e basic steps of fuzzy
clustering include data standardization, establishing simi-
larity matrix, and fuzzy clustering [18]. Data standardization
will map the data to the interval [0, 1], which is transformed
by variance method or standard deviation. *e establish-
ment of fuzzy similarity matrix is commonly used in Eu-
clidean distance, Manhattan distance, Mahalanobis distance,
and angle cosine [19].

Euclidean distance is derived from the calculation of the
distance between two points in geometry, and its calculation
is shown in the following formula:

d �

������������
∑n
k�1

xk − yk( )2
√√

. (8)

Manhattan distance is not a straight line but a broken
line distance in the plane. Its calculation is shown in the
following formula:
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d � ∑n
k�1

xk − yk
∣∣∣∣ ∣∣∣∣. (9)

*e Mahalanobis distance has nothing to do with the
dimension, so the correlation interference between variables
can be eliminated. *e calculation is shown in the following
formula:

d �

����������������
(x − y)TS− 1

(x − y)

√
. (10)

*e calculation of included angle cosine is shown in the
following formula:

d �
∑nk�1 xkyk�������∑nk�1 x

2
k

√ �������∑nk�1 y
2
k

√ . (11)

In the whole universe X, n samples are divided into
several disjoint subsets, and the subsets satisfy the following
formula:

X1 ∪X2 ∪ · · · ∪Xe � X,

Xa ∩Xb � ∅,
(12)

where 1≤ a≠ b≤ e. *e membership relationship of any
sample xk to any subset Xa is shown in the following
formula:

ϖXa
xk( ) � ϖak � 1, xk ∈ Xa,

0, xk ∉ Xa.
{ (13)

Fuzzy clustering divides the sample set X into e fuzzy
subsets and extends the membership of samples to the in-
terval [0, 1] from the binary form of 0 or 1. For such a sample
xk, its membership must satisfy the following formula:

∑e
a�1

ϖak � 1, ∀k. (14)

*is kind of clustering is called fuzzy clustering.

2.3. Personalized Data Mining

2.3.1. Data Mining Function. *e essence of data mining is
to mine predictive knowledge in large-scale data, including
generalized knowledge, association knowledge, classification
and clustering knowledge, predictive knowledge, and bias
knowledge [20]. *e main functions of data mining include
concept description, association analysis, classification
analysis, clustering analysis, outlier analysis, and time series
analysis [21].

*e concept description can summarize and compare
the data and give the overall description. It is commonly
used in statistical database business data, including mean
and variance. Association analysis is carried out in massive
data, and the association relationship behind the data can be
found out, and then more advanced prediction can be
carried out. Classification analysis classifies and models the
whole data, while cluster analysis gathers things with the
same similarity.

Outlier analysis is used to analyze outlier data that are
different from conventional data. Although the number of
isolated points is small, the information they carry is very
important and cannot be ignored. *e data of time series
analysis include fixed interval value and dynamic interval
value [22, 23]. Its main functions include similarity search,
pattern mining, and trend analysis.

2.3.2. Data Mining Process. Data mining is an iterative
process of human-computer interaction, which is mainly
divided into four parts: problem definition, data sorting,
data mining implementation, and interpretation and eval-
uation of mining results [24]. *e purpose of problem
definition is to have a clear understanding and definition of
mining target.

Data consolidation includes data selection, preprocess-
ing, and reduction. Data selection needs to select samples or
data according to the defined problem requirements to
determine the target data. Data preprocessing includes
checking the integrity and consistency of data and elimi-
nating data noise. If data redundancy occurs, it is necessary
to clear and fill in missing data. Data reduction is to reduce
the amount of data through projection or other operations
and filter out task-related datasets.

*e implementation of data mining requires the use of
data mining technology and algorithms, mining in the
dataset, and finding out useful related information and
expressing it. Finally, it is necessary to explain the rationality
and evaluate the value of the information. If the information
is redundant or less relevant, it should be eliminated.

2.3.3. Technology of Data Mining. *e common methods of
classification mining include Bayesian classification, deci-
sion tree, and support vector machine [25]. Bayesian net-
work is an important technology in data mining, which can
easily use graphical patterns to display the causal relation-
ship of time and can also be used for predictive analysis [26].
*e conditional probability, joint probability, and total
probability formula will be used in the use of Bayesian
networks, as shown in the following formulas:

P(Y|X) �
P(XY)

P(X)
, (15)

P(XY) � P(X)P(Y|X), (16)

P(X) �∑n
i�1

P(Yi)P(X|Yi), (17)

where X,Y are all events and P(Yi)> 0, i � 1, 2, . . . , n.
According to the above three formulas, Bayesian formula
can be deduced, as shown in the following formula:

P(Yi|X) �
P(X|Yi)P(Yi)∑nj�1 P(X|Yj)P(Yj)

. (18)

Bayesian formula is the basis of Bayesian network
learning and prediction.
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Clustering technology includes traditional pattern rec-
ognition methods and mathematical taxonomy, while
clustering analysis of data mining includes system clustering,
decomposition, addition, and fuzzy clustering [27]. Even for
the same record set, different clustering methods will pro-
duce different clustering results.

3. Experiments on Construction and
Application of Mathematical Modeling
Intelligent Recommendation System

3.1.Modeling of the Intelligent Recommendation SystemBased
on Association Rules

3.1.1. Demand Analysis. In practical application, intelli-
gent recommendation system must be able to provide
users with real-time, dynamic, and accurate services.
Real-time service requires that recommendation algo-
rithm has speed advantage in data mining. Especially in
the case of large datasets, online recommendation gen-
eration has high requirements for system method run-
ning memory. Dynamic service is to ensure that the
collection of recommendations can not only reflect the
latest needs of users but also pay attention to real time,
and if the time interval of recommendation to users is too
short, the speed of online recommendation will decline.
Accurate service requires that the system can accurately
predict the needs of users. In the actual situation,
sometimes accurate service will be sacrificed for real-time
service, so the improvement of accuracy depends on the
improvement of algorithm. *is paper takes the intelli-
gent recommendation system of e-commerce as an ex-
ample to analyze the data mining.

3.1.2. Technology Choice. Using Java 2 Platform, Enterprise
Edition (J2EE), technology, the system is divided into
customer layer, presentation layer, business logic layer, and
data layer. *e core design is business logic layer, which is
implemented by Enterprise Java Bean (EJB) component.
Java Server-Side Page (JSP) technology provides powerful
built-in components, which can simplify the program de-
sign, and its access to the database can also ensure the
portability of the program. *erefore, J2EE architecture has
the advantages of high execution, easy-to-use script lan-
guage, ability to deal with a large number of concurrent
users, logic of managing complex things, easy division of
development projects, simple component deployment, and
maintenance of client applications.

3.1.3. System Design. Combined with J2EE technology, the
structure of e-commerce intelligent recommendation system
can be divided into three parts: presentation layer, business
logic layer, and data layer. *e recommendation module of
the system is divided into three substages: data represen-
tation, model learning, and recommendation engine. *e
module framework is shown in Figure 1.

3.2. SystemImprovementBasedonFuzzyClusteringAlgorithm

3.2.1. Improved Clustering Algorithm. *e membership
degree of the traditional fuzzy clustering algorithm is im-
proved. *e element xr, whose nearest cluster is s, has the
largest membership degree in s, and its value is usr. *e
second nearest cluster is z and the membership degree is uzr.
*en, the membership degree of xr element to clusters s and
z is calculated as shown in the following formulas:

usr � usr +(1 − α)uzr, (19)

uzr � αuzr. (20)

Among them, α is an attractive inhibitory factor.
In the improved algorithm, we can adjust the size of α to

control the size of inhibition and then control the conver-
gence speed of the calculation.

3.2.2. Establishing Fuzzy Clustering. *e improved fuzzy
clustering algorithm is used for all the data, and the fuzzy
clustering of users and items is established, respectively.
After successful establishment, the nearest neighbor user set
can be constructed by using other users in the target user-
based clustering. *e higher the membership degree is, the
more similar the user is to the target user.

3.3. System Test and Operation

3.3.1. Selection of Test Data. *is paper selects the historical
data of an e-commerce platform in the database for nearly
two years and then takes them as test data after effective
screening and filtering. *e dataset contains the basic in-
formation of 500 users, 2000 shopping records, 800
e-commerce stores, and 3000 pieces of shopping evaluation
information.

*e dataset is randomly divided into five similar subsets,
and cross validation method is used to compare the intel-
ligent recommendation system constructed in this paper
with the traditional content-based recommendation system,
traditional association rule recommendation system, and
collaborative filtering recommendation system, and the
performance of the system is analyzed.

3.3.2. Test and Evaluation Index. Firstly, the prediction
accuracy is selected as the evaluation index of the test
method in this paper. *e difference between the target
user’s scoring system of the commodity and the real score in
the test dataset is the absolute average error (MAE). *e
smaller the value, the more accurate the prediction of the
system.

*e average coverage of different recommendation
systems is compared, and the coverage is calculated by
formula (2) in Section 2. *e last test parameter is the re-
sponse time of the system, that is, the running time required
for the recommendation system to generate the recom-
mended result set.
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3.3.3. Actual Operation. *e intelligent recommendation
system is tested in an e-commerce shopping platform, and
its application effect in personalized data mining is analyzed.
*e final result is the change of click-through rate and
purchase rate of recommended products. At the same time,
an online questionnaire survey was launched to attract users
of the platform to participate with shopping vouchers as gifts
to ensure the participation rate. *e content of the ques-
tionnaire survey mainly includes users’ satisfaction with the
products recommended by the improved platform.

4. Discussion on Application Effect in
Personalized Data Mining

4.1. Evaluation Results of the Recommendation System.
*e test dataset is randomly divided into five subsets, named
Q1–Q5. *en, the intelligent recommendation system and
the traditional content-based recommendation system,
traditional association rule recommendation system, and
collaborative filtering recommendation system are used to
run the five subsets, and the performance test is carried out.
In order to facilitate the recording and sorting of data, the
above four systems are named A, B, C, and D, respectively.

4.1.1. Prediction Accuracy of Different Recommendation
Systems. *e prediction accuracies of the intelligent rec-
ommendation system (A), the traditional content-based
recommendation system (B), the traditional association rule
recommendation system (C), and the collaborative filtering
recommendation system (D) for Q1-Q5 datasets are com-
pared, and the difference of absolute average error (MAE) is
analyzed.

As shown in Table 1, different precision will appear in the
same recommendation system in different subsets. In the
same subset, different recommendation systems show dif-
ferent precision. *e accuracy of each recommendation
system in different subsets is analyzed.

As shown in Figure 2, the most accurate is the intelligent
recommendation system created in this paper, and its MAE
value always remains between 0.72 and 0.74. *e same
subsystem was compared with different prediction
accuracies.

As shown in Figure 3, the highest MAE is that of the
traditional content-based recommendation system, which is

maintained at about 0.84, so the accuracy is lower. *e
lowest MAE is that of the intelligent recommendation
system, which is maintained at about 0.73, with the highest
accuracy.

4.1.2. Coverage of Different Recommendation Systems.
*e average coverage of four recommendation systems in
five data subsets was calculated, and their changes under
different thresholds (0.1, 0.2, 0.5, 0.7, and 0.8) were
compared.

As shown in Table 2, with the increase of the recom-
mendation threshold, the coverage rate of each recom-
mendation system decreases. In particular, when the
recommended threshold value is 0.8, the coverage rate of the
intelligent recommendation system reduces to the lowest,
which is 0.26. *e change trend is shown with more intuitive
graphics and analyzed.

As shown in Figure 4, before the recommendation
threshold exceeds 0.5, the average coverage of the in-
telligent recommendation system created in this paper is
always the highest, which is 0.75, 0.71, and 0.68, re-
spectively. However, after the recommendation threshold
exceeds 0.5, the average coverage of the intelligent rec-
ommendation system created in this paper has decreased
significantly. However, the traditional content-based
recommendation system with low coverage has the
highest coverage rate of 0.35 when the threshold value is
0.8.

4.1.3. Response Time of Different Recommendation Systems.
Record the running time of the recommendation system to
generate the recommended result set in each subset, and test
its response time.

Data
representation

Website transaction
and user information

database

Customer
transaction

database

Customer
shopping

model

Model learning

Recommending
commodities

Recommendation
engine

Current
behavior

Online users

Figure 1: Module framework of the intelligent recommendation system.

Table 1: Comparison of prediction accuracies of different rec-
ommendation systems.

System type Q1 Q2 Q3 Q4 Q5

A 0.73 0.74 0.72 0.74 0.72
B 0.83 0.85 0.84 0.84 0.85
C 0.78 0.8 0.79 0.78 0.79
D 0.75 0.78 0.77 0.76 0.77
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As shown in Table 3, the same recommendation system
has different response times in different data subsets. In the
same data subset, the response time of different recom-
mendation systems is more different. Furthermore, the re-
sponse time of each recommendation system in different
subsets is analyzed.

As shown in Figure 5, in Q1-Q5 subsets, the response
time of the intelligent recommendation system created in
this paper is always the shortest, which is 0.24 s, 0.21 s, 0.24 s,
0.2 s, and 0.23 s, respectively. *e longest response time of
the traditional content-based recommendation system in the
Q3 subset is 0.45 s. *is shows that the algorithm of the
intelligent recommendation system established in this paper
has fast convergence speed and short response time.

4.2. Operation Results. After testing, the intelligent recom-
mendation system is tested in an e-commerce shopping
platform, and its application effect in personalized data
mining is analyzed. *is paper analyzes the click-through
rate and purchase rate of the recommended products in a
week before and after use.

As shown in Table 4, before the system runs, the average
click-through rate is 78.87%, and the average purchase rate is
13.91%. One week after the system was running, the average
click-through rate was 89.91%, and the average purchase rate
was 23.26%. *e system before and after the operation of the
commodity click rate is used for a detailed comparison.

As shown in Figure 6, a week before the intelligent
recommendation system runs, the click-through rate of
commodities shows a relatively stable fluctuation. *e
highest hit rate was 81.24%, and the lowest was 75.51%. In
the week after the system was running, the click-through rate
first showed an increasing trend and gradually stabilized
after the fifth day, and the highest was 93.94% on the seventh
day. *is shows that the intelligent recommendation system
can create a higher click-through rate of products, so that
more users can see the products. Figure 6 makes a detailed
comparison of the commodity click through rate before and
after the system operation.
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Figure 3: Prediction accuracy of different systems in the same subset.
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Figure 2: System prediction accuracy in different subsets.

Table 2: Average coverage changes under different recommended
thresholds.

System type 0.1 0.2 0.5 0.7 0.8

A 0.75 0.71 0.68 0.37 0.26
B 0.63 0.55 0.49 0.41 0.35
C 0.61 0.54 0.41 0.36 0.29
D 0.65 0.57 0.51 0.42 0.3
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As shown in Figure 7, the purchase rate of goods also
showed a relatively stable fluctuation in a week before the
system was running, with the highest purchase rate on the 6th
day, 14.85%, and the lowest on the 7th day, 13.17%. In the week
after the system operation, the purchase rate took the lead in the
trend of increase and gradually stabilized after the fifth day, with
the highest of 25.81% on the 7th day. *is shows that the

intelligent recommendation system can recommend products
that meet the needs and interests of users and promote higher
purchase rate.

4.3. Survey of User Satisfaction. After one week of opera-
tion, online questionnaire survey was launched randomly
for users of the platform, which mainly investigated the

Table 3: Comparison of response time predicted by different recommendation systems (s).

System type Q1 Q2 Q3 Q4 Q5

A 0.24 0.21 0.24 0.2 0.23
B 0.41 0.4 0.45 0.39 0.36
C 0.32 0.31 0.37 0.33 0.29
D 0.28 0.25 0.29 0.27 0.26
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Figure 4: Average system coverage under different recommended thresholds.

0.24

0.41

0.32

0.28

0.21

0.4

0.31

0.25

0.24

0.45

0.37

0.29

0.2

0.39

0.33

0.27

0.23

0.36

0.29

0.26

0 0.1 0.2 0.3 0.4 0.5

A

B

C

D

Response time

Sy
st

em
 t

yp
e

Q5

Q4

Q3

Q2

Q1

Figure 5: Response time predicted by different recommendation systems.
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satisfaction of users with the recommended products of
the improved platform. *e questionnaire lasted for five
days, and the total number of users involved was 1216.
*e users are divided into 1–5 grades by age; the larger the
number, the higher the satisfaction.

As shown in Table 5, among the users who participated in
the survey, 411 users were between 20 and 25 years of age, and
39 users were over 45 years of age. *e satisfaction of different
age groups was analyzed.

As shown in Figure 8, the number of users below 35 years
of age with satisfaction of 4 is the largest, accounting for
94.9% of all users with satisfaction of 4. Among the users
over 35 years of age, the number with satisfaction of 5 is the
most, accounting for 41.9% of all users with satisfaction of 5.
Leaving aside the condition of age, this paper analyzes the
satisfaction distribution of all users.

As shown in Figure 9, of the 1216 users, 43% of the users are
satisfied with 4, 19% are satisfied with 5 and 3, and 9% and 10%

Table 4: Click-through rate and purchase rate of products before and after system operation.

Time (d)
Before operation After operation

Click-through rate (%) Purchase rate (%) Click-through rate (%) Purchase rate (%)

1 78.46 13.75 82.46 19.15
2 75.51 13.97 87.34 20.91
3 79.24 14.13 88.86 22.19
4 80.11 14.15 90.04 23.84
5 79.56 13.34 93.14 25.37
6 81.24 14.85 93.59 25.55
7 77.96 13.17 93.94 25.81

Average value 78.87 13.91 89.91 23.26
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Figure 6: Comparison of click-through rate of products before and after system operation.
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Figure 7: Comparison of commodity purchase rate before and after the system operation.
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are satisfied with 1 and 2. *is shows that although the user
satisfaction of the system is high, it can be further improved.

5. Conclusions

*ere are three kinds of recommendation systems: de-
mographic-based, content-based, and collaborative fil-
tering-based. *e intelligent recommendation system

consists of three modules: input, recommendation, and
output. Common recommendation algorithms include
association rules, collaborative filtering, and fuzzy clus-
tering. Data mining is an iterative human-computer in-
teraction process, mainly including problem definition,
data collation, data mining implementation, and inter-
pretation and evaluation of mining results.

*is paper constructs an intelligent recommendation
system based on J2EE technology and association rules algo-
rithm. *e fuzzy clustering algorithm is used to optimize the
recommendation system and improve the confidence degree of
the fuzzy clustering algorithm. *en the fuzzy clustering of
items and users is established, respectively. *e prediction
accuracy, coverage, and response time of the system are tested.
*e click-through rate and purchase conversion rate are
compared before and after the system running. *e results
show that the system algorithm has fast convergence speed and
high accuracy and coverage. It can recommend products that
meet the needs and interests of users and promote higher click-
through rate and purchase rate.

*e experimental results show that the user satisfaction
of this system is still insufficient, which can be further
improved. *erefore, in the following research work, we
should take improving user satisfaction as the main goal. In
addition, during the trial operation, the user survey should
be carried out many times to make the data more repre-
sentative. We also need to analyze the reasons for the lack of
customer satisfaction in detail and get specific feedback from
users.

Table 5: Survey of user satisfaction.

1 2 3 4 5 Total

<20 21 10 29 88 14 162
20–25 29 36 76 209 61 411
26–30 36 40 89 154 45 364
31–35 12 15 13 49 16 105
36–40 5 9 9 10 51 84
41–45 3 3 7 9 29 51
>45 2 6 5 8 18 39

Total 108 119 228 527 234 1216
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Figure 8: User satisfaction of different age groups.

527, 43%

228, 19%

119, 10%

108, 9%

234, 19%

1

2

3

4

5

Figure 9: Distribution of satisfaction.

10 Mathematical Problems in Engineering



Data Availability

*e data underlying the results presented in the study are
available within the manuscript.

Conflicts of Interest

*e author declares that there are no conflicts of interest.

References

[1] B. Faqihi, N. Daoudi, I. Hilal, and R. Ajhoun, “Pedagogical
resources indexation based on ontology in intelligent rec-
ommendation system for contents production in d-learning
environment,” Journal of Computer Science, vol. 16, no. 7,
pp. 936–949, 2020.

[2] E. L. Sachi Nandan Mohanty Lydia, M. Elhoseny, M. Majid,
G. Al Otaibi, and K. Shankar, “Deep learning with LSTM
based distributed data mining model for energy efficient
wireless sensor networks,” Physical Communication, vol. 40,
2020.

[3] S. R. Joseph, H. Hlomani, and K. Letsholo, “Data mining
algorithms: an overview,” Neuroence, vol. 12, no. 3, pp. 719–
743, 2016.

[4] H. Kim, “Investigating the mediating role of social networking
service usage on the big five personality traits and on the job
satisfaction of Korean workers,” Journal of Organizational
and End User Computing, vol. 31, no. 1, pp. 110–123, 2019.

[5] C. H. Wu, Z. Yan, S. B. Tsai, W. Wang, B. Cao, and X. Li, “An
empirical study on sales performance effect and pricing
strategy for E-commerce: from the perspective of mobile
information,” Mobile Information Systems, vol. 2020, Article
ID 7561807, 8 pages, 2020.

[6] H. Li, J. Cui, B. Shen, and J. Ma, “An intelligent movie
recommendation system through group-level sentiment
analysis in microblogs,” Neurocomputing, vol. 210, no. 19,
pp. 164–173, 2016.

[7] F. Yang, “A hybrid recommendation algorithm-based intel-
ligent business recommendation system,” Journal of Discrete
Mathematical Sciences and Cryptography, vol. 21, no. 6,
pp. 1317–1322, 2018.

[8] H. Lu, R. Setiono, and H. Liu, “Effective data mining using
neural networks,” Knowledge & Data Engineering IEEE
Transactions on, vol. 8, no. 6, pp. 957–961, 2016.

[9] C. Angeli, S. K. Howard, J. Ma, J. Yang, and P. A. Kirschner,
“Data mining in educational technology classroom research:
can it make a contribution?” Computers & Education, vol. 113,
pp. 226–242, 2017.

[10] W. Jiang, J. Chen, Y. Jiang et al., “A new time-aware col-
laborative filtering intelligent recommendation system,”
Computers, Materials & Continua, vol. 61, no. 2, pp. 849–859,
2019.

[11] S. Jaiswal, S. Virmani, V. Sethi et al., “An intelligent rec-
ommendation system using gaze and emotion detection,”
Multimedia Tools and Applications, vol. 78, no. 11, pp. 1–20,
2018.

[12] V. Subramaniyaswamy, R. Logesh, and V. Indragandhi,
“Intelligent sports commentary recommendation system for
individual cricket players,” International Journal of Advanced
Intelligence Paradigms, vol. 10, no. 1-2, pp. 103–117, 2018.

[13] M. Qingqing, D. Aihua, M. Qingying et al., “Intelligent
costume recommendation system based on expert system,”
Journal of Shanghai Jiaotong University, vol. 23, no. 002,
pp. 227–234, 2018.

[14] N. Zhu, J. Cao, K. Shen, X. Chen, and S. Zhu, “A decision
support system with intelligent recommendation for multi-
disciplinary medical treatment,” ACM Transactions on Mul-
timedia Computing, Communications, and Applications,
vol. 16, no. 1, pp. 1–23, 2020.

[15] M. Badami, F. Tafazzoli, and O. Nasraoui, “A case study for
intelligent event recommendation,” International Journal of
Data Ence & Analytics, vol. 5, no. 4, pp. 1–20, 2018.

[16] Y. Li, “Design and implementation of intelligent travel rec-
ommendation system based on internet of things,” Ingénierie
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