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Abstract: Intelligent Tutoring Systems (ITS) have revolaied online education by

providing individualized instruction tailored tovdm each student. Constraint-based
tutors model instructional domains at an abstraegll a novel approach that simplifies
the development of ITSs. We have developed mafectefe constraint-based tutors

over the last decade in a number of instructiooaha@ins of various characteristics, some
of which have been successfully commercialized. sBamt-based tutoring is now a

mature and successful approach to providing adapkkarning environments. Our

authoring tools aim to make this technology widaisailable to teachers and students
everywhere.
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Introduction

Providing Web-based environments for learning isreasingly important in today’'s
society as the number of people with Internet acégsggrowing and the resources for
supporting effective learning are restricted. Téieai of using computers in education is
not new. There are numerous e-learning systemsabiai however, most of them are
overly simple and provide very limited interactwito their users. For learning to be
effective, the student must be active and have ppities to practice important skills.
Intelligent Tutoring Systems (ITS) provide tailorsdpport to each individual student, a
unique strength that comes from their ability tod®lovarious types of knowledge
required for instruction: domain knowledge, knovgedabout their students (i.e. student
models), models of pedagogy and communication kedgd.

Since the inception of ITS more than three decagdgesmany approaches to developing
them have been proposed, most of which have staydte realm of research labs. The
same is true for the actual tutors developed -e&fiyi systems were only used under very
strict experimental conditions in research labsgrofwith participants who are paid for

their time and not representative of typical stugderlowever, there are some ITSs that
have been widely used in schools, such as modghtrautors, developed by researchers

at Carnegie-Mellon University.



In the last decade a promising new type of ITS®rred to as Constraint-based Tutors,
has emerged. We at the Intelligent Computer TugofBroup (ICTG) have developed
constraint-based tutors for instructional domaihsesy different natures. Our approach
to building ITSs is based on Stellan Ohlsson’s mheaf learning from performance
error$, which resulted in the methodology known as caistibased modeliig CBM).

A distinguishing characteristic of constraint-baseibrs is the knowledge representation
formalism they are based upon. Ohlsson proposéddiimaviedge should be represented
in the form of constraints, which specify what ough be so, rather than generating
problem-solving paths. Domain knowledge is thusdus® a way of prescribing abstract
features of correct solutions, rather than as pedor performing tasks in a domain, the
way it is done in model tracing (using productiahes). Constraints support evaluation
and judgment, not inference, and are used to repreboth domain and student
knowledge.

This paper follows the evolution of CBM from an abst idea to a methodology proven
through the development of effective tutoring syseand powerful ITS authoring tools.
We start by discussing constraints as a knowledgeesentation formalism, and present
features of some example systems. Our constraggebgystems have been evaluated
thoroughly in real classrooms with students of masi backgrounds. The results show
that CBM is a sound theoretical foundation for IT@d demonstrate that our
development methodology is effective and efficielfe present details of some
evaluation studies, and describe commercial success

The effort required to builds an ITS is a major edpnent to their wide-spread

adoptiorl. ICTG has developed constraint-based authorinis that dramatically reduce

this effort. We describe WETAS, a tutoring shelhdaASPIRE, a comprehensive
authoring platform, and discuss how they aim totrtiee challenge of enabling educators
to build tutors as teaching tools for their own rs@s.

Constraint-based tutoring is now a mature and ssfgkapproach to providing adaptive

learning environments. Experimental results shoat tur approach is equally effective

in supporting student learning as state-of-thet&fBs today, and at the same time
requires less effort to be developeHowever, the benefits of CBM still have not been
fully explored. We are currently extending CBM tmael meta-cognitive skills, such as

self-explanation and collaborative skills. We désethese future directions and present
our vision of how CBM may lead to widespread accessechnology that enhances

learning for all.

Representing Knowledge as Constraints

Constraint-based modeling uses abstraction to atio&l need to model students’

misconceptions. Constraints represent only cokeotvledge in terms of pedagogically

significant states; each constraint maps to a bablution states that share the same
domain principle. A constraint-based ITS can thmefreact in the same way (e.g. by
displaying the same feedback message) for anyisoltitat violates a given constraint.

Constraints have three componentsekevancecondition, asatisfactioncondition and



the feedback message. The relevance conditionidescfin terms of problem/solution
features) when this constraint is applicable. Thgstction condition then specifies
additional tests to be applied to the solutionheak its correctness. This way, constraint
violations allow an ITS to react at the right tinad also govern the instruction to be
delivered. The feedback message attached to tharaont tells the student that his/her
solution is wrong, points out why it is wrong, amdminds the student of the
corresponding declarative knowledge (i.e. the danminciple that is violated by the
solution). An example constraint i You are driving in New Zealand, you need to he o
the left side of the roat The relevance condition of this constraint irades it is
applicable to those driving events that take pladdew Zealand. For such an event to be
valid, it also needs to meet the satisfaction domdi(i.e. the car is on the left). If this
latter condition is not met, appropriate feedbaak be given, such a®hen driving in
New Zealand you need to keep lefXh interesting side-effect of this approach is that
CBM is silent to situations it has no knowledge Wie describe therefore CBM's
approach as “innocent until proven guilty”: if tkeare no constraints violated by a
particular solution, it is deemed correct. Thisnicontrast to approaches that enumerate
possible problem-solving paths such as model tgadira student performs an action that
is not on a known path, a model tracing tutor tylically assume the answer is incorrect
(although it might not know why); otherwise it wdube unable to follow what the
student is doing. Both approaches have their dinerend weaknesses, but it means that
overall CBM is morgermissivahan model tracing.

Just as constraints are used to represent the ddmawledge by specifying features of
correct solutions in the domain, they also servehasbasis for representirggudent’s
knowledge. When a student submits a solution, atcaint-based tutor analyses it using
the constraints; relevant constraints are idewtifiand their satisfaction conditions
determine whether they have been satisfied ort@dlalhe lists of relevant, satisfied and
violated constraints thus serve as a short-teraestumodel, which is then used to update
the long-term model of the student's understandidgstudent’s knowledge may be
represented in constraint-based tutors in many waysh as an overlay on top of the
domain model, as a set of performance historiealfaronstraints used by the student, or
even a Bayesian student model.

Pedagogically CBM determines the content of instomcprovided. If there are errors in

a student’s action, the ITS will present feedbadvled by the violated constraints. The
form of this feedback is shaped by the underlyiegriing theory: it should tell the

student what domain principle he/she has violabesy it was violated by the student’s
solution, and reiterate the correct domain prirgipHowever, the style and delivery of
feedback is independent of CBM; they can be adapted particular student. For

example, feedback can be given in textual and/ctopal form, depending on the

student’s learning style. Further, both the tim{igmediate or delayed) and amount of
feedback (i.e. the number of feedback messageshanével of detail) can vary and can
be adaptive.

The student model is also used for problem selectny directing the ITS to select
problems that exercise constraints the studentybago master. Many problem-solving



strategies can be implemented, and CBM merely stgppbe process by providing
information about the mastery and novelty of cots@nd exercises.

CBM is computationally simple, requiring only pattematching. Unlike model tracing,
it does not require a runnable expert module; stud@gnosis is achieved by using the
constraints to compare the student’s solution forexspecified “ideal” solution. This
works even in domains where problems can have pheland often radically different)
correct solutions because constraints can ideafiigrnative constructs in the student
solution that are equally vafid The ideal solution therefore simply encapsuldtes
semantics required of the student’'s answer. Ifadblpm solver is available, however, it
can be used beneficially to provide more informatio the student in the form of advice
about the next step to perform. Alternatively, tomstraints themselves can be used to
repair errors in the student’'s answer, and theimeghaolution (or part of it) can then be
shown to them as a hint of what to do/fix next.

CBM has further advantages over other modelingriecies. It does not require bug
libraries (collections of common errors studentkepawhich are difficult and expensive
to collect and maintain. Constraint-based tutoes @&so robust in the face of student
inconsistency; CBM does not model problem-solvimgcpdures, and therefore it can
handle mixed problem-solving strategies. This afekes CBM able to handle creativity
because the student is free to use a novel probtdving procedure if they wish without
the system intervening. However, the author mayooptly add constraints that catch
suboptimal strategies, in which case the studerit Bé guided towards optimal
behaviour. CBM'’s higher level of abstraction alseams that domain models are smaller,
and therefore authoring effort is reduted

Successful Constraint-based Tutors

SQL-Tutof is the first constraint-based tutor built by tH&TG. It supports students

learning how to query relational databases usinf. SQis language is hard for students
to learn. It is typically taught in lectures antd$awith students learning query definition
in the context of a specific database managemestéersy(DBMS). There is a great deal
of complexity involved: students need to learn ¢bacepts of the relational data model,
be familiar with the DBMS used, and they also naetearn the syntax of SQL. On top

of all of these difficulties, DBMSs provide erroressages that are cryptic, hard to
understand and limited to syntax errors only.

SQL-Tutor provides rich support to students, batkerms of the scaffolding provided by
its interface and in terms of adaptive problem-sgvsupport. The problem-solving
interface (Fig. 1) provides problem text, the solutstructure and information about the
database schema. The student can also run theiegj@nd see the resulting data. The
system provides feedback on demand at severakle¥aletail. For the first submission,
the student is only told whether or not the soluti® correct. If they continue to submit
incorrect solutions, they will progressively getmadelp until they are able to complete
the problem or ask for the solution. The studenti@hds used to select the next problem



to be posed to the student, and we have experichenith a number of different
problem-selection strategies.

SQL-Tutor contains almost 700 constraints desagitie fundamental principles that all
solutions must satisfy. Some constraints check ttiiatstudent is using correct syntax.
For example, constraint 254 first checks whether student has specified a nested
SELECT statement in the WHERE clause (relevancelition); if that is the case, the
satisfaction condition requires that the nestedygigpreceded by either a comparison
operator, or a predicate (IN, ALL, ANY or EXIST®)ther constraints check whether the
student’s solution is the correct solution for tfigen problem by comparing it to the
ideal solution. Such constraints (which we refeascsemantic constraints) also check for
alternative ways of solving problems. As an illagtn, constraint 263 is relevant for
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Figure 1. The interface of SQL-Tutor consists of (a) problext, (b) workspace for composing
SQL queries, (c) feedback panel and (d) databdsans.

situations when the ideal solution contains a BEBNEondition in the WHERE clause
using an attribute, and the student has not ussdtidicate, but instead has a condition
comparing the same attribute to a numerical cohsfdre satisfaction condition of this
constraint requires that the student has also fp@canother (conjunctive) condition
comparing the same attribute to another numeristeaint, thus allowing an alternative

way of specifying a range of values for the atti#blPlease note that this constraint only
requires two search conditions in the student’st&mi using the same attribute (which is
necessary for a range check), and does not cheetheurtthe student has used the correct



constants and comparison operators. These additbeaks will be performed by other
constraints, thus allowing feedback to be very igeecFigure 1 shows feedback given
when constraint 263 is violated.

The success of SQL-Tutor led us to research thergkty of CBM by implementing
ITSs in other domains, and also to explore howntle¢thodology could be enhanced. We
have particularly focused on design tasks becdussettasks are typically difficult to
support using other types of ITSs. Since develo@@d.-Tutor, we have also built EER-
Tutor (the early, stand-alone version of which WBRMIT?), a tutor that teaches
conceptual database design. This task is difficulstudents because as well as requiring
the student to learn how to construct EER diagrainadso involves analytical experience
that can only be obtained by practice. EER-Tutoovigles numerous problems to
students, a custom drawing tool for developing diags, and feedback at several levels
of detail. The interface (Figure 2) reminds thedstut of the requirements for the current
problem and provides drawing tools correspondinthéoconstructs of Enhanced Entity-
Relationships (EER). It also reinforces good pcactn the domain by asking the student
to name the diagram components by selecting tenos fthe problem description.
Although this latter mechanism is arguably somewdeatrictive, it is valuable from a
pedagogical point of view in that it focuses thedsint on the problem requirements and
forces him/her to use the end user’s language;ighigdely considered good practice in
software engineering. The system also highligh¢ssislected names (within the problem
text) in various colors, thus providing a means tfeg student to visually explore how
much of the problem he/she has covered. If thexeany errors in the student’ solution,
the corresponding parts of the diagram will be hggfted in red, to help the student
identify the errors in combination with the feedbaoven.

The majority of our tutors are developed for theaaof database systems because we
teach these areas and desired the tutors for ooramurses. However, we have also
developed ITSs in other domains to demonstratedimagpproach is general. CAPIT and
LBITS are systems that teach various aspects ofEtglish language to elementary
school children; the former teaches punctuation eaguitalization rules, while LBITS
contains a number of vocabulary building activitsesh as unscrambling words, turning
the singular form of nouns into plural, and turnuggbs into nouns.



All of the tutors described thus far were developmddomains that do not prescribe a
strict problem solving procedure. We have also erqal the suitability of CBM for
procedural tasks, for which there are problem-sghalgorithms available and therefore
problem solvers can be developed. The first suctesy was NORMIT, a tutor that
teaches data normalization. Data normalizationhes process of refining a database
schema by applying a series of tests to its relatend decomposing them if necessary.
Although the algorithm is straightforward, studewften fail to perform it correctly
because they lack a strong understanding of therlymg database theory. NORMIT
strengthens students’ performance in applying tieequlure by focusing on each step of
the algorithm in isolation, and requiring them twmplete the current step before being
allowed to move to the next one. At each step NORMiovides a summary of the
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Figure 2. EER-Tutor interface containing (a) problem desaipt(b) EER diagram
workspace, and (c) feedback for three violated trams.

solution developed so far, and checks whetherttigest has completed all the necessary
actions using the constraints relevant for thap.si&e experienced no difficulties
generating constraints to support learning in doshain, and have since developed tutors
for other procedural domains.

Evaluating L ear ning Effectiveness

Our firm belief is that ITSs must be evaluated uthantic classroom situations. We have
performed more than 30 evaluation studies, all witidents taking appropriate courses.
SQL-Tutor alone has been evaluated in eleven stualighe University of Canterbury
since 1998, focusing on a variety of issues sucHeaming gain, effectiveness of
feedback, problem/feedback selection strategiesn gpudent models and students’ self-



assessment skills. Although classroom studies arehnnrmore difficult to organize and
conduct than strictly controlled laboratory studvath paid participants, they are sorely
needed because they provide information about septative student populations.

In the evaluation studies performed, we typicalggin by measuring the students’
existing knowledge via pre-tests. Participants faee to use the tutor under study as
much as they wish over a certain fixed period wietilusually several weeks). A typical
study involves two or more versions of the sameesyswhich allows us to compare the
effectiveness of various kinds of support impleradntThe tutoring system collects data
about all actions the students perform and stdres log files. Students are typically
asked to sit a post-test at the end of interacton, are sometimes also asked to provide
their impressions of the system. This informati®thien analyzed statistically in a variety
of ways. When measuring the learning effectivenesSstudents using our systems,
typical effect sizes we obtain are in the ordeowé standard deviation improvement, as
good as that achieved by state-of-the-art ITSdawai today.

SQL-Tutor was the first of our systems to be foilgnadvaluated, with the results
demonstrating that students using it achieved lezahing gains. After only two hours
with SQL-Tutor, students outperformed their pe@rghie final examination, scoring an
average of three quarters of a standard deviatigheh on questions related to SQL
query formulatiof. This result is comparable to results achieveather approach&s
including studies where the students have usedelbgant system throughout an entire
semester.

EER-Tutor has also been proven to be effective.sStaed-alone version (KERMIT) was
evaluated in August 2001 during a regular lab sesat the University of Canterbdry
The 62 volunteers that participated in the studyewendomly assigned to use the
complete version of KERMIT (the experimental groum) a cut-down version of
KERMIT that only provided the final solution (th@mrol group). Pre/post test results
revealed that the students who used KERMIT attasigmificantly higher gains (t = 3.07,
p < 0.01). The effect size of the experiment, whattbws the comparison of the results of
one pedagogical experiment to another, was 0.68.pbwer of the experiment was 0.75
at significance 0.05, indicating that there is ghhprobability that the experiment would
produce significant results for the same desiga,sime number of participants and the
same effect size.

Commercial Success: The Database Place Web Portal

Having demonstrated the efficacy of constraint-Haggors at our own institution, the
next step was to unleash them internationally, tWwhiwe achieved through
commercialization. Since February 2003, two of database tutors (SQL-Tutor and
NORMIT) have been available on the Addison-WesléPpatabase Place” Web portal
(www.aw-bc.com/databaseplace), with EER-Tutor following a year later. The stutlen
population on Database Place is very different foamlocal students — anyone who has
bought database textbooks published by Addison-&yeshy access this site. Unlike our
domestic students, we know nothing about theseestadbackgrounds and pre-existing
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knowledge, so it is very interesting to observe weay they use the systems and their
learning performance compared to our local cohort.

Figure 3 shows that the number of registered ulershe three systems on Database
Place increases almost linearly. There are peraddslower increase during northern
hemisphere summers, which provides some evidentieedocations of the majority of
users. Our contract with Addison-Wesley preventsros requiring pre/post test to be
completed by users, and therefore we cannot contparéest results of our Canterbury
students to Database Place users. However, we llogtwents’ actions both at
Canterbury and at Database Place (including whadtcaints were satisfied and violated
for each student submission), and can thereforgpaosthe two populations in terms of
their learning processes. Figure 4 shows the legrourves for the Canterbury and
Database Place student populations. A learningecpiots the performance on using
constraints in terms of the probability on averafeviolating a constraint versus the
number of times the constraint has been appliegthesogical research has shown that
such performance improves approximately as a pdswerof practice, and our tutors
exhibit this characteristic. As can be seen in fagl the two groups of students learn the
domain material in comparable ways; the initiallqabilities of errors (the y-intercepts)
and the learning rates (the exponent of the poawrflinctions) are similar. The degree
of fit to a power law is a little higher for the @dase Place population, but this is
probably because the data volume is several oodensgnitude greater.
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Author Support

Building ITSs from scratch is a large, time-consagnprocess. To ease the development
of further tutors we developed WETASa web-enabled authoring shell that provides all
the functionality necessary for constraint-basetbrf) including student modeling,
problem selection and feedback. WETAS can genesatwle text-based interfaces
automatically, whilst more complex interfaces aateoed for by allowing the author to
provide these resources in the form of custom HTdbes or Java applets. To develop a
new constraint-based tutor using WETAS, the aufgitovides the domain model and a
set of problems with their solutions. LBITS and theb-enabled version of our database
design tutor (EER-Tutor) were developed in WETASWell as several other constraint-
based tutors, including Collect-UML described ie thext section. WETAS can also be
invoked via remote procedure calls, which allowstimg functions to be embedded into
existing applications. For example, the student€atterbury University developed a
UML diagrams tutor as a plugin for the CASE toolrBad Together.

WETAS dramatically decreases the time required wddba fully working tutoring
system. Since its creation in 2001, WETAS has hessa for five years by students in a
graduate course on ITS at Canterbury Universitye $tudents are given just 3-4 weeks
to develop a fully working tutor using WETAS in a@rty simple domain, such as English
pluralization or adding fractions. In all cases%88r more of the students have created
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fully functioning tutors in the time available. R006 a graduate student at Canterbury
University developed a tutor for teaching Germanmeedes, which was used by a
German class at the University. Two versions ofdpgtem were built for comparative
testing of two interface styles, with the actuaplementation taking around 40 hours to
complete. The system received very positive reviéysboth the students and their
instructor, who is keen to develop more tutorsupp®rt the teaching of German. This
illustrates how WETAS has made it feasible to ripaevelop and implement effective
tutors in a classroom setting.

Although WETAS significantly shortens the developmeime, creating the domain
model (the most difficult paftis still hard. Domain models typically consisthafndreds
of constraints: for example, the domain model ofLS@tor consists of almost 700
constraints, each taking over an hour to develS@L-Tutor constraints were developed
by an authoring expert; for novice authors the tipee constraint would probably be
larger. Novice authors experience two main hurdtds:hard to work out what to model,
and it takes skill to transform the conceptual nidd® actual constraint® The latter
problem is tackled to some degree in WETAS by usimgistom constraint language that
reduces constraints to pattern matches and logmahectors only. To overcome the
second problem of working out what to model, we ed@wed WETAS-Ontology, a
system that lets the author create an ontologh@fdbomain diagrammatically. WETAS-
Ontology then generates the constraints based enothology. Figure 5 shows the
ontology for a hypothetical search engine languargated using the WETAS-Ontology
tool.

The ontology is a combination of a taxonomy andaggnomy: each node represents a
domain concept, where a diamond indicates that shb-nodes are alternative
specializations of this node (i.e. they have ara"iselationship with this node) and a
rectangle indicates that any sub-nodes are comp®mérthis node and must appear in



the solution in strict order (i.e. they have a tpafi relationship). For example, a logical
connective can be either AND or OR; a complex esqiom consists of a search
expression followed by a logical connective andtla@osearch expression. Rectangles
with double edges represent concepts that havadgideeen defined. Note that the latter
could also have been achieved by allowing a nodeate® multiple parents. However,
this would make the representation visibly more plex This particular representation
was chosen because it is simple to understand bycew and provides a clear
visualization of the domain. Once the ontology hesn created, WETAS-Ontology uses
a set of templates to generate constraints diréaily the nodes in the ontology. One
constraint is created (per concept node) for eestwite need to make, such as: Does this
concept need to be used or not; Has the same aest#rthis concept been used by the
student as the author; Has the student provide@aliired instances of this concept; Has
the student used the correct sub-concepts?

(5 "Check whether you need one or nore strings in your
answer . "
: Rel evance condition
(MATCH | DEAL_SOLUTION (?* (“~string ?1S_1) ?*))
: Satisfaction condition
(MATCH STUDENT_SOLUTION (?* (~string ?SS_1) ?*)))

(16 "Are you sure you need conpl ex expressions in your
answer ?"
: Rel evance condition
(OR (MATCH STUDENT_SOLUTI ON (?* "AND' ?*))
(MATCH STUDENT_SOLUTI ON (?* "OR' ?*)))
: Satisfaction condition
(OR (MATCH | DEAL_SOLUTI ON (?* "AND' ?%*))
(MATCH | DEAL_SOLUTI ON (?* "OR' ?*))))

Figure 6. Generated constraint examples

Figure 6 shows two constraints generated from tiielogy in Figure 5. Constraint 5 is
for the concept “string” and checks whether or aastring is needed. The test for a string
is more complex than can be easily representeldeirontology, so a macro “*string” has
been used; such macros are hand written by theormutha language similar to the
constraint language. Writing macros is an addifidask to producing the ontology,
however in practice few (if any) macros tend to required. Constraint 16 checks
whether or not the concept “complex expressionigasded in the student’s solution. In
this case there is no easy way to test for thiephbecause it consists only of two
alternative sub-concepts and no literal compondirits. generator therefore descends the
tree until it finds sub-concepts with literal cormgats (in this case “AND” and “OR”)
and creates tests for each alternative sub-componen

WETAS-Ontology was trialed at the Adaptive Hypermae#006 Summer School on e-
learning, held at the National College of IrelandDublin. Students were first asked to
develop an ontology for the search language dofuaindescribed, and were given just



one hour to complete it, including around fifteemuates spent instructing them in the
use of the tools. At any time they could get thel to create a set of constraints from
their ontology, which was then automatically load#® WETAS so they could test it (a

problem/solution set was provided for them). Of tlvelve students who participated in
the exercise, half of them succeeded in creatingom@iology that produced a fully

functioning tutor in the time allocated, althoudhbat one of these could have benefited
from some refinement. Of the other six studentseghhad nearly completed the
ontology. The remaining three had made some pregres

The students were also required to complete a gpoaject in some area of adaptive
web-based education systems, with six projectsgbeifered. Two groups (representing
around half of the total class) chose to use WEI@k$heir project, with one group using
it to develop a tutor for English pluralization. &hsucceeded in creating a complete
working tutor from scratch in just six hours, inding developing a problem/solution set
and building the domain model. For the latter thegd WETAS-Ontology to create the
set of constraints; they then wrote some low-I@attern matches to make the constraints
more flexible and edited the generated feedbacksages. The resulting tutor was of
sufficient quality that it could be deployed in@ementary school.

WETAS-Ontology makes it easier to create the domaaadlel, and allows the author to
visualize the concepts of the domain via the ompldiagram tool. However, it only
enables simple semantic checking. In particulais difficult to model multiple, highly
dissimilar ways of satisfying a particular concepite author must still code such
constraints by hand. WETAS is therefore a usefol tor developers, but is not suitable
for novice authors such as educators. ASPIREan authoring environment currently
under development that aims to be usable by teachiée WETAS-Ontology, ASPIRE
provides rich domain-authoring support in additimn deploying ITSs. Authoring in
ASPIRE starts with the author describing generaluiees of the domain, such as whether
the task is procedural or not, and specifying stepgrocedural tasks. The author then
describes the domain in terms of an ontology. Gamgs that check for syntactic
correctness can be generated directly from thela@mto The author is then asked to
describe the structure of solutions in terms ofdhtlogy, and provide a set of problems
and their solutions. Finally, ASPIRE generates & afeconstraints for checking the
semantics of the answer using a machine-learnimtpntque: alternative (correct)
solutions are compared, and, if necessary, contdrare specialized or generalized to be
consistent across all the given solutions. It is tast step that enables the system to
model alternative correct solution approaches.

ASPIRE also provides the essential componentstofaaing system similar to WETAS,
enabling the domain models generated using ASPtRIetserved as web-based tutors.
In addition to running a collection of tutoring sy®s in parallel, ASPIRE also provides
the functionality for managing teachers and stuslamd student cohorts, which allows
teachers to be able to assign ITSs for their stisd&e are currently evaluating ASPIRE
with two novice authors, who are developing ITSg feery different domains
(thermodynamics and accounting), as well as exmioits efficacy in the more complex



domains of computer program design (via Nassi-Stamgian diagrams) and engineering
mechanics.

Representing and Supporting M eta-Cognitive Skills

ITSs use their domain models and adaptive suppdnetp students acquire declarative
knowledge and problem-solving skills in the choslemain. However, very successful
students also understand how to learn effectialyg, how to monitor their own cognitive
processes. We have enhanced some of our condiesat tutors to provide support for
such higher-order, or “meta-cognitive”, skills. Fetample, NORMIT-SE and KERMIT-
SE are versions of our data normalization and da®lwesign tutors respectively that
have been extended to provide support for selfaailon, by asking students to explain
their actions. Students are required to justifyirtpeoblem-solving decisions when they
make errors and thus practice self-explanatiorisskilhe student is asked to explain an
incorrect action in a series of questions, theriaging him/her towards the correct
solution through their own reasoning. Studentsfig@e to stop the dialogue at any point
once they understand the problem and have detedrhim@ to recover from it.

Collect-UML is a constraint-based tutor that supgaroups of students collaborating on
a software design task. As well as teaching theestts problem-solving skills in the area
of UML class diagrams, it also strengthens theifaborative skills. Problem solving
consists of three phases: students begin by néggtighe collaboration process and
working on individual solutions. This is followed la collaboration phase during which
they develop a group solution. The latter phaselies communication between students
via a chat tool. As well as providing feedback twe individual and group solutions
Collect-UML also gives advice that aids them initloellaboration.

To be able to support these meta-cognitive skitisistraints need to represent more than
just domain knowledge. We are now extending theafseonstraint-based modeling to
represent meta-cognitive knowledge as well. Tworesur projects include modeling
explanation and communication skills as constrai@wllect-UML includes a model of
collaboration skills represented in such a manAerevaluation study performed in May
2006 showed that such support for collaborationultesin improved declarative
knowledge of good collaborative skills, as welimgproving collaboration within groups.
In another research project we are developing a-metdel of explanations skills that
controls the self-explanation process and makesite adaptive.

Conclusions

Our research has demonstrated that CBM is a vdegtefe modeling approach that
provides good foundations for successful instructi@Our constraint-based tutors have
been thoroughly evaluated and proven to achievaifgignt learning gains. The
interfaces of our systems are easy to use and eethe working memory load by
providing domain-specific information, visualizinige solution structure and structuring
students’ thinking. Our tutors enforce good pradim the chosen instructional domain,
and provide learning environments that are closeth® real-world environment.



Evaluation studies have also shown that the wordihdeedback is important; when
feedback is worded according to the theory of liegrfrom performance errdrstudents
learn more. Furthermore, we have seen that askudgists to provide reasons behind
their actions results in learning declarative kremge more efficiently. Recent
achievements in advancing the capabilities of CBidude the use of constraints to
represent not only domain-level knowledge, but at&da-cognitive knowledge. We have
used constraints in two projects to represent diealimodels of collaboration and self-
explanation skills.

We have also made significant advances in suppgpttie@ authoring process. WETAS, an
authoring shell for developers, provides all thendm-independent tutoring functions,
thus freeing up the author to perfect the all-intatr domain model. ASPIRE goes one
step further and provides support for novice awghoyrautomating many of the authoring
tasks and providing comprehensive support for thkers. Work continues on
enhancements of ASPIRE and further development wf philosophy of authoring
constraint-based tutors from domain ontology, idolg investigating the features of
instructional domains that make them particulatitable for CBM. ASPIRE will be a
solid test-bed for this research. Furthermore, &&EPWill be freely available via the Web
from mid 2007 to anyone interested in building ¢oaist-based tutors, and the ITSs
developed in it will also be free to use; otheesshers will therefore be able to confirm
the effectiveness of our approach by developingr ten constraint-based tutors and
deploying them in ASPIRE. As the approach gainsupoy, ASPIRE has the potential
to deliver ITS to the world’s classrooms.
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