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Intelligent Vehicle Self-Localization Based on

Double-Layer Features and Multilayer LIDAR
Zhuping Wang, Jian Fang, Xinke Dai, Hao Zhang* and Ljubo Vlacic

Abstract—High-precision self-localization is one of the basic
functions of intelligent vehicles. Moreover, location information
is necessary prior information for tasks such as behavioural
decision-making and path planning. Recently, the technology
of map-based localization has been widely concerned due to
its accuracy. A prior map for localization stores one or more
environmental features extracted by on-board sensors. These
features represent fundamental information about the ground
environment such as curbs and lane markings, or the vertical
environment such as building outlines. In order to enhance the
robustness and positioning accuracy, this paper uses two layers
of features to express the environment: one is a bottom layer
composed of ground and curb features, and the other is an upper
layer composed of a 2D point cloud with vertical features. Firstly,
a novel collision-based detection method is proposed to extract the
curb features, and a vertical-projection-based detection algorithm
is used to detect vertical feature points from multilayer LIDAR.
Then, the fusion of a multi-frame feature point cloud is used to
represent the rich and complete information on the environment
of the intelligent vehicle. Finally, the Monte Carlo localization
algorithm is used to obtain an optimal estimate of the vehicle
position. The experimental results indicate that the proposed
localization algorithm can realize localization accuracy.

Index Terms—intelligent vehicle, self-localization, map-based,
curb detection, vertical feature, multilayer LIDAR

I. INTRODUCTION

Intelligent vehicle is one of the most popular research

topics in the field of mobile robot. By achieving L5 level

automated driving, intelligent vehicles improve road safety and

transportation efficiency under sound infrastructure conditions.

Intelligent vehicles possess certain basic systems, such as au-

tonomous navigation, obstacle detection, behavioural decision-

making, and localization. The precise position of the vehicle

is important because it determines where the vehicle is located

in the environment.

In general, high-precision positioning results can be ob-

tained through global navigation satellite system (GNSS)

devices. In [1], Knaup et al. summarize how the GNSS devices

and inertial measurement units (IMUs) have been used in

robotic positioning systems over the past few decades. These

methods can achieve high accuracy in open areas. However,
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obstacles such as trees, buildings, and tunnels may affect the

reception of satellite signals; consequently, the performance

may deteriorate in urban areas, as discussed in [2].

Another approach to achieve high-precision positioning is

to use map information. This method matches sensor data

with the aprior map and selects the best match as the optimal

estimate of the vehicle position. Generally, environmental

features such as road edges, lane markings, and building

outlines are pre-stored in apriori map and used to repre-

sent environmental information. With improved map accuracy,

researchers have proposed a number of map-based vehicle

location algorithms. Based on different sensors , the methods

of map-based positioning can be divided into vision-based

positioning and LIDAR-based positioning. The vision-based

approach is sensitive to weather, light, and shadows. In [3], the

authors highlight that the detection results would be affected

if the camera is too close or the sensing range is too far,

which is not a problem for LIDAR sensors. In [4], the

paper proposes a monocular forward-view vehicle-mounted

camera, but it requires point-wise LIDAR measurements and

manually exhaustive labels as its ground truth. Road-SLAM

[5] mentions that the influence of surrounding object shadows

can be significant in some cases. The comparison in [6] is

mainly based on the new camera system and low resolution

Velodyne scanning, but we use a better multilayer LIDAR. A

vision-based positioning methods is provided in both [7] and

[8] suggesting that the additional detectors will improve the

results, especially in areas with lots of parked vehicles along

the road. In contrast, the laser sensor offers higher precision ,

a wider field of vision and is insensitive to lighting conditions.

Thus, this approach has attracted the attention of an increasing

number of researchers.

Urban features that are significantly distinct are frequently

utilized for vehicle self-localization and map representation. In

[9], building outlines are used as environmental features and

associated with road/building maps for vehicle localization.

When the GPS signals are blocked, the road map can help

to bound the vehicle pose around the road; and the building

map can help the vehicle adjust from coarse to fine tuning

in several areas. In the vehicle localization method proposed

in [10], the researchers use region descriptors extracted from

occupancy grid maps as the features for localization. These

region descriptors are obtained by the maximally stable ex-

tremal regions algorithm. For orchard environment, the authors

in [11] propose a method for tree-crop identification and agri-

cultural robot localization using LIDAR. In [12], the authors

use an accumulated multilayer 2D vector map of a building as

the location information, and obtain the location of the vehicle
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through map matching.

In all of the works discussed above, the researchers use

the characteristics of vertical space as positioning information,

and the subsequent literatures mainly focus on improving

positioning performance based on road information. In [13],

Guan et al. propose an algorithm to automatically extract road

information from mobile laser scanning point cloud data such

as road markings, road surfaces, and road curbs. A lane-map-

based localization algorithm using LIDAR sensors is intro-

duced by Kim et al. in [14]. The lane lines are firstly extracted,

and then a positioning algorithm based on the lane line map is

proposed. In [15], in order to improve the positioning accuracy,

the authors use Around View Monitor (AVM) cameras and

laser sensors to extract lane line data. Most of the articles

mentioned above only fit the curve contours of the lanes, and

do not care about the lengths, breakpoints and vertical features.

As a result, they provide little assistance in positioning in the

longitudinal direction only with lateral position information.

As the road boundary, the curb is one of the most common

features in the urban environment. Therefore, curb detection

is an important part of environmental perception. A significant

number of studies have been conducted on curb detection

methods using LIDAR sensors. A scanning 2D LIDAR mea-

surement system is used for fast detection and tracking of road

curbs in [16]. The authors in [17] present a curb detection

algorithm that uses the scan line of Velodyne LIDAR directly

as the processing unit. In [18] and [19], a 3D-LIDAR sensor

is used to segment the road and detect its curbs. In [20], curb

detection and intersection features are used for localization.

A Monte Carlo Localization (MCL) method based on curb

features and a prior occupancy grid map is proposed to obtain

precise localization information on urban roads. However,

the use of curb features alone is not ideal. Therefore, many

researchers have combined other features or methods for

localization. In [21], the detected road curbs are matched to

a prior map, and the data of GPS and IMU are combined to

obtain the position of the vehicle. Some authors achieve higher

positioning accuracy by combining two or more features. In

[22], Choi proposes to use a hybrid grid map and a feature

map to obtain location information using LIDAR. In [23], the

multilayer LIDAR sensor is used to detect features of road

markings and curbs, and then MCL is used for localization.

Fig. 1. The framework of the proposed method.

In summary, the previous methods have considered either

fundamental ground features such as curbs and lane markings,

or vertical features such as building outlines. To enhanced the

robustness and positioning accuracy, this paper uses two layers

of features stored by grid maps to represent the environment:

one is a bottom layer composed of ground curb features, and

the other is an upper layer composed of a 2D point cloud with

vertical features. The framework of the proposed positioning

system is shown in Fig. 1. Firstly, the multilayer LIDAR is

used to detect the curb and vertical features, and then an IMU

is used to fuse multi-frame data to obtain more complete

environmental features. Finally, an aprior map is combined

with MCL to obtain the estimate of the vehicle position.

The main contributions of the method are three-fold:

1. A new high-precision localization method is proposed

based on the combination of curb features and 2D vertical

features. To make better use of point cloud data, we propose

the double sampling of point cloud from the fused multi-frame

data, which can not only reduce noise but also extract high-

precision curb contours and vertical features.

2. A curb detection method based on a collision model is

proposed. The method can obtain complete curb surface data

from each layer of the multilayer LIDAR data.

3. A novel method of extracting vertical features is put

forward to retain 3D features and reduce computation by

projection. Due to the use of multilayer LIDAR, the 2D

point cloud with vertical features contains more environmental

information than a conventional 2D map does.

The remainder of this paper is organized as follows. Section

II introduces the methods of feature extraction. Section III

describes the construction process of a prior map and and the

MCL method based on road features. Section IV presents the

experimental results and analysis. Finally, Section V summa-

rizes the contributions of this paper.

II. FEATURE DETECTION

A. Curb Detection

Curbs are chosen as features to construct a prior map

because they are among the most salient features of the road

environment, and are insensitive to factors such as weather

or light. In our study, the LIDAR sensor is mounted on the

top of the intelligent vehicle. The raw point cloud data is

obtained in 3D polar coordinates (ρ, θ, γ), where ρ denotes

the Euclidean distance of the sensor from a point, and γ and

θ are the vertical and horizontal angles, respectively, relative

to the reference frame of the sensor itself. These coordinates

can be converted into Cartesian coordinates (x, y, z) using the

following equations:




x = ρ cos(γ) sin(θ),

y = ρ cos(γ) cos(θ),

z = ρ sin(γ),

(1)

[x, y, z]
T
= [x, y, z + hs]

T
, (2)

where x, y, and z represent the points in the sensor coordinate

system. hs is the height of the sensor from the ground. From

equations (1) and (2), the laser scanning point set Pl that is

to be processed is selected as follows:

Pl = {pi,j |pi,j(xi,j , yi,j , zi,j), i = 1, ..., N, j = 1, ..., Ni},
(3)

where pi,j is the j-th point on the i-th line, N is the number

of laser line used and Ni is the number of points in the i-th
line point cloud.
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Fig. 2. Raw z-coordinate data.
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Fig. 3. Filtered data.

The curb heights are typically uniform in urban areas. When

the curb is too small to detect, it is just neglected. When the

curb is more than 20 cm, it is treated as an obstacle, like a

building, a tree, or a utility pole. Further explanation will be

provided in the following parts. Most commonly, the curb 10

to 20 cm higher than the road [25]. However, the height can

change dramatically in the vertical direction at the junction of

the road surface and the curbs. More details can be seen in

Fig. 2. The curb is detected from these spatial features. The

proposed curb detection method can be summarized as the

following two steps:

1) Data Preprocessing: To reduce noise, a Gaussian filter

is applied to the point cloud. Since the height changes the most

significantly, only the z coordinate is processed using the filter.

The laser scanning point set z = {zi, i = 1, 2, ..., N} for each

line is considered separately. The Gaussian filter is expressed

as follows:

zf (i) =

2Nr∑

j=0

z(i−Nr + j)u(j), (4)

where z(i) denotes the raw z coordinate of a point, zf (i)
represents the filter data, u(j) denotes the Gaussian weight,

and Nr is the blur radius.

In Fig. 2, line CD represents the road surface; lines BC and

DE represent the curbs. BC and DE can change dramatically

in the vertical direction. Lines AB and EF stand for the

unidentified points that are outside the curb, such as sidewalks.

In Fig. 3, we can see that the differential-filtered data contains

(a) (b)

Fig. 4. Road surface data. (a) Differential-filtered data from

the right side of the road. (b) Differential-filtered data from

the left side of the road.

considerable noise, whereas the Gaussian-differential-filtered

data is smooth.

2) Curb Detecting: Because each laser emission angle is

different, the data resolution varies. As the vehicle is travelling

on the right side of the road, it is closer to the right curb than

to the left. Thus, the number of sampling points at the right

side is less than on the left. It can also be observed in Fig. 2

that the points in line BC is denser than those in line ED.

Considering about the same height, points of the right edge of

the road varies more rapidly, while the height of the left edge

changes more slowly. These behaviours can be seen in Fig. 4,

where the horizontal axis also implies the number of points.

The filtered maximum response values for the left and right

curbs are different. Therefore, it is difficult to detect complete

edge features using the same parameters on both sides.

However, because the curb height is constant and within a

certain range, these characteristics can be used to obtain better

detection results. Under the most common circumstances,

vehicles travel on the structured roads. Assuming that the road

surface is flat, the response of the filter will always remain

at a small value, as shown in Fig. 3. Because the filtering

responses for the road surface and the curb differ by an order

of magnitude, the road surface can be easily detected by using

a fixed threshold. Therefore, comprehensive consideration of

the road surface boundaries and curb heights can make it easy

to solve this problem. This paper presents a curb detection

method based on road surface characteristics and curb height,

and proposes an algorithm based on collision detection. The

process of curb detection is divided into four steps, described

in detail as follows.

a) Bottom boundary points. As shown in Fig. 3, the filtering

responses for the road surface and the curb differ by an order

of magnitude. ∆z is the height value after point cloud filtering.

The first point where ∆z is greater than the threshold is the

junction of the road surface and the curb. By analysing the col-

lected data, we can easily distinguish the data corresponding

to the road surface from that corresponding to the curb based

on a fixed threshold δp, instead of using a complex method to

calculate δz .

∆z > δp. (5)

b) Plane intersection points. To detect the top boundary

points, we propose a collision detection model, as shown in
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Fig. 5. Collision detection model.

Fig. 5. The system is modelled as follows. Suppose that a

sphere with radius r is launched from the centre point O of

the laser sensor to point A at the bottom edge of the road,

the first point of contact with the sphere is point B at the top

boundary of the road edge.

The sphere moves along the ray OA, calculating the dis-

tance from the point cloud to the centre of the sphere at each

step. If the distance is less than the radius of the sphere, a

collision is considered to occur. Note that the computational

burden of this approach is very high. Therefore, an approxi-

mate calculation method is proposed.

In Fig. 5, point B that needs to be calculated, is at the top

edge of the road at a certain height above the road surface.

Ray OA generates an intersection point Q with the horizontal

plane whose height is hc. hc is the upper limit value of the curb

height, with which we can guarantee the following analysis.

Starting at point A, the point cloud approaches increasingly

closer to point Q, and obtains the minimum value at point B.

Then, it stats moving away from point Q. In addition, with the

different laser beam angles, the planar distance of the point

cloud AB segment along the roadway differs, resulting in

different effective lengths of the roadway. Therefore, accurate

acquisition of the top edge points can expand the coverage

range of the roadside data. From the similar triangle, the

coordinates of point Q can be found as follows:





xq = xa

(hs − za − hc)

hs − za
,

yq = ya
(hs − za − hc)

hs − za
,

zq = za + hc,

(6)

where (xa, ya, za) denotes point A, (xq, yq, zq) denotes point

Q, and hs indicates the height of the curb.

c) Top boundary points. Now that the plane intersection

point Q has been obtained, the search radius r needs to be

set. Since the length of lqa must be greater than that oflqb,

and lqb is the shortest distance, the radius r is set to lqa. The

nearest point among all points within the radius r from point

Q is the top boundary point B. The point B is calculated via

the following function:

B(xb, yb, zb) = min dist(p,Q), p ∈ M, (7)

Fig. 6. Curb detection schematic diagram.

where the dist(p,Q) function is used to calculate the distance

between candidate point p and point Q. The point set M

represents the points within the radius r.

d) Curb surface points. Once the top and bottom boundary

points of the road edge surface are obtained, all points between

these points need to be placed into the point set of the road

edge surface.

This method can be used to obtain all curb surface points.

It uses only two parameters for detection: the road surface

threshold δp and the curb height hc. Moreover, the same

parameters are used for laser beams with different emission

angles. The schematic diagram of the algorithm is presented

in Fig. 6.

B. Detection of the 2D Point Cloud with Vertical Features

The road edge features can be obtained via the curb

detection algorithm introduced above, so as to obtain the

high-precision lateral positioning results. To improve the lon-

gitudinal positioning performance, we need to take more

environmental features into consideration. Thus, the selection

of the data for positioning is important.

One of the challenges of the LIDAR positioning methods

based on map matching is the size of the apriori map. Large-

scale outdoor 3D point cloud maps are so big that storing

them in vehicles poses a problem. Compared to that of a 3D

point cloud map, the amount of data contained in a 2D map

is within acceptable limits. However, due to the small amount

of data collected by the 2D laser and the high vulnerability

of the vehicle, the uncertainty of the conventional 2D map is

high [19].

Environmental features such as buildings, trees, and utility

poles are typically used for localization. Thus, the correct

detection of these features plays an important role in high-

precision positioning. To improve the robustness of localiza-

tion, we need to extract as many different environmental fea-

tures as possible. However, extracting each feature separately

requires a great deal of computation. In addition, some other

features in the environment are not easy to detect. Therefore,

the raw 2D point cloud is directly used for localization.

To obtain stable vertical features, the points in a certain

vertical space are selected as the positioning features. The

point clouds located in the same vertical plane are projected

together and displayed as contours of the vertical plane, as
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Fig. 7. Projection-based detection method.

Fig. 8. Vehicle motion model.

shown in Fig. 7. The green lines represent two different

horizontal planes. If the projections of the two layers coincide,

the plane—the surface of the object—between the two layers

is perpendicular to the ground, and can describe the contours

of the obstacles. In the experiments, the 3D point cloud data

is converted into the 2D map and stored as grid map. We

first project each point on the upper layer of the grid and

mark them. Then we do the same to the bottom layer. Grids

marked twice mean that they overlap and that there are vertical

obstacles. The stable vertical features can describe the con-

tours of the obstacles and display the environmental features

more directly. However, for non-vertical point clouds, such as

slopes, contour information cannot be obtained because the

projection points of the two layers do not coincide.

The 2D point cloud is constructed as follows:

Pv = {pi ∈ Pv1 ∩Pv2, i = 1, 2, ..., N}, (8)

where Pv denotes the set of points in the 2D point cloud, and

Pv1 and Pv2 denote the sets of points projected from the two

selected planes.

C. Multi-Frame Fusion

To obtain the most complete representation of environ-

mental information, the multi-frame 2D point clouds are

transformed into the current vehicle coordinate system. During

the movement of the vehicle, the single-frame point cloud

data obtained at each position is too sparse to completely

extract the roadside and vertical features. Therefore, multi-

frame point cloud data collected near the current location

need to be fused. In the process of multi-frame fusion, 10

frames are used to fuse vertical points, and 15 frames are used

for curb detection. Under the vehicle kinematics assumption

shown in Fig. 8, IMU is used to measure the vehicle motion to

uniformly transform the multi-frame point cloud data into the

current vehicle coordinate system. ut = [υ, ω]
T

represents the

motion at time t, where υ represents the translational velocity

and ω denotes the rotational velocity. If both velocities remain

constant over a time interval, the vehicle will move in a circle

the radius r:

r =
∣∣υ
ω

∣∣. (9)

The position and heading deviations between the last and cur-

rent frames on the x-y plane are represented by T = [∆x ∆y]
and ∆θ, respectively. They are calculated as:





∆θ = ω∆ t,

∆x = r(1− cos(∆θ)),

∆y = r sin(∆θ).

(10)

The 2D point cloud coordinates at time t− 1 are denoted

by Qt−1. The new 2D point cloud coordinates Qt at time t
are calculated as:

Qt =

[
cos(∆θ) − sin(∆θ)
sin(∆θ) cos(∆θ)

] (
Qt−1 − T

)
. (11)

With regard to the curb features, the noise in the detected

data increases with the fusion of multi-frame data. Thus, a

method to remove the noise is needed. Through the analysis of

these noise data, we know that the noise is mainly distributed

on the roadside, whereas the road interior noise is less. With

an increasing amount of multi-frame data, the contours of

the road edges become more abundant, making it easier to

eliminate noise.

The beam model proposed in [24] is generally used to obtain

environmental contours in the field of robotics. However, the

beam model can not remove the noise effectively. If the angu-

lar resolution is large, the noise can be effectively removed,

but the accuracy of the curb contour will be reduced, and

vice verse. Therefore, this paper proposes method of curb data

extraction and denoising based on double sampling, which can

reduce the noise while ensuring the accuracy of the countours.

Firstly, a low-resolution beam model is used for rough sam-

pling to remove the noise. Then, a high-resolution beam model

is used for fine sampling of the original data to ensure the

high contour resolution. The double sampling guarantees both

the contour accuracy and denoising precision. The extracted

roadside data in the planar coordinates are first converted into

polar coordinates: C ′ = {θi, ρi} , i = 1, . . . , Nc.

A low angular resolution δ1 = 2π/ns is used to remove

the noise, where ns represents the number of curb sampling

points. {
k = θi/δ1,

D[k] = min {ρi, D[k]} ,
(12)

where D denotes an array of polar coordinate radii represented

by the curb data. The elements of the array are initialized to

the sensor’s maximum perception radius rm, and k represents

the index of the data in the array.
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In the process of the second resampling, the noise-removed

data is resampled, and a high angular resolution δ2 = 2π/n′

b

is used to improve the accuracy of the contours along the road,

where n′

b represents the number of curb sampling points and

is greater than ns.




k = θi/δ1,

k′ = θi/δ2,

D′ [k′] = min {ρi, D[k], D′ [k′]} ,

(13)

where D′ denotes a high-resolution array of polar coordinate

radii represented by the curb data. Here, k is the index of a

point in the low-resolution curb array, and k′ denotes the index

of the same point in the high-resolution curb array.

III. LOCALIZATION

The proposed positioning method is based on a prior map;

thus, the apriori map should first be generated from the

extracted features. Then, we use the apriori map and the MCL

method to obtain the optimal estimate of the vehicle pose. The

following sections address the mapping process and the MCL

method applied.

A. Occupancy Grid Mapping

The occupancy grid map is built by using feature point

information. The position of the vehicle is obtained by a

real-time kinematic (RTK) GPS device. Xt = (xt, yt, θt)
is obtained by converting GNSS coordinates into Cartesian

coordinates. The coordinates of the curb data and the 2D

point cloud of vertical features are transformed from the

sensor coordinate system into the global coordinate system

as follows:[
xg

yg

]
=

[
xt

yt

]
+

[
cos(θt) − sin(θt)
sin(θt) cos(θt)

] [
xs

ys

]
, (14)

where [xs ys]
T denotes the coordinates in the sensor coordi-

nate system, and [xg yg]
T denotes the coordinates in the global

coordinate system. For each cell, the state c is calculated as:

c =

{
1, if n > Nt,

0, otherwise,
(15)

where n denotes the number of points falling into the cell,

and Nt denotes a threshold. Only when n is greater than this

threshold is the state of the cell considered to be occupied.

This method can reduce the noise of the apriori map.

B. Monte Carlo Localization

The MCL method is a Bayesian filtering pose estimation

method implemented based on the Monte Carlo method. Re-

searchers have conducted in-depth researches on this method

[24]. The internal state of the vehicle is modelled as a discrete-

time Markov process Xt = (xt, yt, θt) ∈ R
3, t ∈ N.

The position of the vehicle is represented by a set of

particles. The particles are updated as the sensor measurements

are updated, and the number of particles in the auxiliary

particle set is determined in real time in accordance with

the variance of the positioning results. The belief bel(Xt)

(a) (b)

Fig. 9. Curb detection results. (a) 2D point cloud. (b) 3D

point cloud

represents the probability distribution of the particles, each

of which has a corresponding weight wi
t:

bel(Xt) ≈ {Xi
t , w

i
t}

Np

i=1
, (16)

where Np represents the number of particles, and t indicates

the time point.

With the update of the sensor measurement data, the set

of particles St is updated with a set of auxiliary particles S̃t.

The iterative update of the particle set consists of the following

four steps.

Step 1: In the motion update step, the poses Xi
t of the

particles in S̃t are predicted. The pose of each particle is

calculated using the probability distribution p(Xt|Xt−1, ut−1),
where Xt represents the predicted particle distribution, and

ut−1 = [v w]
T

denotes the motion of the vehicle. In other

words, the current pose is predicted using the pose and vehicle

motion information from the previous moment.

Step 2: In the measurement update step, the weight wi
t

corresponding to each particle is calculated based on the sensor

measurement data and the apriori map. The observation model

[24] is modelled as a likelihood field model as follows:

wi
t = p(Zt|X

i
t ,m) = εσ(dist), (17)

dist = min{‖Xi
t −O‖2 | O ∈ m}, (18)

where εσ ∼ N (0, σ2), Xi
t and m correspond to the i-th

particle’s pose and the occupancy grid map, respectively, and

Zt denotes the measurement value of the sensor. That is, the

weights of the predicted particles in S̃t are updated based on

the measurement values.

Step 3: The vehicle position X̂t is considered to be repre-

sented by the particle with the highest weight.

Step 4: Using the method of Sampling Importance Resam-

pling [24], Np particles are selected from S̃t. The probability

that a particle is selected is proportional to the weight of the

particle. In addition, to improve the diversity of the particles,

samples are taken from the normal distribution X ∼ N (µ, σ2),
where µ represents the mean of the particles, and σ2 denotes

the variance of the particles. Then, the selected particles

replace the current St set, and wi
t is set to 1/Np.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. System Overview

Our intelligent vehicle is equipped with an Oxford Iner-

tial+2 and NovAtel GPS receiver running at 100 Hz. This
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RTK GPS device provides the ground truth for evaluating the

error of the localization method. This method is implemented

in C++. The ADLINK Industrial Personal Computer used as

the controller has a 2.3 GHz Intel Core i7-3610QE CPU and

16 GB of RAM. The experimental tests were conducted on

our campus.

A Velodyne HDL-32E LIDAR sensor is used to extract

environmental features. This LIDAR sensor emits 32 beams

of light to directly collect 3D point cloud information in the

environment. The LIDAR sensor, small in size and light in

weight, provides a 41.3◦ vertical view and a 360◦ horizontal

view. The sensor has a measurement range of up to 70 meters

and a resolution of 2 cm. Due to the sparse data collected by

the peripheral lasers, 22 internal lasers are used.

B. Feature Extraction

Feature extraction is a key step in the process of localization.

Each frame of data is processed in real-time to achieve a higher

positioning response.

1) Curb Detection: The single-frame curb detection results

are shown in Fig. 9. The red squares indicate curb points, and

the normal point clouds are shown in blue. The parameter

δp for detecting the road surface is set to 0.015, and the

curb height hc is set to 0.2m. As shown in Fig. 9(b), all the

edge points on the curb surfaces have been detected. Thus,

the task of detecting the complete curb surface with only two

parameters is successfully realized.

To validate the multi-frame curb detection method, four

scenarios are considered: a simple straight road, a complex

straight, an intersection, and a curve. The results are shown

in Fig. 10, where the red dots are the curb points detected in

multiple frames. Note that the simple straight and the curve,

shown in Fig. 10(a) and (d) respectively, are considered to be

simple road shapes, whereas the other two road shapes shown

in Fig. 10(b) and (c) are complex. The sampling resolution for

noise rejection is set to 2◦, and the resolution of the extracted

trailing edge contours is 0.2◦. Through double sampling,the

noise caused by false detection points along the road can

be eliminated without reducing the resolution of the curb

contours.

2) Detection of the 2D Point Cloud of Vertical Features: An

example of a multi-frame 2D point cloud is shown in Fig. 11,

where the red dots represent the fusion of the multi-frame 2D

point cloud and the IMU data and the blue points represent

the map data. By detecting the data from the two planes,

more stable vertical feature points are obtained. As shown in

Fig. 11, the outlines of the trees and buildings are clearly vis-

ible. This environmental information can be obtained without

complicated calculations, which is beneficial to the real-time

performance of the positioning process. In addition, by fusing

multi-frame data, more abundant environmental features can

be obtained.

C. Vehicle Localization

The RTK GPS device is utilized to collect a series of poses

along the vehicle trajectory, which is 1.34 km. Additionally,

the data recorded by the LIDAR sensor is associated with the

(a) (b)

(c) (d)

Fig. 10. Fusion of multi-frame curb data. (a) Simple straight.

(b) Complex straight. (c) Intersection. (d) Curve.

pose data. The proposed detection algorithm is used to extract

the curb points and vertical feature points. Then, the extracted

feature points are used to generate the apriori map. The map is

constructed with sequences of records that are different from

those used for localization. Two factors should be considered

in determining the resolution of the apriori map. On the one

hand, the apriori map should be able to accurately represent

the characteristics of the environment, and on the other hand,

the size of the map should be within the acceptable range (not

too large). Considering these factors, the resolution of the grid

is set to 0.20 m.

The minimum number of particles is 200, and the maxi-

mum number is 1000. The number of sampling particles is

determined in real time in accordance with the variance of

the positioning result. The initial distribution of particles is

generated from the low-precision positioning data acquired by

the GNSS device.

Fig. 12 depicts the localization results of the test loop. The

size of the circle implies the error, which can qualitatively

represent the magnitude of the error, rather than a specific

numerical value. The purple dots indicate the road boundary.

The blue dots denote the 2D point clouds of vertical features.

The red circles represent the lateral error, and the green
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(a) (b)

(c)

Fig. 11. Fusion of multi-frame 2D point cloud data. (a)

Scenario 1. (b) Scenario 2. (c) Scenario 3.

circles represent the longitudinal error. Fig. 12(b), (c), and (d)

correspond to positions A, B, and C. As shown in Fig. 12(b),

since the localization process is initialized from low-precision

GNSS data at the starting position, the localization error near

that position is large. When the vehicle moves a few metres,

the particles converge, and the error becomes smaller. As seen

from Fig. 12(c) and (d), the error of position B is greater

than that of position C. This finding can be attributed to

the presence of buildings at position C, which significantly

improves the positioning accuracy. The results of positioning

error can be qualitatively analysed from Fig. 12. Next, specific

data will be used to quantitatively analyse these results.

Fig. 13(a) illustrates the lateral, longitudinal and heading

error relative to the ground truth (RTK GPS). Throughout the

test, the lateral and longitudinal estimation error of particle

convergence always remains at a small values, indicating that

the positional reliability of the particles is very high.

Fig. 13(b) shows the cumulative distribution functions

(CDFs) of the lateral and longitudinal errors. As shown in

Fig. 13(b), the lateral and longitudinal errors are approximately

0.16 m and 0.22 m, respectively, with a confidence level of

(a)

(b) (c)

(d)

Fig. 12. Localization error. (m) (a) Trajectory with error. (b)

Position A. (c) Position B. (d) Position C.

95%. After the particles converge, the maximum lateral error

is 0.20 m, and the maximum longitudinal error was 0.30 m.

And the error distribution histograms are shown in Fig. 14.

TABLE I: Comparison when disenabling vertical features or

curbs

Type Lateral (m) Longitudinal (m) Heading (◦)

Ours 0.077 ± 0.090 0.091 ± 0.113 0.219 ± 0.301
disenabling curbs 0.093 ± 0.108 0.087 ± 0.108 0.232 ± 0.314

disenabling vertical features 0.086 ± 0.104 0.200 ± 0.266 0.335 ±0.409

TABLE II: Comparison when disenabling multi-frame fusion

or double sampling.

Type Lateral (m) Longitudinal (m) Heading (◦)

Ours 0.077 ± 0.090 0.091 ± 0.113 0.219 ± 0.301
disenabling multi-frame fusion 0.092 ± 0.109 0.135 ± 0.116 0.300 ± 0.332
disenabling double sampling 0.104 ± 0.130 0.177 ± 0.200 0.323 ± 0.382



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TIV.2020.3003699, IEEE

Transactions on Intelligent Vehicles

9

(a) (b)

Fig. 13. Error data. (a) Lateral, longitudinal and heading

error plots. The horizontal axis represents the number of

particles and the vertical axis represents the degrees. (b)

CDFs of the lateral and longitudinal errors.

Fig. 14. Lateral, longitudinal and heading error histograms.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 15. Typical particle behaviours.

When comparing with other state-of-the-art methods, the

data used in these papers are not open-sourced, making the

comparison of our method using their data difficult. And the

algorithm codes in these papers are not open-sourced, either.

Furthermore, different sensor installation methods and the

selection of data acuisition will affect the generation of the

map, making their methods applied on our data unconvincing.

Therefore, we pay more attention to improve the localization

precision of our method. Table I shows the average lateral,

longitudinal and heading errors, as well as the root mean

square errors (RMSEs) resulting from different feature detec-

tion methods. We have compared three situations, including

using only curb detection, using only vertical features and

using both. It can be seen that the contribution of curb is

mainly reflected in lateral positioning, and the vertical feature

plays a major role in the longitudinal positioning and heading

estimation. The comparison of different sampling methods

is given in Table II. It can be seen that multi-frame fusion

and double sampling improve the positioning results. We have

compared three situations, including disenabling multi-frame

fusion, disenabling double sampling and using both.

Fig. 15 shows the typical particle behaviours in three scenar-

ios. The green dots represent particles; the red dots represent

detected curb features and point clouds of vertical features; and

the blue dots represent map data. For the scenarios involving

intersections and buildings, the data collected by the sensors

has abundant features. Thus, the distribution of the particles is

relatively concentrated. In the case of a long straight road with

only a few features, the particles appear scattered and banded.

In addition, the average processing period of the method is

about 40 ms, which is suitable for the real-time operation of

autonomous vehicles.

V. CONCLUSIONS

This paper proposes an intelligent vehicle self-localization

scheme based on double-layer features and multilayer LIDAR

data. The bottom-layer features consist of curb features, which

are the most prominent features of urban road. The collision-

based curb detection method proposed in this paper needs only

a few parameters to obtain the complete curb surface infor-

mation. The upper-layer features are generated from the 2D

point clouds of vertical information, which capture buildings,

trees, and so on. These raw 2D point clouds can accurately and

completely express the environmental information. The fusion

of multi-frame data not only increases the number of feature

points, but also reduces the noise in the road curb data through

contour extraction algorithm. Then, the map is matched with

curbs and vertical features detected with multiple frames, using

the Monte Carlo localization algorithm to achieve accurate

localization.

Compared with 3D point cloud map, the apriori map that

stores the double-layer features is not only extremely small

in size but also provides sufficient features to realize precise

self-localization. The 2D point clouds with vertical features

collected from multilayer LIDAR data contain more environ-

mental features than the conventional 2D point clouds do.

Moreover, the positioning accuracy is improved by introducing

curb features. In future work, the camera and LIDAR sensor

data will be combined to improve the feature detection accu-

racy and positioning accuracy.
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