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ABSTRACT A range of video contents and technology have provided convenience to humans, with real-time

video applications—such as surveillance applications—able to contribute to increasing public safety by

reducing physical crimes. The development of video technology has made it possible to achieve an improved

quality of life. However, this technology can also be exploited and lead to security issues such as physical

and digital crimes. Unfortunately, security breaches are increasing in complexity and frequency, making

current countermeasures insufficient to prevent them. Given recent trends, we recognize the need for security

technology to respond to advanced video crimes. Intelligent security is one of the methods that can be used

to respond to these issues. Although research on video data security has been actively conducted, not enough

studies have been published on video data security that also addresses intelligent security. Specifically,

a classification system for research on video data security has not been provided, and no systematic analysis

has been conducted for advanced research. Thus, the purpose of this is to fill in these gaps in existing

research. This study offers a classification of research on video data security based on the collection and

analysis of related works. Moreover, this study presents an analysis of research on video data security

technologies combined with intelligent technologies based on SLR methodology.

INDEX TERMS Video data security, intelligent security, user access control, visual security, video data

validation.

I. INTRODUCTION

Video applications (e.g., video broadcasts, movies, surveil-

lance, and video recordings) have made life more convenient

for humans. The use of video technology has increased expo-

nentially, making it an essential medium in our lives. Video

has the ability to depict real scenes visually, featuring infor-

mation related to geolocation, specific circumstances, and the

visual identification of humans. This kind of information,

which can be collected from video sources, is called visual

data and it may have a different value depending on the envi-

ronment in which it was collected. For example, in a private

space such as a house or a corridor, there is a high probability

that important private information will be included in visual

data because a video collector could define what you want to

observe. On the other hand, in crowded environments such as

terminals, airports, and parks, it does not contain relatively
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important information because it collects a large number

of unspecified visual data. However, if multiple collectors

are deployed, various information may be collected due to

collectors’ phase, angle, and performance [1]. This is easily

demonstrated in environments where multiple cameras are

deployed targeting the same space. When visual data are

collected from these environments, there is often a greater

amount of sensitive information than expected.

More recently, it has become easier to access videos that

include the identity and private information of strangers and

even Deepfake videos. Sometimes, due to a creator’s mistake,

videos result in unintentional exposure. On the other hand,

sometimes videos are created withmalicious intentions. Once

a video that features private or important information is

shared, it is very difficult to stop the spread due to the nature

of current social networks where everything is shared, and

content can go ‘‘viral.’’ Moreover, we should not overlook

the possibility of video content being misused. Unfortu-

nately, as video technology develops, criminal methods to
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use this technology maliciously are becoming more diverse

and intelligent. Although some organizations—such as the

ISO (International Organization for Standardization) and IEC

(International Electrotechnical Commission)—have estab-

lished standards for video data security to improve social

safety and resilience, this is not enough. Even at the national

level, policies such as the GDPR (General Data Protection

Regulation) have been established to protect people’s privacy;

however, they are not considered to be thorough counter-

measures to prevent advanced crime. Therefore, we have to

urgently devise more effective countermeasures to prevent

these types of crimes. Among potential methods to protect

video data, intelligent security is the most promising, and

it can be defined as a combination of intelligent technolo-

gies, such as adaptive and awareness, with security that can

actively respond to various threats. It also can enhance the

efficiency of overall system functions such as management,

transport, and searching [2]. Intelligent security is essential

when considering system performance efficiency as well as

adequate responses to cunning crime [3].

Despite these urgent issues, there are few studies that

deal with intelligent security in video data, especially when

compared with other kinds of research on video data security.

Additionally, it is difficult to identify and counter security

issues because research on video data security has not been

clearly classified. When considering the video data security

requirements [4], it is possible to infer the research area

that should be studied intensively. Still, to prevent security

issues, it is necessary to clarify the research area of video

data security research. For example, security issues related

to visual privacy—such as video data sniffing and video tam-

pering including unauthorized observation—have increased

on an annual basis [5]–[7]. There are many potential reasons

to explain why privacy issues are increasing; for instance,

the increasing number of cameras, the ability to enhance the

resolution of visual sensors, and the performance of video

algorithms [8]. However, these are some of many possibil-

ities and they do not lead to an accurate diagnosis. Thus,

a systematic classification scheme of research dealing with

video data security is required to promptly counter emerging

threats. In order to propose a detailed taxonomy for video data

security research, we analyzed the existing literature on video

data security in this study. The study’s main contributions are

as follows:

• We classified the research area dealing with video data

security into the proposed taxonomy. Although a taxon-

omy already existed for some research areas, this may

be the first attempt to classify the research area focused

on video data security.

• Unlike the existing video data security studies, the latest

research trends were identified by analyzing intelligent

video data security studies intensively.

• We identified the challenges to be addressed through

various literature on video data security and offered

suggestions for future work on this topic by representing

it as a scenario.

The remainder of this study is organized as follows.

In Section II, we introduce our literature review methodol-

ogy and describe our process for extracting specific studies

In Section III, we classify the research area dealingwith video

data security based on analyzing the existing literature. Also,

we analyzed studies combining video data security and intel-

ligent technology for identifying the trends. In Section IV,

we discuss significant challenges to securing video data and

suggest future directions and unresolved issues. In Section V,

we present our conclusions.

II. METHODOLOGY

The remainder of this study is organized as follows.

In Section II, we introduce our literature review methodol-

ogy and describe our process for extracting specific studies

In Section III, we classify the research area dealingwith video

data security based on analyzing the existing literature. Also,

we analyzed studies combining video data security and intel-

ligent technology for identifying the trends. In Section IV,

we discuss significant challenges to securing video data and

suggest future directions and unresolved issues. In Section V,

we present our conclusions.

A. GOALS AND RESEARCH QUESTION

As stated earlier, this study’s goal is to classify the research

area dealing with video data security specifically and to

systematically review the literature that combines intelligent

technology with video data security. In this end, we encoun-

tered a lot of literature and extracted reliable studies to cite in

our paper.

1) RESEARCH QUESTION

In order to enhance this study’s feasibility and accuracy,

we focused on extracting reliable studies from the existing

literature. Thus, locating reliable studies was a crucial aspect

of this literature review. The study’s research question served

as the backbone for conducting a systematic review.

RQ1. How will reliable literature be identified and

collected?

RQ2. What advantages can be derived from locating and

reviewing reliable literature?

Regarding RQ1, there is still significant interest in how

to locate and collect reliable literature in survey-based stud-

ies [13]. Usually, survey or review studies should define

specific criteria for identifying reliable literature through

objective indicators. For instance, in this study, we selected

prominent journals as a source of reliable literature. How-

ever, journals dealing only with specialized fields are a spe-

cial case because they can measure poorly based on the

selected indicators. Although objective indicators do not

always determine whether a study is reliable or not, they can

still be used to judge the quality of a journal objectively,

as Table 1 shows. We selected four engines to search for

journal rankings (b) and four digital libraries (a) related to

the field of video data security, as Table 2 shows. In addition,

we considered the aims and scope of each journal as well
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TABLE 1. The selected journals, taking into account Aims & Scope and Objective Indicators.

TABLE 2. Sources for locating journals and existing literature.

as the specific categories (e.g., computer vision, artificial

intelligence, and multimedia security, etc.) required in this

study.

Regarding RQ2, we exerted significant effort to collect

studies because the purpose of survey-based studies is to

make diverse and reliable information accessible to readers.

Moreover, citations of valid studies help to make a study

of this kind more reliable. This is the most advantage of

locating and reviewing reliable literature. Thus, we adopted

a systematic strategy to search for and analyze research on

video data security.

B. STUDY SELECTION

Study selection is important in survey-based studies because

it can enable us to identify primary studies that provide

direct evidence regarding the primary research questions.

Table 2 presents this study’s list of journal sources used to

extract reliable literature. This list served as the cornerstone

of the search process, which is described below.

1) SEARCH STRATEGY

The search process was organized as shown in Fig. 1.We used

search engines (i.e., IEEE Xplore, ScienceDirect, Springer
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FIGURE 1. Search strategy for reliable literature selection.

Link, ACM Digital Library, and Google Scholar) to locate

relevant literature. In phase 1, journal search engines were

searched without restrictions based on video data security

keywords such as video data security, video privacy, and

video forgery. These keywords were also combined with

surveillance, authentication, and intelligent security. It was

also possible to acquire video-related expert security termi-

nology from the literature and use it as part of the search

process. This first phase provided a comprehensive sample

of relevant works. In phase 2, specific studies were extracted

from the selected journals. Although this condition can help

to identify reliable literature, some constraints restricted

the search because studies not published in journals were

excluded. Moreover, it is sometimes difficult to determine

that the extracted literature is of high quality. We discuss this

problem in more depth in Section II-C. In phase 3, we sorted

the articles based on date of publication, focusing on those

published in the last five years. This was done to ensure

that the review focused on the latest security technologies

taking into account the rapid development of the video field.

In phase 4, studies’ titles were used to confirm the validity

of the literature for this study. The criteria for inclusion and

exclusion are described below:
• Does the study contain terms related to security such as

encryption and access control?

• Are the terms are used within the research area dealing

with video security or image security?
In phase 5, we analyzed the studies’ abstracts. This phase

allowed us to gather more detailed information about the

literature that was not available in the previous phase.

The criteria for inclusion and exclusion for this phase are

described below:

• Does the abstract include topics or technical terminology

that match the paper’s title?

• Does the study propose appropriate countermeasures

based on real challenges and/or is the security goal clear?

• Does the study address specific areas of video data

security?

The above criteria are intended to exclude survey-based

literature and include more specialized literature. Finally,

in phase 6, we determined whether the literature fit in this

study given the study’s aim of reviewing research on video

data security combined with intelligent security. The crite-

ria for inclusion and exclusion for this phase are presented

below:

• Does the study include future-oriented video data secu-

rity combined with intelligent technologies such as

adaptive technology, context-aware technology, and

machine learning?

This search process was intended to not only locate lit-

erature dealing with a suitable topic in the context of the

present study but also to identify the specific research area

of video data security. Although filtration processes enabled

us to extract some literature, we were able to review a wide

range of literature related to video security through this search

process. Section III discusses this in more detail.

C. QUALITY ASSESSMENT

We developed a set of quality assurance questions to evaluate

the selected research. Each question was given a score to

quantitatively evaluate the literature. The questions for qual-

ity evaluation are listed below:

QA1. Is the study cited in other literature?

QA2.Does the study target an obvious and specific area of

video data security?

QA3. Does the study provide a comparison with or evalu-

ation of other studies?

QA4. Does the study recognize the importance of inte-

grating the field of video data security with intelligent

technology?

Regarding QA1, although not applicable in all cases, being

cited in other studies usually indicates the reliability of and

interest in a study [14], [15]. We gave each journal a citation

score. Regarding QA2, many scenarios can arise given that

videos are exposed to different environments. This means that

there is a wide range of threats and that different kinds of

protection are needed. Therefore, video data security research

should specify particular areas that need to be secured. Stud-

ies were scored based on the clarity level (i.e., opaque,

normal, or clear) regarding the specific area that should be

secured. Regarding QA3, given that research on video data

security has been conducted for a long time, many similar

studies exist. Accordingly, the appeal of research achieve-

ments or contributions should be clarified. Thus, we gave a

score based onwhether existing studies feature evaluation and

comparison or not. Regarding QA4, intelligent technology
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is the next-generation technology that will lead the field of

IT, and it needs to be combined with various other technolo-

gies [16], [17]. Since it is important to recognize the need

to integrate intelligent technology with other technologies,

we scored studies based on whether they clearly recognized

this need.

D. DATA EXTRACTION AND DATA ANALYSIS

The purpose of data extraction is to define and pilot a data

extraction process to record the information obtained from

the primary study and reduce bias. Then, it is possible to syn-

thesize the extracted data in a way that answers the research

questions in the data analysis step. The processes of data

extraction and data analysis are necessary to provide answers

to the research questions. The results of this process herein

are as described below:

1) DATA EXTRACTION

The data extracted from each study were as follows:
• Information regarding studies’ external aspects: title,

author, publication date, journal, objective evaluation

indicators regarding the journal, journal categories

• Information regarding studies’ internal aspects:

scope of the study (e.g., user access control of the video

data, visual security, video data validation), overall study

summary, problem and solution presented in study, study

type (e.g., survey, research, etc.), evaluation and compar-

ison with other studies

2) DATA ANALYSIS

We extracted the data from the searched literature. On the

information regarding studies’ external aspects, we took the

information such as the latest in the literature, indicators of

the influence of the literature, categories of the literature.

Furthermore, we took detailed information on the information

regarding studies’ internal aspects such as the scope of the

study, proposed scheme, and new approaches. However, some

necessary data could poorly be extracted because security

technologies that could be applied to the research area of

video data security are not covered in the research area of

video data security. As the next section shows, even if the

study has not been conducted, we search for literature cover-

ing similar topics and extract the required data. In conclusion,

the literature’s internal information (addressing RQ1) and

external information (addressing RQ2) were used as data for

answering the research questions.

III. CLASSIFYING AND ANALYZING INTELLIGENT VIDEO

DATA SECURITY

This section describes the present study’s results. We first

located relevant works on intelligent video data security

and then analyzed them. In reviewing studies on intelli-

gent video data security, we also included some research on

image security because images are closely related to video;

in other words, an image is one frame that makes up a

video. We were able to design a taxonomy mainframe for

video data security based on studies extracted through our

search strategy. We established the taxonomy’s components

by reviewing a range of literature related to video data secu-

rity (user access control, visual security, video data valida-

tion), as Fig. 2 shows.

We designed a taxonomy for video data security based

on research and literature collected through search strate-

gies. The collected literature studies authentication, autho-

rization, encryption, visual security, and forgery detection of

video data security. Accordingly, research regarding video

data security is typically classified into three categories: user

access control, visual security, and video data validation.

User access control manages access authority by identify-

ing users and granting authority [18], [19]. Visual secu-

rity protects confidentiality from unauthorized users [20].

The related visual security is associated with the protection

of videos’ identifying information such as faces and pass-

words of locked doors [21]. Video data validation guarantees

integrity through the verification of video data [22]. A more

detailed description of these research areas that are combined

with intelligent technology is given in the subsection, and

selected studies are sorted by author, title, and year of publi-

cation in the study’s Appendix. Video data security research

trends in each area are presented in Fig. 3, 4, 5 and 6.

We also featured an additional research area—the integra-

tion of video data security with intelligent technology—as

Tables 3, 4, and 5 show.

A. USER ACCESS CONTROL

Access control is not a static security technology, and its

usage can be changed depending on particular scenarios.

In video data security, access control can be defined as the

identification of users and the process of granting author-

ity to access video content. In the video field, requiring

authorization means that only users with proper authority are

able to view the original data including identification infor-

mation [23]. Knowledge-based, possession-based, biometric-

based, location-based, and hybrid authentication models exist

for user identification [24]. Each authentication model can be

combined with other models to conduct two- and multi-factor

authentication

In this study, we examined various access control models

for authorization. The selected literature reviewed herein

features access control models for specific situations and sce-

narios using basic access control models such as discretional

access control (DAC), mandatory access control (MAC),

role-based access control (RBAC), organization-based

access control (OrBAC), and attribute-based access control

(ABAC) [25]. Policy-based, token-based, and hybrid models

also exist as reference architectures.

We devoted great effort to locating video research focused

on intelligent access control in various journals and search

engines based on this study’s search strategy. However, that

area of research was not as advanced as other research areas.

For example, we were only able to review a small number of

studies on intelligent authentication schemes related to video
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FIGURE 2. Taxonomy of the video data security.
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FIGURE 3. The model of user access control in video data security.

FIGURE 4. Overview of the video data encryption [P5].

data security as shown in Fig.3. Unfortunately, we did not find

any research specifically on intelligent authorization schemes

for video data security. Accordingly, this research area has

to be investigated as an open challenge in order to establish

a secure video data security environment. This challenge is

further discussed in Section III-A.2 and IV.

1) AUTHENTICATION

Jinsu. K et al. [P1] proposed access control based on

video surveillance combined with a face recognition system

FIGURE 5. Visual security models in video data security.

through machine learning and radio frequency identification

(RFID). The reason for devising two-factor authentication

technology in this study is due to inaccurate recognition
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TABLE 3. Research area of intelligent user access control in video data security.

FIGURE 6. Block diagram for describing embedding watermarks
scheme [P13].

rates and the issue of the RFID tag being violated by a

harsh environment. Although face recognition technology has

achieved more accurate recognition rates than ever before

thanks to machine learning and deep learning, 100% recog-

nition accuracy is impossible due to elements that interfere

with recognition such as video quality, weather, poses, facial

expressions, and hairdos. In addition, RFID-based authen-

tication enables authentication even in harsh environments

with low resolution.

Shen. J. et al. [P2] proposed a situation-aware mobile web

middleware that provides convenient access to video taken in

public places. This system also promises security and protects

privacy through mobile terminals in public places, and it

inspired the development of a context-awaremobile webmid-

dleware system based on near-field communication (NFC)

that is expected to tackle the privacy issue. The present study

addresses two security challenges by introducing the use

of architecture in multiple contexts, unlike the prior study.

The first is that middleware with context-awareness, privacy-

awareness, and a security scheme makes it safe to access

surveillance cameras placed in public infrastructure based

on a lightweight web runtime on mobile devices. It also

provides an interoperable and platform-independent solution.

The second is that the researchers’ proposal for accessing

cameras is more comfortable and secure, which leads to a

reduction in the system’s awareness responsibility using NFC

and the service layer of the NFC stack.

2) THE CHALLENGES OF USER ACCESS CONTROL

As shown in Table 3, we represented the research areas

of those studies by in-depth analysis of the selected stud-

ies. In addition, we analyzed the challenges for each study.

However, there are still open challenges to be addressed.

Hence, we mention and explore challenges that were not

presented in the abovementioned study. As the use of video

surveillance increases in public infrastructures, such as smart

cities and airports, access control to determine which users

can access video content is becoming increasingly important.

To tackle this problem, we have to consider the purpose of

video surveillance, which is typically used to record spe-

cific events, crimes, or accidents [26]. Video surveillance has

some disadvantages for access control such as minimizing

the exposure of object information and quickly determining

a specific situation. Anomaly detection can be one of the

approaches to access control.

Anomaly detection is that an object’s abnormal behavior

captured on video can be judged stochastically, depending on

whether the event setting recognizes the behavior as normal

or abnormal [27]. Anomaly detection may be effective in
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TABLE 4. Research area of intelligent visual security in video data security.

privacy protection by excluding scenes that are not detected

in the pre-set event as well as by applyingmethods such as the

blurring and masking of objects exhibiting normal behavior.

This effect seems to be represented for visual security, but

it is also related to access control in that it extracts only

the information necessary for the user and conducts secu-

rity for unnecessary information. However, there are some

challenges in anomaly detection that related studies have

explored for a long time. First, most anomaly detection is

dependent on machine-learning technology for training to

identify abnormal behavior, but there is not enough anomaly

video data for effective training [28]. Second, it is difficult

to define anomalies when two or more objects interact. For

example, it may be difficult to distinguish between a soccer

player who is trying to steal a ball from another player and a

robber who is taking something from another person. This is

because computers are trained using features extracted from

frames. Third, although object detection has been signifi-

cantly studied, detected objects cannot always be completely

identified. An object should be identified to detect abnormal

behavior, but detection itself is difficult. This is because, if the

target object is mostly rigid, it should handle all possible vari-

ations through tractable computations [29]. In this section,

we proposed anomaly detection as a countermeasure to point

out and cope with the challenges that access control in the

video domain will address in the future. Moreover, we men-

tioned that anomaly detection is closely related to access

control, it can also be a countermeasure to visual security.

Although the proposed countermeasure could be a response

to other challenges, we believe it is more closely related to

access control. Therefore, Section III-B.3 does not make any

additional mention of anomaly detection as a countermeasure

to visual security.

B. VISUAL SECURITY

Visual security is a technology to protect the confidentiality

of video data from unauthorized users. Fig. 4 shows the latest

trend in video data encryption. Video data encryption can be

further classified into two methods: performing compression

and encryption simultaneously and performing compression

and encryption separately.When compression and encryption

occur simultaneously, encryption is conducted after transfor-

mation, after quantization, and within entropy coding. When

compression and encryption are performed independently,

they can be subdivided into pre-compression encryption and

post-compression encryption [30]. Video encryption types

include fully layered encryption, permutation-based encryp-

tion, selective encryption, and perceptual encryption [31].

Fully layered encryption encrypts all bytes in the entire

moving picture expert group stream using standard encryp-

tion schemes such as DES or AES, with the entire content

compressed first. Permutation-based encryption scrambles or

encrypts visual data using different permutation algorithms.

Algorithms for impairment visual perception include pure,
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TABLE 5. Research area of intelligent video data validation in video data security.

zig-zag, Huffman code word, compression logic-based ran-

dom, and correlation preserving. Selective encryption is use-

ful for real-time encryption because it selectively encrypts the

bytes within a video frame by reducing computational com-

plexity. In perceptual encryption, the quality of aural/visual

data is only partially degraded by encryption, which makes

it suitable for commercial video systems and on-demand

encryption.

The visual security method is similar to visual privacy

protection in that it protects visually identifiable privacy

from unauthorized users in the context of video data secu-

rity. Different types of visual security to protect the infor-

mation in images include intervention, blind vision, secure

processing, redaction, and data hiding [32]. Fig. 5 shows a

representative method for visual security. (a) is steganog-

raphy for image or frame, and (b) is an intelligent visual

security method using machine learning. The intervention

creates an anti-capture domain to prevent capturing scenes

that feature private information from unauthorized users,

and it is conducted by intervening with physical devices.

Blind vision refers to the processing of images or videos as

anonymous, and it can be applied using secure multi-party

computation (SMC) technology. The aim of secure process-

ing is to anonymously process video or images in order to

protect individuals’ privacy using technologies other than

SMC. Redaction is a method of protecting a subject’s pri-

vacy by modifying sensitive areas of an image or video

through techniques such as image filtering, video and image

encryption, face de-identification, object/people removal, and

visual abstraction/object replacement. Finally, data hiding is

employed to protect privacy by overwriting a fake image over

the original image through approaches such as covert chan-

nels, steganography, anonymity, and copyright marking. The

subsections in this study focus mainly on redaction and data

hiding because these methods can be more easily combined

with intelligent security technologies.

1) ENCRYPTION

Fu. Y. et al. [P3] considered an encryption method based on

reversible data hiding (RDH) to protect the confidentiality

of multimedia data in a cloud environment. They stated that

reversible data hiding in the encrypted image (RDHEI) can

be applied to image processing to ensure privacy and secure

cloud computing based on the RDH method, which utilizes

the compressibility of natural images. The proposed scheme

was able to achieve satisfactory rate-distortion performance

and a reasonable embedding rate. In this scheme, source

images are masked by applying stream encryption. Then,

in order to make room for the data, the most significant
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bits (MSB) layer of the embeddable block is adaptively com-

pressed according to the MSB’s frequency of occurrence.

This enables the embedding of additional data in the MSB

layer.

Song. Y. et al. [P4] argued that the effectiveness of

encryption for real-time video data security has not been

fully considered. Accordingly, the researchers proposed

a chaotic selective encryption scheme (CSES) based on

context-adaptive binary arithmetic coding (CABAC) of

H.264 / advanced video coding (H.264 / AVC). Sensitive

objects are identified based on CABAC’s syntax element

analysis to meet the requirements of real-time encryption.

Then, two encryption methods are presented in CSES, com-

bined with two chaos-based keystream generators (KSGs) for

efficient encryption of identified objects. However, as various

binarization methods affect performance in high-efficiency

video coding (HEVC), it is necessary to continuously

research the characteristics of the syntax element selected in

HEVC’s CABAC in order to design an efficient encryption

scheme.

Thiyagarajan. K. et al. [P5] pointed out that HEVC, which

is the latest video coding standard used for video com-

pression, can make encryption less efficient when applied

to energy-constrained environments such as the internet of

multimedia things (IoMT). Although HEVC is capable of

encrypting certain syntax elements in a video stream and

reduce computational complexity by decreasing the over-

head of bitrates, it is not suitable for energy-constrained

systems because it increases the overall computational cost

due to integrated encryption and compression. In order to

tackle this issue, the study discussed here proposed an

energy-aware HEVC encryption scheme that can be applied

in an energy-constrained environment with reference to

related literature. The proposed scheme identifies syntax

elements that will be encrypted according to the structure,

texture, and motion in each frame of a video. As a result, the

study’s researchers demonstrated that the proposed scheme

can be effectively applied to energy-constrained environ-

ments by reducing the encryption overhead.

Amani. H. R. et al. [P6] argued that traditional encryption

techniques (e.g., DES, IDES, AES, DNA-based encryption)

used for digital image security are not sufficiently secure.

However, the researchers suggested that the chaos system is

appropriate because it features a variety of important char-

acteristics for encryption such as high sensitivity to initial

conditions, certainty, and ergodicity. In particular, the study

in question proposed a scheme using a DNA sequence and

hyper-chaotic dynamics in the adaptive encoding of color

images. The researchers also analyzed and cited many studies

related to the hyper-chaos system and DNA encoding in order

to describe their proposed scheme in detail. The main chal-

lenge with this model is that pixel logic arrays are removed

using Arnold’s cat map. Moreover, scrambled images are

combined with Chen’s chaotic system, DNA sequences, and

the proposed adaptive method to increase the complexity of

the encryption algorithm.

Although most cloud services provide visual security for

privacy, Guo. J. et al. [P10] pointed out that these ser-

vices tend to focus on parameter estimation and anomaly

detection in an encrypted video bitstream. To address this

problem, the study investigated encrypted bitstream focusing

on parameter estimation and anomaly detection. The effec-

tiveness and feasibility of conventional anomaly detection

schemes usually depend on the available pixel values or

bitstream parameters, but the anomaly detection of privacy

is excluded. Since input data and/or parameters are unavail-

able, it is challenging to design a practical privacy-preserving

anomaly detection scheme. Therefore, the researchers pro-

posed a method combining macroblock sizes, macroblock

partitions, and motion vector difference magnitude to omit

video decryption, full compression/decompression, and an

interactive protocol because the video process can become

quite complex if an encryption tool is used. The proposed

scheme is compatible with different video encryption meth-

ods, and it was implemented in a parallel structure to accel-

erate the running time.

Jiang. R. et al. [P12] pointed to scrambling as a promi-

nent technique for preserving privacy because it is rel-

atively harder to decrypt than full encryption. However,

the researchers also highlighted an issue with scram-

bling; namely, that chaotic signal processing approaches are

required for face recognition in scrambling domains. This is

because face models turn into chaotic signals after scram-

bling. The study discussed here focused on the challenges of

face recognition, using existing data-based face recognition

algorithms to alleviate them. Moreover, the study proposed

a new ensemble approach featuring many kernels random

discriminant analysis (MK-RDA) to detect differential pat-

terns from chaotic signals. The researchers also combined

the salience-aware strategy proposed ensemble technique to

pattern the protruding areas. First, the training set is trans-

ferred to the training procedure and the offline procedure

learns its semantic salience map. Then, the database is scram-

bled, and the feature space becomes reconstructed based on

semantic salience by multiplying salient features. After that,

random sampling is applied to select the features sparsely and

construct the kernel that is allowed. Discriminant analysis

is used to learn a kernel subspace for each kernel. Finally,

the scrambled dataset is tested, the input dataset is projected

into each kernel subspace, and the distance to each training

sample is computed.

The key challenge of selective visual privacy protection

is identifying whether a particular individual belongs to a

privacy group. Ying. L [P14] proposed a visual privacy pro-

tection system that best matches the abovementioned infor-

mation using iris patterns to address privacy problems caused

by the widespread use of surveillance cameras. The study

also proposed an anonymous subject identi?cation proce-

dure to protect personal information from unidentified indi-

viduals. This approach guarantees privacy by determining

whether there is a clear match with an iris probe signal

or not.
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2) PROTECTION METHOD

Hosam. O. et al. [P7] have referred to steganography as

a technique that can be used to safely hide data includ-

ing images and videos. This study, based on Wu and

Tsai [33], proposed a PVD (pixel value differencing) method

for embedding security data in digital images. The PVD

steganography algorithm embeds data in an image based

on pixel adjacency differences. The image is divided into

3×3 blocks, and the difference between the pixel’s minimum

and maximum values is adjusted to distribute the security

data featured in an image. Secure data is embedded in the

image’s content area through edge and intensity transitions,

and a textured image provides a higher embedding size than

a normal image.

Duan. X. et al. [P8] stated that although multimedia infor-

mation (such as text and images) can be quickly shared

over a network, this poses a number of security risks. Thus,

steganography is a basic algorithm suitable for hiding infor-

mation that can reveal more complex statistical features using

the simplest algorithms such as LSB to HUGO, SUNIWARD,

andWOW. Recently, steganalysis features have becomemore

complex and high-dimensional in order to compete with

more advanced adaptive steganography. To this end, recent

steganography-related studies have analyzed the high-order

statistical characteristics of steganalysis based on complex

correlation modeling in the image domain. Accordingly,

in the research described here, a neural network was intro-

duced to hide image information. Moreover, a WGAN-GP

model was implemented and used to conduct experiments.

Traditionally, data is hidden by passing the payload based

on a quantized discrete cosine transform (QDCT). How-

ever, QDCT coefficients have the disadvantage of caus-

ing intra-frame and inter-frame distortion drift because they

expose video frames’ texture and motion characteristics.

In order to avoid visual artifacts and to maintain an adequate

bitrate, frame distortions should be considered. With this in

mind, Chen. Y. et al. [P9] proposed an adaptive data hiding

scheme based on cost assignment and the syndrome-trellis

code (STC) in which a cost assignment function is con-

structed based on video sequence features such as texture

characteristics, motion properties, and frame position. Specif-

ically, the proposed scheme considered intra-frame changes

and intra-frame distortion drift, for which frames’ texture and

motion changes can be measured. Finally, they used STC to

embed data by minimizing overall distortion.

This study employed the OpenFace approach proposed in

the previous study [34] to recognize personal information

and explain bottom-up ecosystem configuration focused on

real-time video analysis for visual privacy. Wang. J. et al.

[P11] attempted to apply high-performance techniques such

as high processing speed and high accuracy to DeepFace and

FaceNet based on OpenFace. OpenFace can be combined

with interframe tracking to implement RTFace, a privacy pro-

tection system that provides low privacy leak rates. RTFace

is a mechanism for denaturing video streams that selectively

blurs human faces based on specific policies. This approach

enables the management of privacy during real-time video

analysis while providing a secure method for handling ret-

rospective policy exceptions. However, long-standing chal-

lenges remain. For instance, there are issues in recognizing

human faces when disease, aging, or facial alteration are

present. Faces can be transformed through makeup, facial

expressions, and styling. Moreover, it is impossible to recog-

nize a large number of faces at the same time in the real-time

environment targeted by this study.

Brkic. K. et al. [P13] argued that the observer in public

places where surveillance takes place may need to selectively

access objects via particular scenes or authority regarding

a particular event. To this end, the study proposed a com-

puter vision-based automatic de-identification pipeline. This

scheme is able to protect an object’s identifying information

by obfuscating appearance while maintaining the naturalness

and utility of unidentified data. This method is unable to

obtain accurate identifying information (e.g., hair, skin color,

clothing, etc); however, shapes can be distinguished using

the blur technique. The study’s research was conducted in a

video surveillance environment using the improved GrabCut

algorithm to only extract pedestrians. Then, objects can be

rendered in a different style by employing the neural art

algorithm, which uses the responses of a deep neural network

that alter the appearance of the segmented object.

3) THE CHALLENGES OF VISUAL SECURITY

The use of video surveillance in public infrastructure is

steadily increasing, increasing the amount of data collected.

To manage collected video data, various methods such as

compression and disposal have been proposed. However,

it isn’t easy to securely manage vast amounts of collected

data. As shown in Table 4, we analyzed the studies that

deal with intelligent security technologies on video data, but

open challenges remain. In this study, we analyzed not only

video but also studies on intelligent visual security focusing

on images, but the number of studies that only considered

video is rare. Like steganography, it has a relevance to visual

security, but I can’t answer some of the items in Table 4

(i.e., encryption moment, encryption method) because it also

includes studies that are relatively less relevant to encryption.

When considering the purpose of video surveillance, par-

ticular video scenes required by users are likely to contain

specific events or accidents, and users typically expect these

scenes to be compact. Synopsis technology can reduce the

burden of visual security processing by representing an origi-

nal video scene compactly. Furthermore, this approach can

bypass security issues associated with privacy and access

control when combined with anomaly detection because only

a video’s detected objects will be represented compactly.

Although video synopsis is an effective technology for rep-

resenting objects and storing video data, it may not be suit-

able for complex situations. This is because synopsis heavily

depends on the pre-processing results of foreground seg-

mentation and multiple object tracking, and pre-processing

techniques usually result in poor performance in crowded
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scenes [35]. In other words, this implies that object col-

lision [36] and the optimization process [37] need to be

improved.

While the foregoing was referring to a capacitive chal-

lenge, the challenge covered below is caused by video

technology development. As video technology develops,

the video information collected clearly identifies a lot of

personal information (e.g., race, gender). Although video

surveillance in public places is generally accepted because

there is no expectation of privacy, rapid improvements in

surveillance systems have made it possible for video surveil-

lance to capture information that exceeds existing expecta-

tions [38]. Accordingly, to increase the efficiency of visual

security, we should prefer partial encryption of critical areas

rather than overall encryption of the video. However, there

are still challenges of object detection and identification.

Although many studies have been conducted on object detec-

tion, prior research has not figured out how to identify sen-

sitive information through high-performance methods. There

are several challenges to improving the performance of object

detection, including:
• Dual priorities: In order to detect an object, we should

classify the image object in addition to locating the

object.

• Real-time detection speed: Quick decisions are often

needed depending on the situation. It is necessary to

accurately classify and localize the objects that should

be detected and process them in real time.

• Multiple spatial scales and aspect ratios:When many

objects exist, they cannot be expressed individually.

Thus, we should be able to represent the objects of

interest with the appropriate size and aspect ratio.

• Limited data: There are currently fewer annotations

available for object detection compared to classes for

object images.

• Class imbalance: Class imbalance is a hindrance to

classifying objects. At this time, everything except the

main object in the image can be recognized as the

background.

C. VIDEO DATA VALIDATION

Video data validation is a technology to protect integrity

through verification of forgery and modulation of video data.

Fig. 6 is the latest trend to verify the integrity of video data.

There are inter-frame-based and intra-frame-based methods

for video forgery. Depending on the forgery method, the

passive-based approach or the active-based approach [39]

should be selected for the video forgery detection method.

In the case of the active approach, digital video undergoes

some pre-processing like watermark insertion, digital sig-

natures, etc., which would degrade the video’s performance

to a certain extent at the time of creating the video. If the

video is forged, then recovery of the watermark or signature

would not be possible, and its identification will result in

tampering detection. The active approach cannot be used in

scenarios with no pre- processing insertions (i.e., watermark

or signature absent). On the other hand, the passive approach

works on the basic assumption that video contains naturally

occurring properties or inherent fingerprints unique to it due

to different video imaging devices and their characteristics.

If the video is not forged, then the given video’s underly-

ing statistical correlations remain consistent after some post-

processing operations. Before and after video acquisition,

identifying the difference, which may be a malicious or non-

malicious alteration, is the main task of various detection

methodologies. In most cases, passive forensics can be con-

verted to a problem of pattern recognition.

Inter-frame forgery affects video frame sequences and

includes specific types of forgery such as frame removal,

insertion, and copying [40]. Techniques for detecting

forgeries include sensor artifacts, double compression,

motion and brightness features, and pixel-level analy-

sis. Intra-frame forgery refers to the modification of

content—such as copy-paste and upscale-crop—in a video’s

individual frames. Techniques for copy-move forgery detec-

tion include pixel-similarity analysis and object and motion

features. These forgery methods induce spatial, temporal, and

spatio-temporal tempering [41]. In the subsections below,

we present our analysis of studies incorporating intelligent

security in video data encryption and video forgery modula-

tion detection.

Chakravarthy. S. et al. [P15] claimed that images contain-

ing sensitive information should be watermarked to detect

ownership verification and tampering. In particular, related

works focused mainly on robustness and imperceptibility,

which are critical factors in watermarking technology. How-

ever, a few issues remain. For instance, a complication arises

when an intruder is prevented from obtaining a watermark

signal from a watermarked image because this can expose

future point-to-point correspondences. The proposed scheme

for tamper detection combines various methods such as inte-

ger wavelet transform (IWT), singular value decomposition

(SVD), and Fibonacci Lucas transform (FLT) to improve

the security of a watermarking scheme where there is fewer

data to exchange before each transaction. Moreover, this

model is optimized through heuristics and metaheuristics and

employs the sine cosine algorithm (SCA) to achieve a trade-

off between robustness and imperceptibility. The researchers

also built an artificial neural network (ANN) to assume attack

types and show image quality metrics using peak signal-

to-noise ratio (PSNR), structured similarity (SSIM), and cor-

relation coefficient.

As a method for detecting face manipulation,

Dang. L. M et al. [P16] proposed a framework to detect

deep learning-basedmanipulated face images, diverging from

existing studies that rely on traditional manuals. Although

some problems exist with this method—such as the lack

of training data and poor performance—they can be solved

by employing ensemble techniques that increase the fre-

quency of minority layers. Such techniques include under-

sampling and oversampling. The proposed manipulated

face (MANFA) is a convolutional neural network (CNN)
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model for identifying manipulated face images. This model

extracts abstract features from the manipulation regions

and eliminates dataset imbalances through adaptive boost-

ing (AdaBoost) and extreme gradient boosting (XGBoost).

Feng. C. et al. [P17] pointed to the existence of numer-

ous digital watermarking studies focused on detecting image

tampering; however, these studies require special techniques

or equipment to detect tampering. In contrast, digital foren-

sics explores the intrinsic features of a particular media

rather than using prebuilt ones. The study discussed here

explored frame deletion forgery detection. Detectionmethods

are usually classified into side effects detection by frame

deletion in compressed images and detection using the dif-

ference between frame deletion point (FDP) and the ref-

erence frame. However, the methods presented in existing

studies do not apply to image sequences with variable motion

intensities. Moreover, the effects of interference frames have

not been considered. Therefore, to alleviate this problem,

Feng. C. et al. developed an assistant tool based on frame

motion residuals to identify the FDP.

Watermarking, a technique for preventing digital image

manipulation, often causes deterioration of the host image.

To tackle this challenge, Rangel-Espinoza. K. et al. [P18]

proposed a scheme based on removable visible watermarking

systems. The researchers considered the transparency and

visibility of visible watermarks and the quality of images

after removing visible watermarks. In other words, their

study proposed a removable visible watermarking system

based on dual watermark technology and blind removal.

The cosine discrete transform (DCT) was used to generate

watermarks taking into account the texture and luminance

characteristics of watermarks and host images. In addition,

QIM-DM (Quantization Index Modulation-Dither Modula-

tion) technology is used to prevent illegal watermark removal.

In sum, the proposed scheme can obtain a high-quality host

image when the correct key is used; however, the use of

the wrong key severely distorts the image. Similar studies

have proposed adaptive watermarking for detecting forgery

including region-adaptive semi-fragile dual watermarking

[P19], image-adaptive watermarking [P20], and adaptive

blind image watermarking [P21].

Copy-move forgery refers to the pasting of an area of a par-

ticular image onto another area of the same image. This type

of forgery is not easy to detect because it is performed on the

same image and image properties such as noise components

and colored text in the paste area are compatible. Accord-

ingly, Bi. X. et al. [P22] proposed adaptive over-segmentation

and feature point matching (ASFPM) by integrating both

features. Research on copy-move forgery detection has been

conducted in the past few years, and the main issue revolves

around the block-based function and key point-based function

for detecting forgery. Block-based algorithms divide the host

image into blocks and extract block functions, while key

point-based algorithms ensure geometric transformations’

robustness and selectively extract matching key point func-

tions. The proposed adaptive over-segmentation and feature

point matching (ASFPM) works by integrating both fea-

tures. The proposed scheme generates multiple scales by

dividing the patch into blocks through the block-based func-

tion and applying the scale-invariant feature transform to

extract the function points from all the patches. An adaptive

patch-matching algorithm is proposed to find a match that

represents a suspected forged region at each scale. Then,

the key point-based feature is used to detect and generate

suspicious scales.

1) THE CHALLENGES OF VIDEO DATA VALIDATYION

As shown in Table 5, we analyzed studies related to video

data validation. However, challenges, including technical

challenges for video data validation, remain. Although this

section analyzes video data validation studies, including

images, the method to verify video forgery is not the same

as the method to verify video forgery. In particular, a subtle

difference exists between the semantic of a digital data and

the authenticity of digital evidence, some methods are only

used to detect simple distortion but cannot be used in detect-

ing complex ones [42]. In other words, compressed videos are

a serious challenge to their method because noise correlation

is not a reliable feature in a compressed video. The task of

noise residue extraction still is a complex one.

In the aspect of technique, there are three major challenges

in watermarking for video forgery verification [43]. First,

there are many non-hostile video processings, which are

likely to alter the watermark signal. These are photometric

attacks, spatial resynchronization, temporal resynchroniza-

tion, and video editing that gather all attacks that modify

the pixel values of a frame caused by extensive video pro-

cessing. Second, resilience to collusion is much more critical

in the context of the video. Collusion refers to a set of

malicious users who merge other watermark data to create

unwatermarked data. Collusion type is classified as a case

where the same watermark contains different data or if the

same data contains different watermarks. Third, real-time is

often a requirement for digital video watermarking. When

considering real-time, the watermarking algorithm designed

by Philips Research could be often considered as a reference.

IV. OPEN CHALLENGES OF VIDEO DATA SECURITY IN

PUBLIC INFRASTRUCTURE

In the present study, we have analyzed research on intelligent

video data security and also discussed concerns about remain-

ing challenges in order to suggest future research directions.

In particular, recent video surveillance has exposed many

threats as both the size of the software stack and the open-

ness of the network infrastructure increase [4]. Accordingly,

the American Civil Liberties Union [44] has emphasized

specific issues of surveillance in public infrastructure (ACLU

2020) as follows:
• There is not enough proof regarding the effects of

video surveillance: The recent increase in safety con-

cerns has justified the strengthening of video surveil-

lance. However, for some crimes, video surveillance has
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FIGURE 7. User access control approaches for video data security in public infrastructure.

not functioned properly, and the indiscriminate expan-

sion of such systems could improperly waste state bud-

gets. On the basis of this allegation, some sociologists

have said that it is difficult to characterize the correlation

between video surveillance and crimes in public places.

Moreover, technical experts in the U.S. government have

pointed out that video screen monitoring is typically

allotted a timeframe of under 20 minutes.

• Video data prone to abuse: As mentioned earlier,

video data now contains more information than we

previously thought. This information can be abused in

five different ways: criminal abuse, institutional abuse,

abuse for personal purposes, discriminatory targeting,

and voyeurism.

• The lack of limits or controls on camera use: The

rapid development of camera-related technologies has

made it possible to have access to many devices with

desired performance. However, there are no clear bound-

aries defining cameras’ functions depending on location.

How should we map the performance and function of

specific locations and cameras?

Although the challenges mentioned above have been fully

considered in Section III of the present study, this section

analyzes the inherent challenges of video data security that

should be considered when video surveillance is used in

public infrastructure locations. First, we should consider the

absence of intelligent access control research in the video

domain (mentioned earlier in Section III). When searching

for relevant literature using our proposed search strategy,

we located studies on general access control for multimedia

and domain security. These studies did not address intelligent

security technology. However, we devised a method of intel-

ligent access control in public infrastructure with reference

to [P1, P2], as Fig. 7 shows. The referenced study [45]

systematically reviewed research related to biometrics-based

one-factor and two-factor authentication, classifying and ana-

lyzing classic research methods. Mondal and Bours et al. [46]

proposed a keystroke, an intelligent authentication method

based on the pairwise user coupling technique. Ma et al. [47]

proposed a scalable media access control (SMAC) system

that takes into account the complex and diverse social rela-

tionships of social network users to protect their personal

information in large-scale sharing systems. Additionally,

Yang et al. [48] proposed a time-domain attribute-based

access control (TAAC) as a way to safely share the contents

of a large-scale sharing system. Based on [P2] and a com-

bination of the above studies, Fig. 7 presents an intelligent

access control method that can safely share large-scale video

data in public infrastructure. The overview of the scenario is

as follows.
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FIGURE 8. Open challenges of video data security in public infrastructure.

1. In order to catch an ‘‘Abnormal object’’ such as sex-

ual harassment in public infrastructure, ‘‘Police offi-

cer A,’’ a video information requester, sends a request

to view video information to ‘‘Camera 1,’’ a surveil-

lance camera.

2. ‘‘Camera 1’’delivers a request to view video informa-

tion from ‘‘Police officer A’’ to the cloud system.

3. The cloud system generates an encryption key to use for

video information encryption, puts it in a digital enve-

lope, and delivers it to the IoT devices of ‘‘Camera 1’’

and ‘‘Police officer A.’’

4. Camera 1’’ opens the electronic envelope, decrypts the

video information with the encryption key received

from the cloud system, and extracts the synopsis video

of the ‘‘Abnormal object.’’

5. ‘‘Camera 1’’ allows ‘‘Police officer A’’ to perform

authentication for viewing video information to the

cloud system through an IoT device and encrypts and

delivers the extracted synopsis video.

6. ‘‘Police officer A’’ attempts to decrypt the synopsis

image through biometric authentication factors such as

iris, fingerprint, and voice of IoT devices.

7. In the case of ‘‘Police officer A’’ equipped with

an appropriate authentication factor, it is possible to

track the ‘‘Abnormal object’’ by viewing the video

information.

8. Even if the ‘‘Abnormal object’’ flees with ‘‘Camera 2,’’

the ‘‘Police officer B’’ can continue to grasp the escape

route through the above authentication process.

In addition to intelligent user access control technol-

ogy, a cloud system capable of storing a large amount of

video information, synopsis technology is required to meet

the above detailed analysis of existing studies and further

research on evaluation and performance should be conducted.

Fig. 8 is also one of the examples to illustrate the chal-

lenges of video data security in public infrastructure. Pub-

lic infrastructure has increased the demand for intelligent

video surveillance systems that integrate surveillance devices

through the web to continuously create safe public envi-

ronments [49]. However, the source such as manufacturer,

operation system of video surveillance system devices can

change. Even if demand comes from the same source, it can

exhibit heterogeneity with previous devices owing to devices’

evolution or changes to improve performance. In other words,

it can be difficult to share information between existing

devices and newly distributed devices due to this heterogene-

ity. To address this challenge, heterogeneous devices require

specialized architecture whereby a centralized management

server (CMS) and the client handle various types of media

encoding and connection protocols [50]. Furthermore, vari-

ous standards have been established to tackle interoperability

challenges, while emerging research on interoperability has

been conducted [51].

However, further research should be done on interoperabil-

ity security to solve a number of challenges. For example,

as Fig. 8 shows, sharing information between cameras is a

limit to tracking the criminal with one camera, so it is nec-

essary to be able to identify specific hazards (e.g., terrorists,
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TABLE 6. Selected Studies.
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TABLE 6. (Continued.) Selected Studies.

thieves) on other cameras through quick sharing. However,

interoperability should also be considered for situations other

than these special circumstances. For instance, information

about normal people from zone R should not be shared in

zone P by Camera A. This would concern not only visual

security issues but also access control issues. In this regard,

large numbers of cameras are often deployed in public infras-

tructure, meaning that there are vast amounts of informa-

tion that can be shared. Thus, security challenges such as

external access or connections with unauthorized cameras

should be considered. The main contents of scenario are as

follows.

Abnormal behavior detection and tracking

1. Theft crime occurred in the area controlled only by

‘‘Camera A.’’

2. ‘‘Camera A’’ detects and tracks an abnormal object (the

thief), extracts the synopsis video at the same time, and

delivers it to ‘‘Supervisor A.’’

3. ‘‘Camera A’’ continuously tracks the thief(T2) from

the occurrence of the incident (T1) to determine the

path of movement and transmits the thief’s features to

‘‘Camera B,’’ which collects video information on the

path the thief travelled.

4. ‘‘Camera B’’ identifies and verifies the object based on

the thief’s features delivered from ’’Camera A.’’

5. ‘‘Camera B’’ detects and tracks thieves, extracts

synopsis video in real-time, and delivers them to

‘‘Supervisor B.’’

Risk recognition and re-identification

1. ‘‘Camera A’’ recognizes risk factors (e.g., terrorists,

wanted offenders, persons in possession of abnormal

objects) that exist in ‘‘AREA C.’’

2. ‘‘Camera A’’ detects risk and extracts a video syn-

opsis that contains the risk factors and delivered to

‘‘Supervisor A.’’

3. ‘‘Camera A’’ extracts the features of the detected risk

and shares it in real-time with the camera (Camera B)

that controls ‘‘AREA C’’ in common.

4. ‘‘Camera B’’ identifies and verifies the object based on

the risk factor features received.

5. ‘‘Camera B’’ extracts a video synopsis that is

containing detected risk factor and delivers it to

‘‘Supervisor B.’’

In addition to the aforementioned events, the proposed

scenario considers countermeasures for complex threats,

including network and physical abnormal access security.

Identification, and recognition technology for risk factors,

re-identification technology that can identify the same entity,

tracking technology for continuous observation of objects,

abnormal behavior detection technology that can identify

anomaly things, real-time sharing technology for real-time

context information sharing, access control technology that

allows only authenticated and authorized users to view the

video, and video synopsis technology capable of compacting

large amounts of video information are required to make up

the secure public infrastructure. As a future study, we will try
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to create a safe public infrastructure environment by apply-

ing intelligent video data security technologies to the actual

public infrastructure environment (i.e., smart city).

V. CONCLUSION

The purpose of this study was to analyze the current status

of video data security technology combined with intelligent

technology and to classify the research area dealing with

video data security. To this end, we attempted to cite reli-

able literature by adopting the SLR methodology because

feasibility is critical for survey-based studies such as this

one. We also designed a video data security taxonomy and

analyzed the literature that was collected literature via the

proposed search strategy. This taxonomy was obtained by

examining the diverse research areas of video data secu-

rity based on the proposed process rather than through the

results of analyzing the extracted literature. Based on our

knowledge, this study is the first to consider the diverse

aspects and challenges of video data security and to propose

a specific taxonomy. Moreover, almost no prior literature has

analyzed the trends of video data security technologies com-

bined with intelligent technology by locating and analyzing

relevant literature through a search strategy. In other words,

this study’s findings serve to clarify the research area of video

data security. Furthermore, we have clearly discussed the

open challenges of implementing video technology in public

infrastructure. In regard to future research, more detailed

taxonomies could be constructed with reference to this study.

Finally, we also hope that further studies will be done to

explore unaddressed video data security research areas.

APPENDIX

See Table 6.
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