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A calibrated tungsten source combined with a fiber optic was used to 
correct Raman spectra for instrumental response. With the placement 
of the fiber output at the Raman sample position, the product of through- 
put, collection efficiency, quantum efficiency, and sampled area could be 
assessed. This product is related to a spectrometer figure of merit, which 
provides a quantitative comparison of spectrometer sensitivity and sig- 
nal-to-noise ratio. Four spectrometer configurations were compared to 
illustrate the approach. An additional feature of the white light calibra- 
tion is correction of relative Raman peak intensities. This issue is par- 
ticularly important due to the substantial differences between CCD quan- 
tum efficiency curves and those of photomultipliers or intensified 
photodiode arrays. 
Index Headings: Raman; Multichannel; CCD; Array detectors; Cali- 
bration. 

INTRODUCTION 

The widespread use of array detectors in Raman spec- 
troscopy started with vidicons and diode arrays ~,2 and 
continued with charge-coupled devices (CCDs)2 -6 The 
merits of multichannel detectors for dispersive Raman 
spectroscopy have been discussed on several occa- 
sions. 7-12 Array detectors have yielded major improve- 
ments in signal-to-noise ratio (SNR) or decreased mea- 
surement time or both, and in many cases permit 
observations which were not possible with single-channel 
photomultiplier (PMT) spectrometers. The use of silicon 
as the photosensitive element in CCDs permits operation 
in the NIR region with 632-830 nm lasers, thus reducing 
fluorescence interference2 ,1~-17 In addition, cooled CCDs 
can exhibit very low background signals, often <0.1 e - /  
min, so that  dark and readout noise are insignificant in 
comparison with sample shot noise. The advantages of 
sensitivity, NIR operation, low noise, and multichannel 
operation have made CCD Raman spectrometers very 
attractive when compared to scanning PMT systems. In 
addition, the operation of multichannel CCD systems in 
the shot noise limit often leads to significantly lower 
detection limits than FT-Raman, often at quite low laser 
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powers. There is every indication that  CCD Raman spec- 
trometry will become a routine alternative to FT-Raman 
and single-channel techniques. 

Raman spectroscopy with multichannel CCD detec- 
tors brings with it several issues of calibration and in- 
strumental technique. First, wavelength accuracy is usu- 
ally poorer than that  for FT or scanning systems, due to 
variable detector position and nonlinearity across a wide 
(2.5-cm) flat field, so that  the Raman shift scale must be 
calibrated. 1s,19 Second, each detection element of a CCD 
is generally smaller than that of a PMT, but larger than 
a diode array element. Although this consideration re- 
sults in some loss of collection efficiency and often affects 
spectrometer design, it is compensated for by the mul- 
tichannel advantageY Third, the quantum efficiency curve 
(Q) for a silicon CCD is quite different from that for a 
typical PMT, leading to relative intensity changes which 
are significant but correctable. Fourth, CCDs are often 
used with laser rejection filters, which contribute to the 
instrument response function. 14,2° It is desirable to cali- 
brate the filter transmission, spectrograph throughput, 
and detector Q with a known continuum source. Fifth, 
collection efficiency depends on input optics, [ / ,  and de- 
tector area, which may be quite different for the single 
and triple spectrographs used with CCDs, in comparison 
to the double/PMT case. 7,12 Finally, the detector noise 
of a CCD is usually negligible in comparison with sample 
shot noise, allowing long integration times, in contrast 
to the use of a diode array or PMT. This fact modifies 
the signal-to-noise ratio equations and ultimately the 
experimental design. 

Design parameters for signal and SNR optimization 
have been considered in both recent 7,12,21-24 and older 2~-2s 
literature. Hamaguchi reviewed several issues of wave- 
length and sensitivity calibration for array detectors used 
in Raman, 19 and Shen et  al. have pointed out the im- 
portance of accurate wavelength calibration.lS Strommen 
and Nakamoto have reviewed several calibration pro- 
cedures which predate the use of CaDs. 29 Given the rapid 
evolution of CCD-based Raman spectrometers, it is im- 
portant to reconsider past treatments in light of tech- 
nological developments. 
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FIG. 1. (A) Generic Raman spectrometer upon which theoretical ex- 
pressions are developed, shown for the case of 90 ° light collection. (B) 
Representation of variables involved in quantifying Raman signal. 

The work reported herein was undertaken to illustrate 
and optimize the factors affecting performance of mul- 
tichannel CCD Raman spectrometers. After a theoretical 
discussion of the dependence of signal and SNR on var- 
ious experimental parameters, examples of several rel- 
evant spectral measurements are presented. In particu- 
lar, a standard white source was used to evaluate 
spectrograph throughput and collection efficiency and 
correct spectra for the instrument response function. The 
operations are illustrated for several CCD Raman spectra 
under a variety of experimental conditions. 

THEORY 

Before particular experimental issues are considered, 
theoretical expressions relating response to sample and 
spectrometer variables are necessary. The following 
treatment is a more specific and detailed version of that  
reviewed previously. 12 Any Raman experiment is char- 
acterized by a rather large number of experimental vari- 
ables, so that  it is difficult to derive a universally appli- 
cable expression for signal (S, photoelectrons) or SNR. 
Much of the difficulty arises from the need to map a two- 
or three-dimensional scattering volume onto a two-di- 
mensional detector, with intervening collection lenses, 
filters, and spectrographs. There are many parameters-- 
such as the size of the scattering volume relative to the 
slit, the linewidth of the Raman line relative to the spec- 
tral bandpass, the pixel width relative to the slit width, 
etc.--which vary from instrument to instrument and 
which have a profound effect on S or SNR. The present 
discussion is limited to dispersive Raman with one of 
several illumination and collection geometries. The ge- 
neric apparatus is that  of Fig. 1A, with collection optics, 
filters, spectrograph, and detector. The detector noise is 
assumed to be negligible in all cases, so that  the only 

noise source is shot noise from the sample, both analyte 
and background. Background is defined as any laser- 
derived light other than analyte Raman, and includes 
stray light, solvent Raman, and sample luminescence. 
Unless stated otherwise, the sample scattering overfills 
the spectrometer, meaning that  the image of the scat- 
tering volume at the entrance slit is larger than the slit 
itself, and the solid angle of scattering is larger than the 
solid angle collected. This arrangement maximizes the 
signal by using all the available detector or slit area. 
Fifth, the Raman scattering will be considered to be 
linear with laser power and isotropic. Although scatter- 
ing from polarized bands in liquids or most crystals is 
nonisotropic, the assumption avoids the dependence of 
cross section on geometry, and will be valid for liquids 
observed in backscattered geometry and many other 
common situations. If the cross section is considered non- 
isotropic, the effect is a variation in cross section with 
geometry, thus introducing an additional factor into the 
S and SNR expressions. Finally, we will assume that  the 
power density of the laser at the sample is constant both 
across the beam and along the propagation axis. This 
assumption precludes consideration of absorbing sam- 
ples in the present discussion, and ignores the Gaussian 
shape of the beam cross section. 

The instrument is conveniently divided into three dis- 
tinct components for purposes of relating S and SNR to 
instrumental parameters, s with reference to Fig. lB. First, 
the sample has a characteristic specific intensity, L, with 
units of photons s -1 cm -2 sr-L L is the total Raman 
scattering divided by the area of the scattering volume. 
L is governed by Eq. 1: 

dz 
L =  PD(~)aDaK (1) 

where PD = laser power density (photons s -1 cm-2); da/ 
d~ = analyte differential Raman cross section (cm 2 mol- 
ecule -~ sr-1); and D, = analyte number density (mole- 
cules cm -3 for liquids). The expression da/d~ will be 
denoted ~a henceforth for convenience. Note that  B, is 
integrated with respect to wavelength over the entire 
Raman linewidth, and therefore a Raman signal calcu- 
lated from/~ represents the integral of the signal over 
the Raman linewidth. K is a constant which will be de- 
fined later for different geometries. (See Table I for a 
complete listing of mathematical expressions.) 

The second general instrumental component is the col- 
lection optics and spectrograph. This system collects some 
solid angle f~ and some area AD from the scattering vol- 
ume. Note that  AD is the sample area actually collected 
by the spectrograph. It is usually the entrance slit image 
at the sample, perhaps demagnified from the actual slit 
area. For cases where the spectrometer is underfilled, AD 
is the area of the sample volume monitored by the 
spectrometer (e.g., the beam waist region). The photon 
flux • (photons s -~) leaving the spectrograph is given by 
Eq. 2: 

= LADT(X)~ (2) 

where: L = specific intensity at sample (photons s -~ cm -2 
sr-0;  AD = area of sample monitored by spectrograph-- 
usually the slit image (cm2); T(X) = transmission of spec- 
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trograph, collection optics, and filters (unitless); and fl 
= collection angle at the sample (sr). 

Note that the AD~ product (often called etendue) re- 
mains constant through the spectrograph and collection 
optics, even if magnification occurs. For a well-designed 
system, the ADf~ product is determined by the detector 
area and the spectrograph f / (wh ich  determines ~), pro- 
vided that the spectrograph is overfilled. The treatment 
thus far is analogous to that of Schrader et al. 22 for FT- 
Raman systems, and in both cases • is a product of L at 
the sample and spectrograph parameters AD9T. 

The third major component is the detector, whether 
single or multichannel. Considering single-channel per- 
formance for the moment, the Raman signal is given by 
Eq. 3: 

S (photoelectrons) = ~Q(x)t (3) 

where Q(X) = quantum efficiency (photoelectrons pho- 
ton-I); and t = measurement time (s). In the case of 
CCDs, the A/D output is easily converted to photo-elec- 
trons by a known gain factor. It is sometimes the case 
that the entrance slit is wider than a single CCD pixel; 
in this case, the A D in Eq. 2 is the pixel image at the 
sample and S is for each pixel. Alternatively, if AD is the 
slit image, then S is the sum of the electrons in the pixels 
contained within the slit image. In the unusual case that 
the slit image is narrower than the pixel, AD is determined 
by the slit. 

T h e  noise characteristics of the detector are not rel- 
evant to the magnitude of the signal and are usually 
negligible for a liquid nitrogen-cooled CCD. This prop- 
erty is a major advantage of CCDs over intensified diode 
arrays and PMTs, 4,12 particularly for weak signals. The 
multichannel advantage will be considered later, and the 
discussion thus far treats only one channel of a CCD 
array. Combination of Eqs. 1-3 yields: 

S = PDflADa~TQADKt. (4) 

Sampling Geometries. The relationship between the 
input laser beam and collection optics determines K. 
Functionally, K relates L to sample and laser parameters, 
via Eq. 5: 

L 
K = - -  (5) 

PDflaDa 

and is essentially the scattering volume divided by the 
scattering area. It is best appreciated by considering sev- 
eral common cases. 

Case 1: 90°Collection from Transparent Samples. For 
this case (see Fig. 2), L equals the total Raman scattering 
from the sampled volume divided by the area of the 
scattering cylinder: 

PDf~aD~Tra2d p ( )a  
L = 2aTrd - Dfl~D~ ~ (6) 

so K = a/2, and S is given by Eq. 4. Signal can also be 
expressed in terms of power (Po, photons s -I) rather than 
power density, yielding K = 1/27ra and: 

S = Pofl~D,flADTQt (7) 
2~ra 

TABLE I. List of symbols and units. 

a B e a m  rad ius  a t  sample,  cm 
AD Sample  area moni tored  by spect rograph,  cm 2 
AF Area of fiber end  moni to red  by spec t romete r  
ft. Cross sect ion of ana ly te  (often denoted  da/dfD, cm 2 mole- 

cule 1 st-1 
f18 Cross sect ion of background  process 
ft. Cross sect ion of a molecule on a surface, cm 2 molecule 1 

sr-1 
D° N u m b e r  dens i ty  of  analyte ,  molecules cm -3 
DB N u m b e r  dens i ty  of  background,  molecules cm 3 
DE N u m b e r  dens i ty  of  analyte  on a surface, molecules cm -2 
d Laser  pa th l eng th  moni to red  by spect rometer ,  cm 
Ark B a n d p a s s  of  spect rometer ,  n m  
F. Spec t romete r  figure of meri t ,  based on signal, sr cm 3 e -  

pho ton  -1 
FSNR Spec t romete r  figure of  meri t ,  based on SNR,  sr ~/2 cm ~/2 e 1/2 

photon-I/2 
I(k) I r radiance  of s t anda rd  source a t  100 cm, pho tons  s 1 cm -2 

a m  ' 
K Geometr ic  factor, usual ly  in cm 
L Specific in tens i ty  (often called radiance),  pho tons  s -~ cm -2 

sr-1 
LF Specifc in tens i ty  of  white l ight  fiber, pho tons  s ~ cm -2 sr -1 

n m - i  
Nc N u m b e r  of pixels along the  wavelength  axis of a CCD 
NR N u m b e r  of resolut ion e lements  for a given sp ec t ru m  

Collection angle of spect rometer ,  measu red  at  the  
sample ,  sr 

PD Laser  power densi ty ,  pho tons  s -~ cm -2 
Po Laser  power, pho tons  s - '  
,I~ P h o t o n  flux leaving spect rograph,  pho tons / s  
Q Detector  q u a n t u m  efficiency, photoelect rons  pho ton  -~ 
rF Rad ius  of  white l ight  fiber, cm 
r. Rad ius  of  fiber o u t p u t  cone a t  slit, cm 
S Signal  measu red  a t  CCD, electrons 
Ss(X) Spec t rum of s t anda rd  source a t  100 cm, e -  
S .... Spec t rum of a sample  corrected for i n s t rumen ta l  

response,  e 
Sob, Observed sample  spec t rum before correction, e -  
t M e a s u r e m e n t  t ime,  s 
T Spec t romete r  t ransmiss ion ,  uni t less  

Note that for Eq. 4, a smaller beam radius decreases the 
value of S, since a constant power density illuminates 
fewer scatterers. From Eq. 7, smaller beam radius in- 
creases the value of S, since the same power is illumi- 
nating a smaller region, increasing PD and L. For both 
cases recall that the spectrometer is overfilled. If the slit 
area were underfilled, Eq. 8 would result: 

S = Pol~,Dad~TQt (8) 
Ir 

For this case, the image of the slit at the sample is 
larger than the beam width, and AD equals 2ad. Provided 
that the slit is underfilled, laser beam radius does not 
affect S. 

Case 2: Scattering from a Surface. Slight modification 
of Eqs. 1 and 4 is required since the scatterer number 
density is now molecules cm -2. If D, = surface number 
density of scatterers, 

L = PoDsI~. (9) 

Note that K = 1. For an overfilled slit (Fig. 3A): 

S = PDfl~DsflADTQt. (10) 

Changes in the incidence angle of the laser will change 
Pp. For an underfilled slit and 180 ° geometry (Fig. 3B), 
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Case 1 

(~ ~ Spectrograph 

2a 

Laser 
FIG. 2. The 90 ° geometry, referred to as Case 1 in the text. The sampled 
volume is defined by a cylinder of diameter 2a and length d. 

the size of the focal spot has no effect on S, since AD = 
7ra2: 

S = Po3oDs~TQt. (11) 

Signal-to-Noise Ratio. As noted earlier, the dark noise 
and readout noise of a modern cooled CCD detector are 
usually much smaller than the sample shot noise. In 
addition, variations in laser intensity with time do not 
cause noise in the spectrum, since the entire spectral 
range is monitored simultaneously with an array detec- 
tor. Thus CCD Raman spectrometers generally yield a 
situation where the only noise source is sample shot noise 
from both analyte and background scatter. Background 
scattering is governed by relationships similar to those 
for analyte Raman (e.g., Eq. 4), except that  we will com- 
bine all background scatter (regardless of origin) into a 
single term with a cross section 3,  and number density 
DB. 

When the SNR is determined solely by analyte or 
background shot noise, it is relatively simple to predict 
how the SNR depends on experimental variables. The 
signal is taken as the mean peak height above the back- 
ground, and the noise is the square root of the total 
(analyte + background) signal. Applying this analysis to 
Eq. 4 yields: 

SNR = 3oDo 
(3aDo + 3BDB) 1/2(PD~ADTQtK)I/2" (12) 

Note that  the SNR is linear in 3aDa if background scat- 
tering dominates, while SNR is linear in (3oDo) 1/2 if back- 
ground scattering is negligible. 

A CCD array with Nc pixels along the wavelength axis 
provides a multichannel advantage relative to a scanning 
PMT system. The slit image might overlap more than 
one pixel, yielding NR resolution elements with NR --< Nc. 
A multichannel system can monitor each resolution el- 
ement NR times longer than a scanning instrument for 
the same total measurement time. Thus t in Eq. 12 is 
replaced with NRt, with NR = 1 for a PMT, and up to 
1152 or more for currently available CCDs: 

SNR = 3oD~ (3oD, + 3BDB) 1/2 (PD~ADTQKNRt) 1/2 (13) 

Case 2: 

A. Overfilled 

- - Laser 
i Spot 

Slit Image 

B. Underfilled 
L Laser 

Laser 
Spot 

FIG. 3. The 180 ° backscattering geometry applied to the solid surface, 
showing two limiting cases for the relative size of laser focus and slit 
image. 

Recall that  t is the measurement time for each resolution 
element of a single channel instrument, and NRt is the 
measurement time for each pixel of a multichannel sys- 
tem. The familiar NR 1/2 multichannel advantage is the 
SNR improvement for a multichannel system relative to 
a single channel provided that all else is equal (i.e., AD, 
Q, etc.). The CCD gain (ADU/photoelectron) does not 
affect the SNR provided that  it is constant and does not 
introduce quantization noise. 

A simple but useful modification of Eq. 4 provides a 
spectrometer figure of merit (Fs) which permits com- 
parisons of spectrometer sensitivity: 

S 
F~ = - -  - 12ADTQK. (14) 

flaDaPDt 

This rearrangement separates sample and laser variables 
from spectrometer variables, since the left side depends 
only on sample concentration, identity, and laser vari- 
ables. By comparing S for a given (3aDaPDt) product, one 
can assess the relative sensitivities of different spectrom- 
eters. One is essentially comparing the (~ADTQK) prod- 
uct for different systems. Similar expressions are avail- 
able for SNR for the case where a multichannel spectrum 
is acquired for NRt seconds compared to t seconds for 
each resolution element of a scanning system. In the 
analyte shot noise limit: 

SNR 
FSNR- - (~ADTQNRK)i/L (15) 

(3aD,PDt) ,/2 

A more efficient spectrometer will have a higher FSNR and 
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TABLE II. Spectrograph configurations. 

Collection/ 
spectrometer Grating l/ram and blaze Relative Relative 

Label fp Spectrometer (dispersion cm-Vmm) Detector F, (600 nm) b F~ (800 nm) b 

A 1/8 Spex 1403 double mono- 1800/450 nm RCA 31034A 1.0 0.38 
chomator (12.5) ~ PMT 

B 4/5.6 ISA 640 mm single spec- 150/500 nm PM512 CCD 1.67 0.55 
trograph (148) ¢ 512 channels 

C 4/5.6 ISA 640 mm single spec- 300/1 ttm EEV05-10 CCD 0.53 0.99 
trograph (76) d 1152 channels 

D 4/4 Chromex 250 mm single 300/1 ttm TEK 512 CB/AR 3.14 4.73 
spectrograph (187) d 512 channels back- 

thinned and AR 
coated 

First number is [/of collection optics, second is [/of spectrometer. 
h For 1 cm -~ resolution. 
° Dispersion was calculated at 514.5 nm. 
d Dispersion was calculated at 800 nm. 

~ADTQNRK product ,  yielding a higher SNR for a given 
~oDaPot; in addition, SNR will scale with fly2, D~/2, and 
t 1/2 for a given FSNR. 

Some addit ional  practical  considerations of CCD de- 
tectors deserve note at  this point. First, a larger AD im- 
proves S and SNR since a larger number  of scatterers 
are monitored.  However,  if A~ is increased by increasing 
the slit width, then  NR is decreased once the slit width 
exceeds the pixel width. There  is a t rade-off  of A~ and 
NR which is fundamenta l  to array detectors.  A second 
bu t  related issue is the matching of Ao to the detector  
e lement  size. With relatively large P M T  detectors (~2  
x 20 mm),  it is common to increase ~t at the sample by 
decreasing AD, a process usually called f/matching. For 
example, a ~100-#m beam waist can be magnified to 
match  a 1-mm slit width, in the process matching f/1 
collection optics to an 1710 spectrometer .  Since CCD pix- 
els and associated entrance slit are relatively narrow 
(typically 20-25 #m for pixel width, 20-100 #m for typical  
slit widths), f/matching is of little value. If  the spectro- 
graph is overfilled, as is usually the case for CCD systems, 
Ao~ is constant  and increasing ~t by f/matching will only 
decrease Ao, leading to no gain. 7 We have found tha t  
keeping the collection optics f/approximately equal to 
tha t  of the spectrograph is both  convenient  and effective 
for CCD systems. A third practical  issue is the relation- 
ship of L to PD- Increasing L always improves S and 
SNR, bu t  power densi ty is ul t imately limited by sample 
radiat ion damage. This  is a part icular  concern with mi- 
croprobes, where PD can be 102-103 t imes higher than 
tha t  for conventional  systems. In practical  terms, S and 
SNR are often limited by the detector  area and spectro- 
graph f/(through ADg) and by the maximum power den- 
sity imposed by sample radiat ion damage. 

E X P E R I M E N T A L  

The  Raman spectrometers  employed are listed in Ta-  
ble II. The  Spex 1403 was equipped with a Model 1459 
sample chamber  which f/matches an f/1 elliptical col- 
lector to a n / / 8  monochromator .  The  entrance optics on 
the ISA systems employed 120-mm, [/4 lenses, while the 
Chromex Raman One has built-in collection optics and 
filter holders (f/4).  Laser  sources were ei ther a Coherent  
70-5 Ar + laser or a Coherent  T i : s apph i r e  laser pumped  

by a Coherent  90-5 Ar + laser (5 W all lines). In all cases, 
laser ou tput  was filtered by an interference filter ("DF10" 
series, Omega Optical, Bratt leboro,  VT). The  cooled P M T  
(RCA 31034A) had a dark signal of 4 counts/s,  and the 
CCDs were all cooled to - l l 0 ° C .  CCD spectra were bias 
corrected and mult ipl ied by CCD gain (e- /ADU),  bu t  
dark subtract ion was unnecessary for the short  integra- 
t ion times employed.  The  s tandard  irradiance source 
(Eppley Labs, Newport ,  RI) was calibrated by the man- 
ufacturer  against N I S T  s tandards  at 31 wavelengths in 
the 250-2400 nm range and was directed through a dif- 
fuser into a 200-#m optical fiber cable from C-Technol-  
ogies (Verona, NJ).  The  ou tpu t  cone of the fiber was 
approximate ly  f/1.8, which overfills the collection angle 
of all bu t  spect rometer  A. 

The  Raman shift axis of CCD spectra was calibrated 
by a second-order  fit to known band positions of naph- 
thalene or indene. All samples were reagent-grade chem- 
icals, except  for the oleic acid methyl  ester obtained from 
Sigma. 

R E S U L T S  

Since grating efficiency, detector  Q, and filter trans- 
mission all vary significantly with wavelength, it is useful 
to correct  observed spectra  for the overall ins t rument  
response function. Previous reports  discuss the use of a 
white source, often tungsten,  which is recorded under  
the conditions used for Raman spectral  acquisition. 14,29 
If  the white ou tpu t  is assumed to be constant  with wave- 
length over the relevant  range, the spectrum of the tung- 
sten source is then  divided into the observed Raman 
spect rum to correct  for ins t rument  response. A more 
accurate procedure  employs a calibrated white source or 
blackbody radiator whose output  (photons s -1 cm -2 nm -~) 
is known to < 5 % accuracy over the relevant  wavelength 
range. This  approach still falls short  of ideal, however, 
since the white source is usually not  placed at  the Raman 
sample position and does not  follow the same pa th  
through the optics. If  a s tandard  irradiance source (or 
even a nons tandard  flashlight) is placed some distance 
away from the sample position, the spect rometer  is col- 
lecting nearly collimated light, which is not  representa-  
tive of the Raman experiment.  An ideal calibration source 
would be a weak white source with known specific in- 
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Instrument Response Function 

Tungsten 
Standard 
Irradiance Fiber 
Source 

~ Filter(s) 

~ . :  spectrograph 

Raman ~ 
Sample position L.J 

FiG. 4. Apparatus for generating white light emission from the end 
of an optical fiber. 

o 

T 4 
i 
7 | 

oE2 

J 

6 - 2 . 0  

I(X) o 

450 600 750 960 1050 

Wavelength (rim) 

FIG. 5. Irradiance of standard source (I(X)) and specific intensity of 
fiber output. Points indicate manufacturers' values for irradiance; the 
I(X) line is a fifth-order polynomial fit to the points. LF(X) was deter- 
mined as described in the text. 

tensity placed at the sample position and comparable in 
size to the Raman scattering area. 

Such a calibration source is approximated by the ap- 
paratus in Fig. 4, in which a 200-~m fiber carries a stan- 
dard source output to the Raman sample position. After 
the determination of the shape of the fiber output as 
specific intensity as a function of wavelength, Lv(X) (pho- 
tons s -1 cm -2 sr -1 nm-X), the fiber becomes a secondary 
standard which mimics a Raman sample with known 
specific intensity. In effect the fiber has converted a known 
irradiance source into a specific intensity standard which 
fills the spectrometer collection optics. To determine 
LF(X), we used spectrograph B to compare the known 
standard irradiance curve from the source manufacturer 
(I(X)) to the fiber output. A spectrum (Ss(X)) was first 
recorded with the tungsten source 100 cm away from the 
entrance slit, and no intervening optics. The known I(X) 
under these conditions is shown in Fig. 5. After inserting 
the diffuser and fiber and placing the fiber ~ 1 cm away 
from the entrance slit, we recorded the spectrum again 
(St(X)). LF(X) was then determined by Eq. 16: 

I(X) SF(X) r~ 
Lr(X) = -~-  S~(X) r~" (16) 

The spectrometer f~ occurs in Eq. 16 because the exit 
cone from the fiber now overfills the spectrometer ac- 

2 2 ceptance angle. The factor of r~/rF accounts for the ex- 
pansion of the fiber output cone from the fiber radius 
(r~) to the radius at the slit (r~), and equals 772 in this 
case. The resulting Lg(X) is also shown in Fig. 5, with the 
difference in shape from I(X) attributable mainly to fiber 
transmission variation with X. Although the absolute 
magnitude of LF(X) obtained by this procedure should 
be considered approximate due to uncertainties in ~2 and 
the fiber output cone geometry, its shape is much more 
reliable. As long as the sources of error are only very 
weakly dependent on X, the procedure yields an accurate 
shape for the Lg(X) curve, and a magnitude which is 
precisely reproducible if not accurately known in abso- 
lute terms. 

With the entrance optics of the spectrometer in place 
for a Raman experiment, the white light fiber is placed 
at the sample location and positioned for maximum re- 

sponse. By analogy to Eqs. 2 and 3, the signal under 
these conditions is: 

SF = LFf~T(X)Q(X)AFtAX. (17) 

Note that  AF is the fiber cross section monitored by the 
spectrometer {with any magnification taken into ac- 
count). AX is included because the source is white; AX 
equals the reciprocal linear dispersion times the slit width 
(or pixel width). 

With the calibrated fiber in place, it is possible to 
calculate the function f~QT via Eq. 18: 

SF 
~T(X) Q(X) = LFtAXAF" (18) 

Finally, the function ~TQAD may be determined for a 
Raman experiment provided that  the area (AD) of the 
Raman scattering volume monitored by the spectrometer 
is known. ~TQAD provides a quantitative comparison of 
spectrometer sensitivity, and indicates the signal ob- 
served for a given sample and collection geometry. It is 
proportional to the figure of merit defined in Eqs. 14 and 
15. In practice, the ~2TQA D product is determined by 
monitoring SF for a given configuration, calculating ~TQ, 

1o 

b o 7.5 

t 
6 5 
= 

• 2.5 

450 660 750 960 1050 

Wavelength (nm) 

FIG. 6. Response curves for spectrometers listed in Table I, all ad- 
justed to a theoretical bandpass of 1 cm 1. 
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Spectrum 

Corrected 
Spectrum 
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FIc. 7. Raman spectra of oleic acid methyl ester, obtained at 691 nm 
with a Ti:sapphire laser and Omega REFLP702 filter between the 
sample and spectrometer. The corrected spectrum was obtained as 
described in the text, via Eq. 19. 

then multiplying by AD for a given resolution. The ob- 
served ~QTAo function is plotted as a function of wave- 
length for several spectrometers in Fig. 6. For these com- 
parisons, the bandpass used to determine AD for the 
Raman experiment was arbitrarily set at 1 cm-L Note 
that Fig. 6 does not take any multichannel advantage 
into account, but  does compare spectrometers for light 
collection at fixed spectral resolution. 

To correct observed Raman intensities for instrumen- 
tal response, it is necessary only to divide the raw spec- 
trum by the instrumental response of the appropriate 
wavelength range. In practice, the white output from the 
fiber (SF) is recorded under the same conditions as the 
raw spectrum (Sob,); then the corrected spectra are cal- 
culated from Eq. 19: 

.... - ~ LF. (19) S 

This process is a simple computer operation once Le is 
known. 

The raw spectrum shown in Fig. 7 is perturbed by the 
structure in the laser rejection filter, to the point where 
the spectral information is obscured. When the raw spec- 
trum is multiplied by LF/SF from a white light spectrum 
obtained under the same conditions, these artifacts are 
removed. 

An equally important but less commonly appreciated 

O 
O 

I 

O 
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O 
O 

I 

0 
40q 1400 

I 160 ~ v e  to 
_ _ _ . ~ _ . . ~ . . ~  514.5 nm 

~ Relative to 
I 2000 XX~XX~84 nm 

i 

2400 3400 

R a m a n  S h i f t  ( c m  -1) 
FIa. 8. Raw spectra of white fiber source obtained with spectrometer 
C. The x-axis is plotted as Raman shift relative to the laser wavelength 
indicated. The spikes on upper spectrum are random hard radiation 
events. 

consequence of instrumental response is distortion of 
relative peak intensities. Figure 8 shows the white light 
response from spectrometer C, but  replotted in terms of 
Raman shift from two common laser wavelengths. For 
an Ar + laser, the larger Raman shifts (e.g., C-H stretch) 
will be enhanced, while for a Ti:sapphire laser at 784 
nm, they will be suppressed. This effect is shown in Figs. 
9 and 10 for spectra of methylene chloride and naph- 
thalene. In both cases, the raw spectra were corrected by 
multiplying by LF/SF recorded under identical condi- 
tions. 

DISCUSSION 

Although continuum source sensitivity calibration is 
not new, the current discussion in the context of CCD 
detectors provides two useful observations. First, an ac- 
curate white light calibration corrects the spectrum for 
distortion of relative peak intensities caused by T and 
Q variations with wavelength. This correction is more 
accurate when the white source is placed at the Raman 
sample position, since it will then correct for chromatic 
and off-axis aberrations of the collection optics and other 
components. Hamaguchi has discussed the use of a fluo- 
rophore with known fluorescence intensity (quinine) as 
a source of continuum emission for sensitivity calibra- 
t i o n :  This approach will precisely reproduce Raman 
scattering conditions, and will avoid any uncertainty in 
positioning of the white light fiber. However, it only ap- 
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FIG. 9. Spectra of methylene chloride obtained with 514.5- and 784.0- 
nm lasers before (A) and after (B) white light correction via Eq. 19. 
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Spectra of napthalene; same conditions as Fig. 9. 
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plies to a limited spectral range (400-600 nm) and re- 
quires a UV laser. In principle, one could establish sev- 
eral fluorophores covering the entire range of interest 
(up to 1100 nm), but a simple tungsten source is currently 
available that  covers the entire 400-1100 nm range. Ap- 
plication of the white light correction to the removal of 
spectral artifacts is shown in Figs. 9 and 10. Although 
an analogous correction is common in FT-IR and FT- 
Raman, it is not yet common in dispersive Raman. 

Correction for instrumental response is particularly 
important when one is using CCDs and NIR lasers due 
to the quite different Q(h) response of CCDs compared 
to PMTs. As shown in Fig. 8, the increase in Q over the 
3000-cm -1 Raman shift range relative to 514.5 nm, as 
well as the decrease over the same range relative to 784 
nm, leads to the very different intensity profiles apparent 
in the uncorrected spectra of Figs. 9 and 10. The white 
light correction effectively removes this instrumental dis- 
tortion, to the extent permitted by noise level. The slight- 
ly more intense (1382-cm -1) band of naphthalene ob- 
served for a 514.5-nm laser after correction is likely to 
be due to preresonance of the ring breathing mode. The 
increased noise level in the corrected spectra at 3000 
cm -1 relative to 784 is due to the low Q of the CCD in 
this region. 

A second important consequence of the white light 
calibration is assessment of spectrometer performance. 
The shape of the ~QTAD curve reveals relative sensitivity 
for different laser wavelengths or for different diffraction 
gratings (Fig. 6). In addition, the constancy of LF when 
the fiber is moved among several spectrometers or dif- 
ferent configurations of a given spectrometer allows a 
quantitative comparison of sensitivity. In particular, 
comparison of the relative ftQTAD product provides as- 
sessment of the spectrometer figure of merit (Eq. 14). 
On the basis of Eq. 14, a higher value of this product 
yields a higher signal for a given sample power density 
and time. Similarly, the SNR scales with (~QTAD) 1/2, all 
else being equal. Relative Fs values are listed in Table I 
for two wavelengths. These observations have several 
obvious but useful consequences dealing with S and SNR. 
First, S is proportional to/3aDa, so an increase in cross 
section permits a proportional decrease in Da (or con- 
centration) to yield a given signal. Second, lower ~aDa 
requires higher P ,  or longer t to yield the same S (or 
SNR). The larger the right side of Eq. 18, the lower ~a, 
Da, PD, or t can be to achieve the same S. The same 
statement applies to SNR via Eq. 15. Small ~aDaPDt can 
~,)e compensated by NR to keep the SNR constant. Fur- 
thermore, if FSNR is known, one can use Eq. 15 to predict 
how large the (l~,DaPDt) product must be to achieve a 
desired SNR. Equations 14 and 15 are essentially quan- 
titative statements of the trade-offs of cross section, con- 
centration, NR, PD, etc., which are often encountered in 
a Raman experiment. Recall that  FSN R takes into account 
the gt, AD, T, and Q of a particular spectrometer for a 
given resolution, but does not incorporate spectral cov- 
erage or any multichannel advantage. 

The response curves of Fig. 6 reveal several points 
about spectrometer performance. First, the increase in 
response for the higher T, ft, and Q of spectrograph B 
compared to system A is not as great as expected, due 
to the small pixel area, in comparison with that for a 

PMT. The large PMT area permits [/matching in system 
A, partially compensating for its large f/. While system 
B will still exhibit a multichannel advantage, the gain 
will not be as high as expected if all else is equal. Second, 
the discontinuities in curves B, C, and D are common 
for multiple-segment CCD acquisitions, and are appar- 
ently due to variations in throughput for light focused 
at various points on the CCD surface. They are repro- 
ducible and are correctable with the white light calibra- 
tion. Third, a lower f/spectrograph and higher Q detector 
lead to substantial improvements in sensitivity and SNR. 
The factor-of-four increase in response for system D over 
C is due to increased ft [which scales inversely with the 
square of f/, in this case (5.6/4.0) 2] and an increase in Q 
of a factor of about two at 700 nm. The response above 
900 nm for D vs. C is greater than a factor-of-four larger 
due to the enhanced red response of back-thinned CCDs. 
The oscillation in response for system D above 750 nm 
is apparently due to interference effects in the CCD. The 
oscillations are correctible with the white fiber source 
provided that  both the sample and white source fully 
illuminate the CCD height. 

While the white light calibration is useful for spec- 
trometer comparisons, the long-term value of the ap- 
proach may lie in intensity correction of Raman spectra. 
Published spectra are not commonly corrected for in- 
strument response at present, but reliable relative in- 
tensities are quite valuable for spectral searches, quali- 
tative analysis, and cross section comparisons. The white 
light correction is most accurate when the known white 
source most accurately reproduces the scattering ge- 
ometry of the Raman samples. 
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