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Interactive Information Retrieval

G, Salton®

Abstract : \

The advent of time-sharing computer organizations and input-output
console equipment has made it possible to experiment with interactive infor-
mation handling methods in which the user takes on important functions both
in planning and in executing information searches,

The principal interactive text storage and retrieval processes are
briefly reviewed, including text editing, text analysis and indexing, query
formulation, and information scarching. The user's role is stressed in
each case, and particular attention is paid to interactive search procedures
in which both the user queries and the stored information files become
altered as a result of the user-system interaction., Evaluation results
obtained with the SMART retrieval system are exhibited for some of the pro-

posed methodology.

1. Introduction

Until recently, the mechanization of {nformation retrieval operations
was largely confined to an automatic matching process between incoming user
queries and stored information {tems. The queries obtained from the user
population would be manually transformed by subject experts into search

statements usable by the mechanized search system, and responses would be
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obtained within a few days, or a few weeks, depending on the particular sys-
tem in use. The user himself would not be a part of the process, once his
original search statement was properly received, and no feedback would be
received from the user population other than somewhat general statements
expressing a greater or smaller degree of satisfaction with the search results

With the advent of time-sharing computer organizations, and of con-
sole, display, and transmission equipment, a potentially large user popu-~
jation can now obtain direct access to extensive, central information stcres.
Messages can then flow back and forth between user and system, expressed 19 '
many cases as relatively free language forms, which hopefully lead t§ an
understanding on the part of the user of what the system is able to provide,
and on the part of the system of what the user wishes to obtain. Such an
{nteractive mechanism can serve initially to construct the files by intro-
ducing new information and jdentifying relationships between the {tems to
be stored, to construct properly formulated user queries through a process
of negotiation between user and system, to perform information searches
designed to furnish individuai responses to specific user peeds, and to up-
date the file structure following the searching process, if there is reason
to believe that such a reorganization would lead to improved responses in
the future.

In the present study, the {nteractive retrieval environment is
briefly examined, and examples are given of on-line procedures for file
generation, content analysis, file organization, and file search. Various
types of search negotiations are then described, initiated either‘by the
system or by the user, and leading in each case to a reformulation of the

user queries so as to insure a better correspondence with real user needs.
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Alternatively, the document identifications themsclves may be changed by
seeing to it that documents which are jointly relevant to certain user
queries are identificd by closely similar content descriptions. Evaluation
results are cited to indicate the amount of improvement in rotrieval effec~
tiveness obtainable through the interactive process, Finally, certain file
protection problems are mentioned which require resolution before automatic

information networks actually become usable in practice,

2. Text Prodessing and Analysis

A) 1Input Processing

A fully-automatic library system is often pictured as consisting of
a central equipment complex and a set of input-output console devices which
allow the user to communicate with the system and vice-versa., The consoles
may be simple typewriter-like units with a standard keyboard used to enter
messages, and a standard printing unit to receive computer output, In
many cases, the input keyboarding is simplified by providing special function
keys in addition to the normal keyboard, or special overlays over the stane
dard keys. . Graphic displays ﬁay also be used, instead of the more conven-
tional printed output. Such devices make possible the display and manipu-
lation of complete pag;s of printed or graphic information on the face of
a cathode ray or storage tuba, and lend themselves to the editing and up~
dating of existing files as well as to the creation of mew ones. ([1,2,3}

Among the operations generally provided for text editing purposcs

are the following: (4}

a) browsing in a text by moving the display forward or
backward, a line or a page at & time;
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b) effecting structural changes by creating or erasing special
links between pieces of a text, or {tems in a file;

¢) editing a given text by insertion, deletion, or substitution
of new words, or phrases, or paragraphs to replace the origi-
nal ones;

d) reformatting a text by specifying column arrangement, para-
graphing, justification, underscoring, and so on,

Normally, the utilization of such a system may be simplified if
instructions are given to the user in the course of the operations. Thus,
the user may be told at each step what alternative actions may be taken,
and how these actions are to be specified. Various prompting techniques may
also be included to lead the user along, and to explain to him the system's
understanding of previous user actions. rinallﬁ. a complete teaching pro-
gram, or "user guide" may be implemented, designed to introduce the user to
the system by means of suitable explanations and examples., (5]

No matter what the specific nature of the application, the operations
of an on-line system are normally based on five different types of progran-

ning modules:

a) a telzprocessing system which picks up input from the console
units and returns answers to these units;

b) a dialog program which carries on the conversation by receiving
input dialog from the user, and creating appropriate systénm
responses;

¢) a translator program which snalyzes and interprets the input
statements;} ’

d) a message queueing program which transmits analyzed input
to the processing modules and system output to the telepro-
cessing system;
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e) & processing module which actually carries out the
" pequired operations, such as the file editing or the
information search.

In the remainder of this study, only the translation and processing
wodules are examined in detail, with emphasis on query processing and file

search and retrieval operations.

B) Content Analysis and Indexing

When a text, or document; is originally introduced into the system,
it 1s necessary first to determino its content and to assign to the item
appropriate information identificrs. These identifiers are then used to
locate the item in storage and to retrieve it on demand. In most practical
applications, the assignment of content identifiers — sometimes known as
terns, keywords, concepts, and so on -~ 18 performed manually prior to the
actual input operations. In some experimental systems, however, automatic
text analysis procedures may be used for indexing and content specifica-
tion, {6,7,8]

In the automatic analysis mode, the vocabulary of the input texts,
or queries, muast inevitably serve as tho basis for the generation of content
identiflers. However, the words occurring in a text are normally subject
to extensive modification before they are actually accepted index terms,

A typical procedura may be outlined as follows:

a) the text words are arranged in alphabetical order and
reference {s made to a word frcquency list specifying for
each entry {ts frequency within a given collection or subject
area;
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b) common words whose frequency is too high are rejected, as
are the very rare words whose frequency is too low;

¢) weights are assigned to the remalning words based on the dice
tionary specification and the word frequency in the given
text;

d) relational indicators may be assigned to pairs or triplets
of cooccurring words to identify them as phrase comporents;

e) the weighted terms extracted from the original texts may be
expanded by addition of new related {tems extracted from a var-
iety of stored dictionaries, such as synonym lists, hierarchies,
or phrase lists, or, alternatively the related terms may be
identified statistically by studying the vocabulary in a given
document collection;

£) The dictionaries, word frequency lists, and other linguistic
aﬁalysis tools may be updated durirgthe indexing process by
addition of previously missing items occurring in newly intro-

’duced document or query texts, or by subtraction of unwanted
items.

While the details of the analysis process vary from one system to
another, the procedures are normally based on three kinds of tools: stored
dLot}oﬁaries of various types; statistical information derived from the
document collection under consideration; and, more recently, feedback infor-
mation supplied by the user during the indexing process. The following types

of dictionaries or word lists may be of use: (8)

8) word stem and word suffix dictionaries used to break down
text words into stems and suffixes, repsectively;

b) common word 1lists used to reject unwanted items in the course
of the analysis process;

¢) thesauri and synonym lists used to supply related or
synonymous entries for the originally available terms;
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d) phrase dictionaries used in generating complete phrases from
individual term components,

The automatic assignment of phrases as content identifiers (instead
of individual words alone' may depend on the inclusion of the phrase compo~
nents in a phrase dictionary, or, alternatively, on the characteristics
of the components within the documents of a collection; that is, whether
the components cooccur sufficiently often in the same documents, or para-
graphs, or sentences; whether they exhibit an appropriate type of syntactic
relationship; whether the occurrence of a component within a phrass accounts
for a mininmum percentage of the total number of occurrences of ‘the compo-
nent, and so on. ‘ .

The analysis process produces in each case an assignment to queries
* and documents of sets of terms, consisting of 1nd1viduai words or phrases
tcgether with term weights, reflecting the presumed importance of each term,
These term sets are then compared during the search process to obtain a
similarity coefficient between documents and queries. The term sets may
also be modified during the operations by the user or by the system as

will be seen when the search negotiation methods are described,

3. Query Analysis

In a recent survey dealing with query formulations, four types of
query languages are recognized: (9]

a) the "fixed form" languages, consisting of a single list of

search terms, interrelated possibly by Boolean connectives
such as “and”", “or", and ““Otlb

b) the "function and parameter” languages, whers certain verbs v



(such as GET, SEARCH, PRINT, etc.) denote functions, and the
objects which follow the verbs are parameters operated upon
by the given function; a singla well-defined relation nor-
mally exists between each function and each parameter;

¢) the "phrase structure" languages which provide many relations
and many entities or objects, as well as a small number of
functional words specifying the type of relation intended;
the connections between cntities and rclations are simple,
and no syntactic ambiguities are present;

d) the natural language subsets consisting of relatively free
natural language statements In certain sudbject areas.

!‘or_the fixed form languages, no query analysis is required at all,
eince the search terms are directly provided in the query statement, To
retrieve a given {tem, it {s then only necessary te check that the appro-
priate combination of terms is included {n each documert tdentification.
Many keyword-based, “coordinate indexing" systems operate with such fixed
foro languages.

The analysis process is minimized for the function and parameter
languages, which utilize a small set of recongized commands, a specific set
of entries, and a number of attributes and attribute values for each entity
(10,11]) In a document rotricval environment, this implies the existence
of commands such as FIND, SEARCH, COLLECT, TYPE, PRINT, DISPLAY, SAVE, etc.,
operating on various types of bibliographic files. For a standard document
file, the attributes might consist of v

" document authors;
document titles;

terms or content identifiers assigned
to documents;
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eitations from one document to another;
publication dates of documents;
document serial numbers,

Nornal{zation techniques may also be usable which correct misspellings of
certain attridute values (for example, author names, or specific keyuords;
or title words) included in the queries; alternatively, truncated query
words, limited to a fixed number of letters to simulate a word stem reduc-
tion, may also be acceptable as part of a query formulation.

A typical query statement might be specified as:

"PRINT document reference FOR title words
'PLUM' AND 'PEAR' AND date AFTER '1965',"

It i3 clear from thc formulation that the analysis procedure may remain
quite rudimentary: each command operates as a function call acting on the
irmediately following entity, and attributs values immediately follow the
respective attribute.names ('plum’ and 'pear' are titla words, and '1965'
48 & publication date).

The phrase structure languages usually include a large number of
entities and relations, but only a small number of function words and sim-
Ple connections betwcen entities and relations. In the case of a file
dealing with suthors and documents, the relations might included among

many others: {12)

document relations:
was written by

has the title of
was cited by
appeared in journal
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author relations:

holds degrees in

belongs to professional society
13 employed by

journal relations:
is edited by
is published by, etec.

Relatively free natural language query formulations are permitted, relating
entities and relations. However, the sentence structure used to express the
information used must obey the usual phrase structure rules, in the serse
that it consists of juxtaposed or nested phrases,

In one well known on-line retricval system, a query consists of a
“sentence", which may be broken down into "clauses" connected by the word
OR; the clauses may in turn consist of “phrases" connected by AND., Each
phrase may include a "fleld specifier" following by a number of literal
strings; the field specifiers consist of quantifiers (all, some, no)
followed by a “"field name" (citations, phone numbers, authcrs, documents,
etc.), and the literal strings may breakdown into qualifier (not, larger
than, greater, equal, etc.) followed by a string of text. {13}

A typical phrase structurc-type query might then take the following

appearances

"find all authors names whose papers appeared between 1965 and
1967 in English language journals published in Europe, or all
journal editors who were also authors of journal articles
printed between 1965 and 1967,

A simple grammatical analysis of the phrase structure type i{s used

to identify the various rclations included in the search statement, as well
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as the entitics being operated upon. This transforms sach query into a
vfunction and parameter" type query, except that the number of permissible
relations and parameters is relatively large. The meaning of each function
word and each entity (author name, journal, fnglish language, editor, arti-
cle, etc.) is unambiguous, and the transformation into a usable search pro-
gran is relatively straightforward.

The last type of query language to be considered uscs the unrestricted
natural language in a specified subject area applicable to the search sys-
tem (for example, facts related to the baseball season in a given year, or
facts abéut naval personnel and ships in a given area; or information
about political subdivisions in certain states, and so on). If the natural
_language is to serve in a relatively unrestricted form, then syntactic am-
biguities, as well as semantic problems arising from the use of synonyms,
homographs, and various undefined entities must ba resolved before a trans-
lation becomes possible to unambiguous soarch statements which can actually
be processed.

Several possible methods exist for the analysis of natural language
queries. First, it is theoretically possible, particularly in a restricted
topic area, to undertake a formal reduction of an input query into unamhi-

guous statements. Such a process normally involves three different stepsi

a) a dictionary look-up process designed to attach to each word
of the input query a set of syntactic and semantic markers
indicating the possible word functions;

b) a syntactic analysis process which uses the syntactic markers
attached to the input taxt together with a set of phrase
structures and/or transformational grammar rules to produce
a syntactic tree form for each imput statement, exhibiting
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the syntactic relationship between words and phrases;

¢) a sematic interpretation method which uses a set of
semantic transformation rules together with the semantic
class markers and the syntactic phrase structure to trans-
form the input into a set of operational statements to be
processed by the search system,

The present state of the art in linguistic analysis does not make
it possible to provide a unique semantic (or syntactic) interpretation for
natural language statements in an unrestricted topic environment, Never-
theless, the trend in the direction of greater freedom in query formula-
tion appears to grow, motivated in part by the fact that users find it
easier to communicate in a natural rather than an artificial language, and
in part because shortcuts are possible in conducting a natural language
query analysis.,

First, it appears that a requestor's "performance” grammar (that
is, the grammatical framework which is actually used to express search re-
quests) is not as rich as the total grammar available in a language. In
fact, certain patterns are used repeatedly in query formulation, and these
patterns can be recognized by special techniques, Second, the user is
often personally available when a query is submitted, and an opportunity
arises for the system to request clarifications of the user's intent if
difficulties should arise during the analysis. )

The problem of query pattern recognition is often solved by a type

of template analysis based on the occurrence of special key patterns in a

query formulation. {1%,15) Specifically, if key patterns such as "between =

and =", Mipitten by", etc, occur in certain specifiad contexts within a
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query formulatien, then one or more action routines are called which bypass
the normal analysis and produce a translation or interprotation derived
only from the input template and the context, It has been found that in a
document retrieval environment, date-, journal-, and author phrases incor-
porated into normal document petrieval queries can be recognized by tem-
plate analysis alone. [16]

The other possibility which consists in utilizing user feedback
techniques to resolve difficulties arising during query analysis has also
been tried out experimentally. In that instance, the user is requested to

help by providing clarifications undor the following circumstances: {17)

8) a word included in a query cannot bs found during
dictionary look-up, and requires definition;

b) an undefined grammatical phrase is used in the query
formulation which needs to ba rephrased;

€) an undafined meaning association is detocted during the
semantic interpretation which must be resolved.

In addition, the user can always reject one or more of the formally con-
structed query inturpretations, in which case new queries are constructed
from the responses provided to the system by the user. User-system inter-

action techniques are described in more detail in section § of this study.

&, Basic File Organization and File Scarch

A) Inverted File

Two principal file organizations are presently used for operational

retrieval situations, known respoctively as the direct and inverted systems.

In the direct system, the file is stored in order by document reference
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number, and items to be rctrieved are fdentified by & sequential scan of
the complete file. Obviously, the direct file system cannot be used if
rapid responses are to be made available to waiting custoners,

The inverted system on the other hand, is based on an arrangement
of the information file in order by the main information identifiers, ncr-
mally a set of keywords or index terms, or alternatively a set of authcr
names, or possibly journal titles. Thus, all documents indexed by tera A
are listed together, followed by those identified by B, €, D. and so on.
Each information Litem is then included as many times as there are assignal
keywords, To retrieva information stored in an inverted file, it is neces-
8ary to extract form the file the sections corresponding to the terms used
to formulate the search request, Thercafter, the document references listed
under the various index terms must be examined to see whether the secarch
logic is satisfied, The operational systems which currently provide fast
responses to incoming queries are based, without major exception, oh.1n~
verted file organizations,

Under the inverted file organization, search operations are often
parfbrmed automatically (even if tho analysis and indaxing should be dcne

manually) using up to four distinct files as follows:

a) a term index, or directory which stores the list of terms
together with a pointer for each term giving the appropriaze
starting address in the inverted term file;

b) an inverted term file, storing lists of terms, and for each

term the list of applicable document references with weights;

c) a document index storing lists of document references
together with a pointer for each reference giving the appro-
priate address for the document information in the document
£file;
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d) a document file storing refercnces together with appro-
priate document information including citations, abstracts, etc,

A typical search would then use the term index to obtain the star-
ting addresses in the inverted term file of the document references corres-
ponding to the individual query terms. The index may be stored. in fast
storage, whereas the inverted £ilo of document references is stored on
disk, or other similar medium. Once the individual document numbers res-
ponding to the query statement are known, the document index is consulted to
obtain pointers to the addrg¢sses of tho corresponding information in the
document file. The total number of diék accesses to be performed is then
equal to the number of terms included in the search request (to obtain the
corresponding document references from the inverted fila), plus the number
of documents actually displayed for the user (to obtain the document infor-
mation).

The main advantage of the inverted file system is provided by the
rapid query-document correlation process., It is generally necessary to
exanine only the few lists of document references corresponding to the query

. formulation, and documents which do not match the search loglic are never
retrieved from tha file. The disadvantages are in part those afflicting any
organized file, in that the file updating problems are severe; in addition,
only a small nurber of ﬁsable terms is normally provided ~ the more terms
apply to a given document, the more often must the corresponding document
references be listed in the inverted file. Thus, the search time depends
on the length of the query statement, and on the typo of query alteration

+ taking place during the search process.

Since the query updating process which results from various search
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negotiation methods is a principal advantage of on-linu retrieval systems,
an inverted file system is not necossarily optimal im an interactive envi-

ronment.,

B) Clustered File Organization

It {s well known that automat%c “clustering" techniques exist for
generating from an indexed document collection groups, or clusters of re-
lated terms, or documents. This is done normally by comparing the lists
of document indentifications attached to the various documents (or, alter-
natively, the document assignments corresponding to the terms), and grouping
those documents (or terms) whose identifying lists, or vectors, are suffi-
ciently similar. [18,19] For each class, a description, or centroid vector,
may ba constructed to represent the class, consisting of an aggregate of
the descriptions of the documents (or terms) included in that class.

In 8 clustored file organization, consisting of sets of prossibly

overlapping document clusters, three types of files are normally used:

a) the class description file which stores for each class the
centroid vector (including tcrms and weights) as well as a

list of document references for the documents included in
that class;

b) the class index, or dircctory, which stores for each class
the starting address of the block of corresponding document
vectors (terms and weights assigned to documents); .

¢) the document file storing document term vectors and appro-
priate document information in class order,

A standard file search then takes place by initially comparing the
incoming queries with the centroid vectors cnly. Individual document des-

criptions are next exanined, and documents similar to the Queries are
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retrieved in decreasing asimilarity order for those documents whose class
descriptions were earller found to be similar to the query description.
Typically the documents included in only two or three clusters might be '
exanined. The examination of the document vectors included in certain
classes {s cbviously simplified 1f the document file is stored in class
order, of it the document descriptions within a single class are chained
together by appropriate pointers.

The advantages of the clustered organization stem from the fact
that the number of file accesses, proportional to the number of document
classes examined, does not depend on the number of terms present in the
query or {n the document, Thus, no disadvantage results if large numbers
of terms or concepts are assigned to queries and documents, as is the case
for many automatic indexing methods, and the search time may be expected
to be much smaller for average-length queries with a clustered file than
with the normal inverted organization. Furthermore, the interactive search
negotiation procedures, consisting normally of alterations. of the query
formulations by addition (or subtraction) of terms derived from various
sources, do not require special access to tho document file {which {3 not
stored in term order). Thus the search negotiation process will be consi-
derably simplified with a clustered organization.

The disadvantages of the clustered organization have to do largely
with the document grouping operation itself, The standard grouping
methods require of the order of n2 vector comparison operations, where n
is the number of documents (or terms) being grouped, and even the fast
clustering methods which use certain shortcuts in the construction of the

classes will still require of the order of n.m comparisons, where m is
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the number of classes to ba constructed. {20] A comprauise =ust be made
in practice by clustering s given document collectlion only once, and limi-
ting the class updating and reorganization operations to relatively infre-
quent time periods.

In additfon to the cluster construction problem, a clustered file
organization will likely require slightly more storage space than an inverte
file, bacause it now becomes necessary to store the class descripticns
(centroids) in addition to the document descriptions. The storage require-
ments for a typlcal document file of 100,000 documents, {dentified by 23000
distinct terms are outlined in Table 1. It is scen from the table that
approximately 3000 or 4000 disk tracks are required in the clustered case,
depending on whether small or large document clusters are used, compared
with 2600 tracks for the standard inverted file. The difference is not
sufficiently large to render the lestered organization infeasible for

normal operational use in an on-line environment.

C) Basic File Search

The basic file search process, which does not necessarily involve
eny extensive search negotiation, is simple to describe for both inverted
and clustered file organizations. In both cases a two-level search is
required: for the inverted files, a set of document references is first
isolated from the inverted term file, and any additional bibliographic
constraints are then verified for the chosen documents only in the document
file; in the clustered case, the centroid vectors must be searched first
in the class description file, followed by a search of certain docuzent

clusturs in the documunt file.

For an inverted file organization, the detailed search steps are



as follows:

a)

b)

c)

q)

o)

£)

g)

the query terms are looked-up in dictionaries and authority
1ists, and are replaced if necessary by authorized terms
only;

the originally available terms may be expanded by new,
related terms obtained from the authority lists;

the terms are used to extract blocks of document references
from the inverted file, and these document blocks are appro-
priately combined in accordance with the specified search
logic;

document information is extracted from the bibliographic
document file for those documents whose reference numbers
were earlier identified in the inverted file; ’

bibliographic restrictions, such as publication dates,
author or journal names, etc., are verified for the specifled
itens in the document file;

positional restrictions, {f any, of the terms are verified
in the document file to insure, for example, that certain
specified terms appear in the same document sentence, O
within a certain distance from each other;

document information is printed out and shown to the user
for those documents obeying all stated restrictions.

In a clustered organization, no inverted file is involved, and both

search logic as well as bibliographic and positional restrictions are veri-

fied in one operation in the document file. The remaining operations {nclu-

ding dictionary look-up, term expansion, and verification of restrictions

are comparable to the inverted £ile case. Among the term specifications

which have been implemented in various operational situations are the use

of word stems instead of complete words to identify a term; the addition
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for each tarwm of synonyms, or related words, or both, obtained from diction-
aries or word lists; the use of wcighted terms and verification of various
woight combinations among sets of terms; the verification of positional
criteris for sets of terma extracted from document texts or abstracts
(occurrence in the same sentence, or paragraph, or in certain phrase arrange-
ments),

The verification of search logic and search restricticns is nor-

»ally performed in one of two possible ways:

a8) one element at a time, that is, by verifying the varicus
conditions for each document which meets the initial selec-
tion criteria at the time the document is first isolated;

b) as a sequence of set operations, that is, by first isolating
& complete set of documents, and using this to create a
smaller set obeying certain language or author restrictions,
and going from this to a still smaller set, and so on.

For the first approach, a single complex search program {s required, while
for the second, the search program is much simpler, but problems may arise
with the storage management for the intermediate sets., Which alternative
is used depends on the available storage organization (that is, whether all
the required files are availablé in internal storage, or whether separate
disk accesses are needed) and on the complexity of the search formulation,
For involved search specifications the "sequence of sets" procedure vlll

noymally become mandatory.

S, Search Negotiation Methods
Most of the console-based, on-line retrieval systems make available

procedurss for displaying dictionary information relating to potential
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search terms in an effort to bridge the gap between the language used by
the document author or indexer, and that used by the searcher, {5,6,7,10,
11,13] Often the search negotiation is limited to the display and manipue
lation of term dictionaries, and the document information 1s not required .
unitl a final retrieval operation is eventually carried out. Thus the nego-
tiation process may utilize only information already available in internal
storage without touching the main document file., Alternatively, a set of
documents may be retrieved {n answer to an initial search formulation, and
information derived from these documents may be added to the dictionary infore
mation in order to coustruct a new query, This latter mode {s more complex
since it necessitates calls to the bibliographic files in addition to the
tera lists.

A typlcal search negotiation involving dictionary display only may
coomence by having the user type in certain possible search terms, The
system then responds by supplying the frequency of the documents indexed by
the suggested terms, thereby indicating to the user an order of magnitude
for the output set obtainable from a search using the given terms. The
system may also display related dictionary information in the form of synoe
nym lists for each of the original terms, and lists of alphabetically re~
lated terms and phrases. The user then picks certain terms (which may be
entered into a "save" area), and starts combining terms into term sets using
Boolean connectives. For each term combination, the "hit" frequency may
again be obtained, and explanations in the form of tutorial statements or
term definitions may be supplied. When the user is eventually satisfled
with the search formulation, the final search statement is released from

the save area and the actual search is performed.
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The related terms displayed for the user's attention, as well as
the term frequencies are usually prestored in table form, Occasionally,
such information may also be computed "on the fly" from the stored document
collection by supplying, for example, statistical associaticns for ter=ms
Jointly assigned to documents in the collection, {7} Such “on the fly"
computations trade increased search times for reduced storage space, and
make it unnecessary to construct term dictionaries. A

The alternative procedure consists in using both dictiomary-type
information, as well as information derived from previcusly retrieved docu-
ments in an attempt t$ construct Improved queries. In the latter case,
one might typically display the titles of previously retrieved documents,

or their abstracts, or the set of assigned index terms, and these would then

. be used to obtain additional useful terms. The two procedures can, of

course be combined by alternating between document and dictionary displays.
One special type of search updating method based on document displays

shifts the burden of query reformulation from the user to the system. Here

the user supplies only relevance judgments stating how well he does, or

does not, like the previously retrieved documents. The system then auto-

matically updates the user query by adding terms contained in documents iden-

tified as relevant by the user, and contrariwise by subtracting terms con-

tained in items identified as nonrelevant, This relevance feedback process

then automatically produces a query which comes to lie closer to the set of
relevant items, and further away from the set of nonrelevant cnes. The
updated query may then better represent the user's interests and needs
than the original.

In a recent atudy, a number of interactive search negotiation tech-
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niques were evaluated using as criteria the amount of user effort (that la,
time and effort spent at the console), computer effort (that is, search

time), and retrieval effectiveness as measured by recall and precision.% {21]

The various query updating methods incorporated in that study ave listed in
Table 2 including both dictionary display and document display procedures.,
The former include term weighting, thesaurus display, word frequency listing
and source document display (a source document is one which is identified
as relevant by the uger before 3 given search of the file is performed; such
a document can often be displayed directly, on the same basis as a stored
dictionary). The latter include title and abstract displays of previously
vetrieved documents, as well as rejevance feedback methods.

The results of the evaluation process are aummirl;ed in Table 3.

. The precision improvements 1isted in Table 3 for the interactive search
methods are given as percentage improvements over and above a standard fully
automatic word stem matching process which retrieves documents based on a '
match between word stems included in a query formulation and word stems
included in document abstracts, The wautomatic thesaurus' method uses a
stored thesaurus 'to normalize query and document vocabularies without any
user 1nteractioh; 18)

It is sgén in Table 3, that system performance as measured by the
precision improvements at fixed vecall levels correlates rather well with
computer costs and user effort, In fact, the best interactive methods
from a performance viewpoint are the document display procedures. However,

these methods are also the most expensive to perform, since two file search

#Recall and precision defined respectively as the proportion of relevant
zaterial actually retrieved, and the proportion of retrieved material
actually relevant have been used extensively to measure the effectiveness of
petrieval systems. The assumption ls normally made that an ideal system
would retrieva all and only relevant items, thus exhibiting perfect recall
and precision values equal to 1.

o
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operations are required — one prior to the interactive process and one
following it, From the user's viewpoint, the less information is displayed,
the easier will normally be the interactive process. The docuqent display
methods which exhibit Information relating to previously retrieved documents
are therefore relatively onerous in terms of user effort. The exception is
the rolovanco‘faadback process where the user must only supply a relevance
judgment., The cluater search methods are of courss the least expensive in
termg of computer time, and the user offort is no largsr than for full
search, However, the performance of partial (cluster) search methods in an

i{nteractive environment remainas to be evaluated,

6, Query and Document Space Modificationa

A) Query Sp?ce Modification

It was seen in the previous section that interactive search proce-
dures can be used to update user queries in such a way as to retrieve nore
useful and less useless materials than the original query formulations. This
suggests that an interactive retrieval environment may be created in which
ugser feedback procedures are utilized slowly to modify both the query and
the document identifications, so as to bring the document vectors closer to
the query vectors to which they appear pertinent. Thus, new queries which
may be similar to queries processed at some earlier time may produce better
search output than these original queries, since the items which uerc.earlier
identified as relevant may now be more easlly accessible.

Consider first the basic relevance feedback process. Here the
stored identifications of documents previously seen by the user, and judged

for relevance, are used automatically to adjust the queries in such a way
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as to promote terms present in the relevant documents while demoting terms
present in the nonrelevant i{tems, A typical query updating process may be

represented by the following equation:

r ) \
Gy tely-8ls (1
i=1 is1

where 944y Tepresents the updated query vector, 1 the original query
vector, n, is one of LW document representations indentified as rele-
vant, and 3 is one of n, nonrelevant documents. [22,23)

Two major variants of the relevance feedback process must be dis-
cussed. The simpler method, known as positive feedback uses only the
retrieved documents‘judged relevant to alter a given query (8=0 in feedback
equation). The second variant uses both relavant and nonrelevant items to
podify the query (8>0) and is known as negative feedback, A typical poai;
tive query alteration process is illustrated in the example of Table 4.

An original query statement i{s given, as well as the analyzed query "vector"
in the form of a ualghtediteru 1ist. Following the additional terms from
document number 102, previously identified as relevant, the revised query
vector retrieved two more relevant documents, numbers 80 and 81, with ranks
7 and 6, respectively (documents are always ranked in decreasing order of
similarity with the query). These two documents were originally assigned
ranks 14 and 137 using the original query.

Although positive fcedback is often successful, it fails to aid the
retrieval performance of some querias. This occurs notably when no relevant
f{tenms are retrieved by the lﬁitial query, or whan the retrieved items are

dissimilar. Performance may thus be improved under these unfavorable condi-
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t}oua by negative strategy which moves the queries away from thoss items spe-
cifically not wanted by the user. An experimental compariscn betvee? posi-
tive and negative feedback made for a collection of 200 documents and 42
queries in aerodynamics reveals the following main differances in perfcr-

mance: {22,24)

a) the overall average performance differences betwean positive
and negative feedback are not statistically significant;

b) howaver, the variance in the performance measure is greater
for negative feedback than for positive, indicating that
for some queries negative feedback is bettér and‘for other
queries it is worse than positive feedback;

¢) queries retrieving no relevant document in an initial search,
for which the positive strategy cannot be used, are helped
by the negative strategy;

V d) the negative strztegy alters the query vector much more
than the positive stratugy (the average correlation between.
initial and updated qucries is about 0.85 for the positive,
but only 0.50 for the negative strategy).

.

The fact that the negative strategy can help in some cases where the
positive feedback is unusable, and does not on the whole exhibit a lower
overall performance, suggests that a sclectively applied negative policy
might produce further improvements in overall performance. Under the pro-
cedure described by equation (1), all terms included in the identified set
of nonrelevant documents are automatically deleted from the query or
reduced in weight., Two selective negative procedures which preserve ic-
portant query terms, even though these terms might also be included in one

or more nonrelevant documents may thus be instituted as follows: {2u]
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a) the first selective strategy consists in assigning negative
weights to terms extracted from nonrelevant documents while
leaving the original query terms unchanged;

b) the other selectivs negative process makes use of a stored
synonym dictionary, or thesaurus, to provide for each query
term a set of related terms; these related terms are first
added to the query statement, after which the tarms obtained
from the nonrelevant documents are gubtracted out,

Another fecdback strategy designed to control to some extent the
strength of alteration of the query vector, and to prevent the promotion of
some reluvant documents while at the same time demoting certain others,
consists in combining the standard cluster scarch with the query alteration
process. Specifically, a quary slteration procedurs is utilized in which
retrieved documents from separate clusters gencrat distinct queries, each
of which operates within a distinct document clustor. Such a gluster feed~

Back process would then opecrate as follows:

a) the original query is first compared with the centers
{centroids) of all document clusters;

"B) " the clusters whose centroids are closest to the original
query are then selected, and the individual document vectors
within the sclected clustera arve compared to the query;

¢) relevance judgments are obtained for those documents found to
be closest to the query;

d) a new query {s constructed for cach cluster, using the
original query as well as relovant (or nonrelevant) docue
ments from that particular cluster only;

@) each new query is now matchod enly against the documents in
{ts own cluster, and only tha documents retrieved by a given
query are used to modify that query in further feedback
iterations.

COnMEy



The cluster feedback process then effectivaly gencrates from each original
query several subqueries, each of which is designed to reflect the subject
area represonted by one of the documont clusters. Several such query
"splitting" methods have been investigated with some success, using small
test collections, [25)

The cluster fcedback algorithm outlined above is also feasible in

connection with a request clustering method., This possible alternative to

the normal document clustering is suggested by the fact that documents fore
merly retrieved in answer to similar, proviously received queries should be
considered in processing a new query., The cluster feedback algorithnm using
request clusters would then be changed by comparing the new query to the
centroids of clusters of previously submitted queries (See step (a)). The
clusters of documents searched in steps (b), (é). (d), and (o) would ine
clude all documents judged relevant to the gqueries located in the query
clusters closest to the naw query. If the user population is fairly howo-
geneous and many similar queries are produced within a given subject area,
then a feedback method making use of roquest clusters may be expected to be

more productive than one cperating within the standard document cluasters.

B) Feedback Evaluation ’.
Consider tha effect of a standard foedback operation, reflected for
3 sample query by the output of Table §, The table contains the rankg of
retreived documents for an initial search, as well as the ranks after each
of three feedback 6perat£ona. Relavant documonts are marked 'R', and the
user is initially shown the 15 top documents. It is clear from the example
of Table S, that the improvement in relevant document ranks fram one search -

to the next (which will of course be veflected in recall and precision
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improvesments) is due to two entirely different circumstances:

a) the improvement in rank of documents already seen by the
user and previously identified as relevant (document 9%
of Table 5);

b) the improvement in rank of relevant documents not pre-
viously seen by the user (documents 90, 95 and 91 of
Table S5).

Since the useris not necessarily interested in reviewing saveral
times a document which had already been presented to him during previous
search {terations, it seems that thesu two cascs ought to be distinguished
by removing from consideration during subsequent itarations documents pre-
viously seen by tho user. In other words, the evaluation of each feedback
iteration ought to be based on a constant amount of user effort (assuming
that the same number of documents are presented each time), recall and
precision shculd not be made to depend on incroases (or decreases) in the
ranks of previously retrieved {tems,

Several procedures for a foedback evaluation independent of user
effort exist. Ona of the most appealing is the test and control mothodo-
logy in which an attempt is made to separate the document collection into two
equal parts, while maintaining identical collection properties (number of
documents, number of relevant items per query, ete.). [22,26]) The feedback
process is first performed with onc-half of the collection, the test cole
lection, and the evaluation process is performed later with the second

colle;tion, the control collection, which had not previously been used to

modify the queries. The process is described in the flowchart of Fig. 1,

The results of a comparison between initial query processing using
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the control collection, and ''tast collection modified" query ﬁrocessing
using the control collection are shown in the graph of Fig. 2. The results
“of Fig. 2 are averaged over 153 querics and 424 documents in aerodynamics,
the test and control collections consisting of 212 documerits each. Avurage
recall volues for the 153 queries and plotted against average precision
vélues. and the curve closest to the upper right-hand cormer of the graph,
where both rccall and precision are equal to 1, reflccts the best perfor-
mance. The initial run output of Fig. 2 shows that tha test and control
collections used in the evaluation process for this example, were not entirely
comparable - tha performance curve for the control collection being supericr
to that of the test collection. As a result, the differences due to feed-
back mcasured by the cross-hatched area of Fig. 2 may not be entirely
reliable. Still, the test and control evaluation zppears appropriate if.
care i3 taken in the construction of the subcollections. The first iteration
control curve, superimposed on the graph of Fig. 2 corresponds to the stan-
dard evaluation process, illustrated by the example of Table 5, which does
not distinguish between feedback ;nd ranking effects for previously retrieved
documunts.,
No matter which evaluation method {s actually used, the query altera-
tion process is secen to produce precision improvements of from 5 to 10 per-

cent at most recall levels for the sample collection of Fig. 2.

C) Document Space Modification

The feudback procedures described up to now all produce a modifica-
tion of the query space in such a way that queries are moved close to cer-
tain identificd relevant documents, or away from identified nonrelevant ones.

The problem may however also be attacked directly by permanently changing the
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document vector space. Specifically, the term vector rvepresentations of
documents judged relevant to a query may be moved closer to the query vec-
tor, and contrariwise nonrelevant document vectors may be moved further
away. Thuse strategies are more radical than query modifications, since
their use implies that queries are more fundamental as subject indicators
than the original document {dentifying terms,

The two main document space modification techniques are lllustrated
in the example of Fig. 3. In the first one (Fig. 3(a)), the previcusly
{dentified relevant documents are modified Sy addition of query terms as
follows: 127,28]

0 e
g 1
& s el ey -4
gt ot
un &ead- e

where E; is the ith term in the new vector representation of document dn N
and 8,y,8 are appropriate constants. Formulas 1), ii), and iil) are used
according as terms i is present only in the original query vector, is pre-
sent both in the query vector and in document d, s o0 is present only in
document dn .

In the negative strategy of Tig. 3(b), one nonrelevant document is
nodified by moving it away from tha query for each relevant item moved toward
the query. The positive modification is performed in accordance with formu~
las i), ii), and iii); the modification of nonreclevant items is dona by
formulas iv) or v) according as term ilis piooent in soth the original

query and the nonrelevant item d, . or only in 4  as follows:

iv) at

i i
 * 4, - ((d-le +1)
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The output of Fig. 4 shows the impfovements in recall and precision
obtainable with a modified document space, (28] The collection used for
experimental purposes is the same as that used earlier for the query modifi-
cation process of Fig, 2, consisting of 425 documents and 155 queries. The

ccaplete testing process may be described as follows:

a) a control set of 30 quories {s chosen from among the total
get of 155 available quaries; the test sect is then taken as
the 125 queries not included {n the control set;

b) experimental values are chosen for the constants 8, vy, &,
¢, and ©; ..

¢) a modified document space is created by modifying all
relevant items retrieved (and possibly an equal number of i
nonrelevant items) for each query in the test set;

d) a full search is now run for the 30 control queries which had
not been used in the space wodification; recall-precision
values are computed for the control query performance for
both the original and the modified spaces.

The output of Fig, ¥ thus represents average performance over the 30 control
queries.

Since both the query and document space modifications are dependent
on the user population tanﬁorlng the relevance judgments, these techniques
must be implemented in an operational environment with real users before the

improvemonts in retrievsl effectiveness produced can be accurately assessed.

7. Information Networks

In addition to the experimentel work now perforwed with cn-line con-
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soles within individual information centers or laberatories, a number of
experimental networks of information centers already exist in which a cen-
tral information store is accessible from several different locations using
input-cutput consoles tied to suitable transmission equipment. One of the
best known is in the field of medicine consisting of about a dozen medical \
_libraries jointly connected to a large medical information store. {29] The
systen provides searches of a combined library catalog by subject terms,
author, title, year of publication, language of document, and so on, and
operates with inverted f{les as outiined in section 4(A) of this study. A
computerized union catalog of the combined holdings can be produced, in
addition to various types of indexes, authority lists, recurring bibliogra-
phies, and other by-products.,

This type of mechanized Information network will take on increasing
importance as the coverage of the stored collection becomes wider, and the
facilities to obtain access become more convenient and less expensive,

As the resea;ch and development of new information handling devices
continues, more attention is also being paid to the ﬁoclal problems connected
with large information stores. A number of studies have been made of the
problens arising with the copyright and patent protection of the stored, and
easily reproducible information. The greatest concern, has however, been
voiced in connection with the protection of privacy of stored information,
{30}

¥hile large information networks provide useful information sharing
in many areas, and often permit a rapid fulfillment of individual user re-
quirements (as in automatic ticket reservation systems, or automatic credit

certification), adequate safeguards for the protection of sensitive infor-
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mation are not generally provided. Before the mechanized information net-
works come into more widespread use, it is then necessary to build protec-
tive devices which would prevent unauthorized access. Some methods have
been developed for this purpose, including special accessing techniques

based on user passwords before access is obtained, reversible encoding tech-
niques to conceal stored information, monitoring techniques to keep track

of each file access, and processing restrictions limiting access of certain
consoles to only certain files, Additional legal safeguards will undcubtedly

be created before long to insure fair use of stored informaticn files.
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System Aaaumpfions Number of
. Disk Tracks
100,000 documents - 3000 terms
Storage Requirements:
term identifier 2 bytes
term or document weight 2 bytes
document identifier & bytes
document citatien 80 bytes
track capacity 7284 bytes
Inverted 600 document references per term
File 2 term groups per track 1500
Bibliographic information at
50 documents per track 1100
2600
Small 20 terme per document
Clusters 20 documcnts per cluster
5000 clusters
140 terms per cluster centroid
2 clusters per disk track
centroid storage 4SS
document storage 2500
2955
Large 40 terms per document
Clusters 40 documents per cluster
2500 cluster centroids
250 terms per cluster
1.3 clusters per track
centroid storage ulk
document storage 3572
3986

Storage Requirements for Inverted

and Clustered Files

Table 1
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Query Alteration Process . Explanation

Dictionary Displays

1. Repeated Concepts : User chooses query terms to be
repeated for emphasis

2. Thesaurus Display User chooses terms obtained from
thesaurus display to update query
(with or without time restric-
tions)

3, Word Frequency User looks at display of word
frequency information before
updating query

4, Source Document User looks at display of source
document before updating

Docurent Displays

S. Title Display User looks at titles of first five
retrieved documents befors
updating

6. Abstract Display User looks at abstracts of first

five retrieved documents

7. Relevance Feedback Query is updated automatically
using relevance judgments supplied
by user following an initial search

Combined Methods

g§. Abstract plus Thesaurus User looks at pre- and post-search,
information

Typical Query Updating Hethods
(from Lesk and Salton [21))

Table 2
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Processing Method Computer Usear Precision Rise
Costs Effort Over Word Stem
Low R Righ R
A) Fully Automatic
word stem match normal none - -
automatic normal none +% +6%
thesaurus
B) Dictionary Display
thesaurus display normal ¢ nediun +6% +us
source document normal ¢ nediun +8% *5%
display
C) Document Display
title display high medium +13% 28
abstract display high very high | #17% +5%
rolevance feed- high low *108 +7%
back
D) Partial Scarch
cluster search low none +5% -108
cluster search low ¢ low ? ?
with relevance
foedback .
cluster search medium very high ? ?
with abstract
display

Performance Surmary for Intoractive Hethods
(from Lesk and Ssltom [21})

Table 3
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Yector Type

Illustration

Initial Query Q 146

What information is available for
dynamic response of airplanes to
gusts or blasts in subsonie regime

Initial Query Vector

airplane available blast dynamie

12 12 12 12
gust information regime response
12 12 12 12
gsubsonic
12

Relevant Document 102
retrieved with rank 2
(partial vector)

gust 1ift oscillating penetration
48 48 12 12

response subsonic gudden
24 12 12

Query Mod{fied by
by Document 102

airplane available blast dynam{e
12 12 12 12
gust information 1ift oscillating
60 12 48 12
penetration regime response subsonic
36 24
sudden '
12

Relevant Document @0
(improves from rank
14 to rank 7)
(partial vector)

Relevant Document @1
(i=proves from rank
137 to rank 6)
(partial vector)

gust 1ift penetration sudden
24 72 12 12

lift oscillating sudden
8y 12 12

Positive keedback Illustration

(from Ide and Salton {2u]]

Table 4
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Query Q 1471 Will forward or apex located controls be
+  effective at low subsonic speeds.

Initia) Feedback Iterations
b 2

Rank . Doc Doc Doc Doc
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Positive Feedback Strategy for Query Q 147 Showing
Improvements i Relevant Document
Ranks
(from Ide and Salton ({2u})
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Original
Collection
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Test
Collection
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4 Relevant Document
O Nonrelevant Document
®© Query

b) Adoptive Document Modification

Document Space Modification
(from Ide and Salton [2u])
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