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Abstract

This paper describes a query-relevant text summary system based on interactive
leaning. The system proceeds in two steps, it first extracts the most relevant
sentences of a document with regard to a user query using a dasscal tf-idf term
weighting scheme, it then leans the user fealback in order to improve its
performances. Leaning operates at two levels. query expansion and sentence
scoring.

1. INTRODUCTION

With the increase of textua information, it becomes important for information retrieval
to provide relevant information quickly and in a suitable form. Document summeries are
convenient for the user since they allow him to rapidly consult retrieved documents and
to decide which of them are really in hisfield of interest.

Automated summarizaion dates badk to the fifties [Luh 58]. Human-quality text
summearizaion is considered too problematic since it encompasses discourse
understanding, abstradion, and language generation [Spa 93]. A simpler approad
consists in extrading representative text-spans, it avoids the central difficulties of natural
language processing. Most recent work in summearization uses this paradigm. The text-
Span extradion paradigm transforms the problem of summarization into a simpler
problem of ranking sentences from the original document acerding to their relevancy.
Generic sumnarization consists in abstrading the main ideas of a whole document,
whereas query based summarization aims to abstract the information relevant for a given
query. Generally, sentences are used as text-span units but paragraphs have also been
considered [Mit 97, Str 98]. The latter may sometimes appea more gpealing since they
contain more @ntextual information.

Most of the work on extradion-based summarizaion uses simple statistical measures on
terms (e.g. term frequency) and ad hoc linguistic units for the text representation [Car 98,
Gol 99]. Computing similarities between sentences then performs scoring.

Some aithors have proposed to use machine leaning for improving summarizeion
systems. [Kup 99 and [Teu 97 consider the problem of sentence extradion as a
statistical classification task. [Bar 97] explore the use of lexical chains. Like in statistica
keyword based methods, they model document concepts by using content-specific lexica
items observed in the text. [Jin 99 propose the use of HMM models to generate
automatically human-written summary sentences, the model is trained upn human
generated summaries.

We mnsider here the text summearization problem as a sentence extraction paradigm and
we use user interadion to train our system. Our model could be used both for generic and
query-based summaries, however its is better suited for the latter sinceit relies on human
interadion which is not central for generic summarization tasks. For clarity, we will



consider in the following only query-based summaries. Compared to previous works
[Kup 95 Teu 97], the originality of our approach is that it does not require a ©rpus of
document and asociated summaries for training the system, although we use such a
corpus for the evaluation and for simulating user interadion in this evaluation.
Supervision is provided here by the user interadion. Another originality is that leaning
operates a two levels: query expansion and sentence scoring via aclassification system.
The paper is organized as follows: we first introduce a baseline system that is used in a
first sep for sentence extraction (sedion 2). We then describe the learning step (sedion
3), and finally we present a series of experiments (sedion 4 and sedion 5).

2. SENTENCE EXTRACTION BY USING SIMILARITY MEASURES

The system procedls in two seps, it first extracts the most relevant sentences of a
document with regard to a user query using a classcd tf-idf term weighting scheme, it
then leans the user feadbadk in order to improve its performances. We describe below
the first step.

Many systems for sentence extraction have been proposed which use similarity measures
between text spans (sentences or paragraphs) and queries, e.g. [Gol 99, Mit 97].
Representative sentences are then selected by comparing the sentence score for a given
document to a preset threshold. The main difference between these systems is the
representation of textual information and the similarity measures they are using. Usually,
statistical and/or linguistic characteristic are used in order to encode the text (sentences
and queries) into a fixed size vedor and simple similarities (e.g. cosine) are then
computed.

We will build here on the work of [Kna 94] who used such atechnique for the extradion
of sentences relevant to a given query. They use atf-idf representation and compute the
similarity between sentence s, and query g as.
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Where, tf(w,d) is the frequency of term win d, df(w) is the document frequency of term w
and n isthetotal number of documents in the lledion. Sentence sc and query g are pre-
procesed by removing stop-words and performing Porter-reduction on the remaining
words. For ead document a threshold is then estimated from data for seleding the most
relevant sentences.

Our approach for the sentence extradion step is a variation of the @ove method where
the query is enriched before computing the similarity. Since queries and sentences may
be very short, this allows to compute more meaningful similarities. Query expansion
appeaed to be very important in our experiments.

For expanding the query, we proceal in two steps: first the query is expanded via a
similarity thesaurus - WordNet in our experiments -, second, relevant sentences are
extraded from the document and the most frequent words in these sentences are included
into the query. This processcan be iterated.

The similarity we mnsider isthen:

log(df (w) +1) g

sina.s)= 3 w01 53-8



Where, tf (w,q) isthe number of terms within the “semantic” classof w; in the query g.

Query expansion - via user feedback or via pseudo relevance feedbadk - has been
successully used for yeas in Information Retrieval (IR) e.g. [Xu 96, Gau 99].

This extraction system will be used as a baseline system for evaluating the impad of
leaning and user interadion throughout the paper. Although it is really basic, similar
systems have been shown to perform well for sentence extraction based text
summarizaion. For example [Zec 96] uses sich an approad, which operates only on
word frequencies for sentence extraction in the ontext of generic summaries, and shows
that it compares well with human based sentence etradion.

3. LEARNING

Methods based on similarity measures do have intrinsic limitations. they rely on simple
predefined feaures and measures, they are developed for generic documents, their
adaptation to a specific corpus, to dfferent document genres or to a specific community
of users has to be manually settled.

Several authors have avocaed the use of machine leaning methods to improve the
qualities or the alaptability of summarization systems [Gol 99, Jin 99, Kup 95 Teu 97].
This is particularly important in an Internet context since document types and user
demands may vary considerably. Machine leaning alows exploiting both corpus
charaderistics and user interadion.

We propose below atednique, which takes into acmunt these two aspeds, and allow to
significantly increase the quality of the extraded sentences.

In the proposed approad, leaning is based on user interadion. User's query is first
procesed by the baseline system of sedion 2 and the user is then presented with a
summary consisting of the N most relevant sentences for ead document. For ead
summary, sentences are ranked acarding to their relevance. The user can then give a
feadbadk by seleding sentences he mnsiders asrelevant or irrelevant.

Leaning based on this feedbadk will then operate at two levels:

- Fealbadk will be used to change the query representation as in classical
relevance feedbad, we used for that an approach smilar to [Roc 71]. This allows to
expand the query acmrding to the user judgment and to refine the query expansion
performed during the first step (sedion 2).

- A clasdfier is trained to classify sentences acarding to their relevance for the
summary. Let Rg be abinary variable, which is equal to 1if a sentenceis relevant for the
summary and for query Q, and O if not. Relevant sentences are those seleded by the
baseline system which have not been changed into irrelevant by the user and vice versa
for irrelevant sentences. The clasgfier will be trained to compute P(Rq /s) for eah
sentence s of a document. Using a classifier offers a principle way to compute the
relevance of a sentence, it allows to adapt the decision function to the crpus and to the
user needs whereas methods like the one in sedion 2 make use of a predefined metric
which does not take into acmunt these two aspeds, it allows to automatically weight the
feaures used for representing the terms in sentences.

In order to define more precisely the way this classfier operates we need to describe the
feaures used for text representation and the training set.



Features

Our text feaures must be informative for the task of query based summarizaion. A
sentence is considered as a sequence of terms, ead of them being charaderized by a set
of feaures. The sentence representation will then be the corresponding sequence of these
feaures.

We used four values for charaderizing each term w. tf(w,s), tf(w,q), (1-
(log(df(w)+1)/log(n+1)) and Sm(q,s) the similarity between q and s. The first three
variables are frequency statistics which give the importance of a term for charaderizing
respedively the sentence, the query and the document. The last one gives the importance
of the sentence @ntaining w for the summary and is used in placeof the term importance
sinceit isdifficult to provide ameaningful measure for isolated terms [Kau 94.

Training set

In order to train our classfier we neal a labeling of the document into summary-relevant
and irrelevant sentences. This labeling is provided by the baseline system and the user
feedbadk: sentences which have been seleded by the baseline system will be considered
relevant and athers as irrelevant, the user can change the label of these sentences.

The classifier isthen trained to compute P(Rq /s) using this training set.

Classfier

In order to make feasible the mmputation of P(Rq /s) we have to make some simplifying
asumptions.

Let w, =w,..w,denote the sequence of fedure vedors representing a sentence s of

length n. In our case, eat wis a vector of length 4.
Under the assumption that the feaure vedors are independent (P(w') = |_| P(w;)) and

that P(RQ/Wil) =P(R,/w), it iseasily shown that
P(Ry/s) = [ P(Ry /W) 1)

WS,
Equation (1) will be used for computing the score of a document.
The only justification for the éove asumptionsisthat they make the computation of (1)
feasible and provide ascore for ranking the sentences. In pradice we have found more
efficient to use the following decomposition:

P(Ry/s) = [ P(Ry /% @)

w0s,
Which can be justified using a slight modificaion of the above assumptions. In (2), we
consider the local context of term w; (a window of size 2 around w) for computing its
relevancy score, whereas in (1) this context is ignored. The window size has been set
experimentally.
For the implementation of this classfier, we have used a multi-layer perceptron [Bis 95]
sincethis is among the most efficient classfier systems.

4. DATABASE

A corpus of documents with the arresponding summaries is required for the evaluation.
Note that as arealy said such a @rpus is not necessary for implementing the proposed



system, but it allows here to simulate user interadion (see below) and to evaluate the
system performances. We have used the Reuters data set consisting of news-wire
summaries’: this corpus is composed of 1000 acuments and their asciated extraded
sentence summaries. The data set was lit into atraining and atest set. The training set
was used to simulate aquery consisting of the most frequent words in this st, and the
corresponding summaries were used to lean the system’ s parameters. Statistics about the
data set colledion and summearies are shown in table 1.

Reutersdata set

Colledion Training| Test All
# of docs 300 700 1000
Average # of sentences/doc 26.18 22.29 23.46
Min sentence/doc 7 5 5
Max sentence/doc 87 88 88

News-wire sumnaries

Average # of sentences/sum | 4.94 401 4.3
% of summaries including 1% 633 735 20,6
sentence of docs

Number of documents

Table 1. Characteristics of Reuters data set and d the correspondng
summaries.

Figure 1-a shows that the histogram of summary length in sentences is narrowly
distributed around 5 sentences and Figure 1-b highlights that the summary length in
words is approximately a normal distribution with a peak around 80words.
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Figure 1. a Distribution of summary sentence length, b: Distribution o
summary word length.

5. EVALUATION

Evaluation issues of summarization systems have been the objed of several attempts
among which extensive one have been the tipster program [NIST 93] and the Summac
competition [SUM 98]. This is a complex issue and many different aspeds have to be
considered simultaneously in order to evaluate and compare different summarizers [Mitt
99].

! http://boardwatch.internet.com/mag/95/oct/bwm9.htm



We will consider here classcal measures commonly used in the domain, they are the
precision/ recall curves and the F-ratio:

#of sentencesxtractedoythesystemwhichare inthenews— wire summaries

total #of sentencesxtractedbythesystem
Recall = #of sentenceextractedoythesystemwhichareinthenews— wire summaries

total #of sentencem thenews— wire summaries
2 x Precisionx Recall
Recall+ Precision

The sentences extraded by the system were cmpared with the sentences in the news-
wire summaries. We ahieved an average 53,94% predsion, 53,96% recdl and 5395%
F-measure with the baseline system and up to an average 72,68% predsion, 72,71%
reall, and 7269 F-measure when using feedbadck and leaning. This is a significant

(about 20 %) performance increase which shows the importance of feedbadk and the
soundness of our classificaion scheme.

Precision=

F —measure=

For gquantifying the importance of feedbadk, we have performed different tests by
varying the degree of feedbadk. For smulating the interadion with the user, we
considered a subset (denoted here the feedbadk-subset) of the training set and for eat
document in this subset, we dhanged the label of the sentences leded by the baseline
system, if they were not present in the newswire document summary.

Table 2 shows the performances of the system on the test set when the feedbadk-subset
consists of 10 % of thetraining set and of the whole training set.

Precision (%) | Reall (%) | F-Mesure (%)
Baseline system 54,94 5396 5395
Learning on 6394 6396 6395
10% of the training set
Learning on 72,68 72,71 72,69
the whole training set

Table 2. Comparison between the baseline system and the learning system for two
different feedbadk-subsets. Performances are on the test set.

System precision is increased by more than 10% if only 10% of the training set
summaries are used to provide feadbadk. It goes up another 10 % when we use the whole
training set for feedbadk.

Figure 2 shows this behavior in more details for different sizes of the feedbad set. The
performances gradually increase with the degree of feadbadk. For comparison, we have
also plotted the performances of the system when only the classifier is trained without
guery expansion. The performances are lower, they increase up to a plateau and then
dlightly degrade due to overfitting.

11-point predsion recl curves allow to evaluate more predsely the system’s behavior.
Let M be the total number of sentences extraded by the system as relevant (correct or
incorred), Ns the total number of sentences extracted by the system which are in the
newswire summaries, Ng the total number of sentences in newswire summaries and N the
total number of sentencesin test set.
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Figure 2. System’s precision as a function of the degree of feedbadk
in the training set. The x-axis is the ratio of documents in the
training set, which are used for feedbad (feedback-subset size).

Precision and recll are computed respedively as N/M and N¢/Ngy. For a given document,
sentence s is ranked acording to P(Ro/ s). The top M are classfied as relevant and the
rest asirrelevant. Predsion and recall are computed for M = 1,..,N and plotted here one

against the other asan 11 point curve.

Figure 3 compares the recll precision curves for the baseline system and for the learning
system. Two curves for leaning are computed for a feedbadk-subset of a) 10% of the
training set and b) the whole training set. The interadion over 10% of the training set

arealy leadsto increase gpreciably the performances of the learning system.

Figure 4 shows the evolution of the precision-recll curves as a function of the ratio of
the training set used for interadion with the leaning system. We notice that the system

performances mainly increase in the high-recall, low-precision region space
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Figure 4. The predsion-recal curves as a function of the feedback-subset
size epressd in % of the training set.

6. CONCLUSION

We have proposed a text summarization system in the ontext of sentence based
extradion summaries. This system leans upon user feedbad by modifying the queries
and by training a classifier to rank document sentences acwrding to their relevance for
the query. Leaning allows to adapt the summarizer to the crpus and to user needs. Our
system does not need a document - summary corpus, but only user feedbadk in order to
lean. We feel that this is an important issue since the development of summaries is a
long and tedious task, and that there ae only a few document - summary corpus.

Our experiments show that learning based on feedbadk can increase significantly the
performances of a clasdcal baseline system. We ae airrently investigating the use of
automatic feedbadk and semi supervised learning in order to provide fully automatic
summaries, when there is no user feedbadk or when this feadbadk is very limited.
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