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Abstract This paper presents two multimodal prototypes for remote sensing image

classification where user interaction is an important part of the system. The first

one applies pansharpening techniques to fuse information from different satellite

sensors to obtain a high resolution (HR) multispectral image. Once the HR image

has been classified the user can interact with the system to select a class of interest.

The pansharpening parameters are then modified to increase the system accuracy

for the selected class without deteriorating the performance of the classifier on the

other classes. The second prototype utilizes Bayesian modeling and inference to

implement active learning and parameter estimation in binary kernel-based multi-

spectral classification problems with possibly infinite dimensional feature spaces.

In the prototype we developed three different strategies for selecting the more in-

formative pixel to be included in the training set. In the experimental section, the

prototypes are described and applied to two real multispectral image classification

problems.

1 Introduction

Remote sensing images are of great interest in numerous applications. Map draw-

ing, delimitation of parcels, studies on hydrology, forest or agriculture are just a few
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Fig. 1 Region of interest of the observed multispectral image (left) and the corresponding region

of interest of the observed panchromatic image (right).

examples where these images are used [10, 11, 7]. Many of these applications in-

volve the classification of pixels in an image into a number of classes. In supervised

classification, the user provides the label of a set of samples to train the classifiers.

Usually, the bigger the training set, the better the classification results but more ex-

pensive (in time or money) the construction of such a set is.

In this paper we present two prototypes that use multimodal data and user inter-

activity to obtain more accurate classification results or obtain them at a lower cost.

Both prototypes deal with the same multimodal remote sensing image classification

problem although they consider user interaction from two different but complemen-

tary points of view: user feedback and system adaptation.

On one hand, the first prototype deals with the problem of obtaining more ac-

curate classification results on remote sensing images for specific classes. Due to

physical and technological constrains, satellites usually have multimodal sensors

that capture two types of images. One sensor captures a multispectral (MS) image

composed of several spectral bands with low spatial resolution (LR). For instance,

Landsat ETM+ captures 6 spectral bands in the visible and infrarred spectrum with

each pixel covering an area of 30× 30 meters. The other sensor captures a high

spatial resolution (HR) image with a low spectral resolution, named panchromatic

(PAN) image, that in the case of Landsat has a resolution of 15×15 meters per pixel.

Figure 1 shows an example of an Landsat LR MS and the HR PAN images. The LR

MS and PAN images are fused using pansharpening techniques to obtain an image

with the spectral resolution of the MS image and the spatial resolution of the PAN

image. A complete review of techniques to carry out the pansharpening procedure

can be found in [2].

Bruzzone et al. [5] showed that the use of pansharpening methods that do not in-

troduce significant spectral distortion helps the classifier to obtain higher accuracy,
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especially for pixels at the borders of objects. While pansharpening has traditionally

only been used as a preprocessing step, that is, before using supervised classifica-

tion, in the first prototype we address the problem of interactively modifying the

pansharpening parameters to improve the figures of merit of the supervised clas-

sification of a class of interest, selected by the user. Hence, in this case, the user

interaction consists of selecting a class of interest and then the system adapts the

pansharpening to obtain better classification results for the selected class.

On the other hand, the second prototype implements active learning concepts

exploiting the Bayesian modeling and inference paradigm to tackle the problem of

binary kernel-based multispectral image classification.

Active learning aims at building efficient training sets by iteratively improving

the model performance through sampling. When applied to remote sensing image

classification active learning methods start with a few pixels from each class whose

labels are known and, then, iteratively select, using a given criterion, pixels from

the rest of the image. The classifier interactively asks the oracle, i.e., the user, for

the class of the selected pixels. The feedback obtained at each step of the interac-

tion process is converted into new, fresh training information, useful for improving

the classifier. In the presented prototype we developed three different strategies for

selecting the most informative pixel to be included in the training set. Additionally,

if the user inputs a set of test samples, that is, a set of pixels of known class that can

be used to evaluate the quality of the classification, the system can provide some

numerical performance information. The objective is to obtain the best classifica-

tion accuracy with the minimum number of queries to the oracle. A survey of active

learning algorithms for supervised remote sensing image classification can be found

in [20].

The remainder of the paper is outlined as follows. Section 2 describes the theory

behind the interactive pansharpening based classification prototype. The Bayesian

active learning techniques used in the second prototype are described in section 3.

Section 4 presents the prototypes description and experimental results and, finally,

section 5 concludes the paper.

2 Interactive Pansharpening based Classification

Multispectral images allow for an accurate recognition of several land cover classes

but, due to their low resolution, information on the objects shape and texture may be

lost. In contrast, panchromatic images allow for a better recognition of the objects in

the image and their textures but provide no information about their spectral proper-

ties. Pansharpening is a technique that jointly processes multispectral and panchro-

matic images in order to obtain a new multispectral image that, ideally, exhibits the

spectral characteristics of the observed multispectral image and the resolution of the

panchromatic image.

In this prototype, we propose the use of pansharpening techniques to increase

the performance of a classification system. The pansharpening method provides a
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high resolution multispectral image that is used, along with the observed panchro-

matic image, as input of the interactive classification algorithm. The pansharpening

method depends on a set of parameters that are automatically estimated from the

data and which determine the quality of the obtained pansharpened image.

Even when using a sophisticated pansharpening technique, the classification re-

sults may not fulfill the expectations of the user. Hence, we propose to adapt the

pansharpening method to improve the classification of a specific class of interest,

chosen by the user, by adjusting its parameters to perform this specific class. This

represents an application-specific pansharpening approach, where the application of

interest is binary classification.

2.1 Pansharpening

The pansharpening methods included in the prototype are formulated within the

Bayesian paradigm because it provides good reconstructions and allows for the

adaptation of the pansharpening to the needs of the user. More precisely we have

implemented the following two pansharpening methods in the prototype:

• SAR (Simultaneously Autoregressive) based pansharpening: The method

proposed in [13] assumes that each band of a MS image is a degraded (blurred

and decimated) version of the original HR MS image, and the PAN image is a

linear combination of HR MS image bands. It uses a classical Simultaneous Au-

toregressive (SAR) model [14] to impose smoothness on the HR MS image. The

method depends on a series of parameters that are modeled as Gamma distribu-

tions since they allow for the incorporation of information from the data as well

as prior information about the value of the parameters. Both the HR MS image

and the associated parameters are automatically estimated by the method without

user intervention.

• CONTOURLET based pansharpening: It is a novel method, proposed in [1],

that assumes that the observed LR MS image has the same spectral properties

than the HR MS image but with a lower level of details. The PAN image, on

the other hand, contains the details of the HR MS image but lacks the spectral

information. The method uses the non-subsampled contourlet transform (NSCT)

to decompose the images into residual and detail bands and models the relations

between the details of the HR MS image and those of the observed LR MS and

PAN images in the contourlet domain. Since the NSCT detail bands are com-

posed of relatively smooth regions separated by strong edges, Total Variation

(TV) [15, 21] is used as prior model. The needed parameters are automatically

estimated at each level of decomposition and direction for each band, providing

a sound way to control the noise and preventing color bleeding.

It is worth noting that in both cases the estimation of the parameters and the HR

MS image is performed in an iterative manner where, at each iteration, a new set of

parameters is estimated from all the pixels of the current estimation of the HR MS
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image, and those parameters are used to obtain a new estimation of the pansharpened

image.

2.2 Classification

Once the pansharpened image has been obtained, the classification procedure is car-

ried out using the pansharpened and PAN images as input data. The user has to

provide the class of a number of pixels to form the training set. Additionally, a

validation/test set is also provided by the user to evaluate the performance of the

classification process. In the presented prototype we have implemented two differ-

ent classification techniques: linear discriminant analysis (LDA) and support vector

machines (SVM), which have been largely exploited in remote sensing applications

[6, 3].

LDA is an effective subspace technique that optimizes Fisher’s score [9]. Sub-

space methods are algorithms focused on finding projections of an original hyper-

dimensional space to a lower dimensional space where the classes have maximum

separation. LDA is related to Fisher’s linear discriminant and, roughly speaking,

both aim at finding a linear combination of features that characterize or separate

two or more classes.

SVM is one of the most successful examples of kernel methods, being a linear

classifier that implements maximum margin separation between classes in a high

dimensional Hilbert space H . Kernel methods embed the data observed in the in-

put space X into a higher dimensional space, the feature space H , where the data

are more likely to be linearly separable. Therefore, it is possible to build an efficient

linear classifier in H , that translates into a nonlinear classifier in the input space.

Kernel methods compute the similarity between training samples {xi}
n
i=1 using in-

ner products between mapped samples instead of computing the dot product in the

higher dimensional space explicitly. The so-called kernel matrix Ki j = K(xi,x j) =
〈φφφ(xi),φφφ(x j)〉 contains all necessary information to perform many classical linear

algorithms in the feature space, which are non-linear in the input space [19]. The ra-

dial basis function (RBF), K(xi,x j) = exp
(

−‖xi −x j‖
2/2σ2

K

)

,σK ∈ R+ is selected

in this work. To implement SVM for multiclass problems we used the one-versus-all

strategy given the particular characteristics of the proposed scheme.

Utilizing one of the described classification methods, the user obtains a classifi-

cation map. We used the precision and recall scores to assess the model’s accuracy:

recall =
T P

T P+FN
; precision =

T P

T P+FP
(1)

where T P is the number of pixels in the class correctly classified, FN is the num-

ber of pixels in the class incorrectly classified and FP is the number of pixels not

belonging to the class incorrectly classified.
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2.3 Interactive Pansharpening based Classification

Using one of the classifiers, chosen by the user, the classification performed on

the HR MS image and panchromatic images usually obtains higher accuracy than

the one performed using the observed multispectral and panchromatic images, es-

pecially for pixels at the borders of objects, as showed by Bruzzone et al. in [5].

However, it is possible that the outcome does not fulfill the user’s expectations. This

may be due to a suboptimal performance in a class of interest. Then, by examining

the classification results, both visually and numerically, the user can select a class

of interest to be improved.

Following the method in [17], the parameters needed by the pansharpening

method are estimated again. Using the already estimated pansharpened image, the

parameters for the new reconstruction are estimated utilizing only the pixels be-

longing to the class of interest in this image. Note that no iteration is required for

this case. The new estimated parameters result in a new estimation of the HR MS

image whose spectral and spacial characteristics are more accurate for the pixels

in the class of interest and, hence, with a boosted classification performance for

the elements of the class. Note however that this may imply that for other classes

the user is not interested in, the classifier may perform slightly worse over the new

pansharpened image [17].

3 Active Learning

One alternative way of handling user interaction is related to the emerging field of

active learning. Let us assume that we have access to a set of samples for which

the corresponding class, although not already known, can be provided by an oracle,

i.e., the user. The key is to decide which elements to acquire from the set of pos-

sible samples in order to build an optimal compact classifier. Active learning aims

at building efficient training sets by iteratively improving the model performance

through sampling.

The prototype implements the Bayesian active learning procedure described in

[16] where the Bayesian modeling and inference paradigm are applied to a binary

kernel-based classifier tackling both active learning and parameter estimation for

infinite dimensional feature spaces.

3.1 Bayesian Modeling and Inference

The Bayesian active learning procedure implemented in the prototype aims at solv-

ing the general two-classes supervised classification problem [4] that uses the clas-

sification function

y(x) = φφφ⊤(x)w+b+ ε, (2)
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where the mapping φφφ : X → H embeds the observed x ∈ X into a higher di-

mensional (possibly infinite) feature space H , w is the vectors of parameters to be

estimated, b represents the bias in the classification function, and ε are independent

realizations of Gaussian distributions N (0,σ2).
Hence, we can model the classification output y(xi) associated with the feature

samples φφφ(xi), i = 1, . . . ,M, with M the number of samples, as

p(y|w,σ2) =
M

∏
i=1

N (y(xi)|φφφ
⊤(xi)w+b,σ2), (3)

where y = (y(x1),y(x2), . . . ,y(xM))⊤. Since xi, i = 1, . . . ,M, will always appear as

conditioning variable, for the sake of simplicity, we have removed the dependency

on x1, . . . ,xM in the left-hand side of the equation. We note that, for infinite dimen-

sional feature vectors φ(xi), w is infinite dimensional. Following [4], we assume

as prior distribution that each component of w independently follows a Gaussian

distribution N (0,γ2).
To perform the inference tasks, that is, parameter estimation, prediction and ac-

tive learning, we will mainly use the marginal distribution of the observations. The

marginal distribution of y can be obtained by integrating out the vector of adaptive

parameters w. It can easily be shown, see for instance [4], that

p(y|γ2,σ2) = N (y|b1,C), (4)

with

C = γ2ΦΦΦΦΦΦ⊤+σ2I, (5)

where ΦΦΦ is the design matrix whose i-th row is φφφ⊤(xi). The estimation of the pa-

rameters b, γ2 and σ2 is carried out by using the evidence Bayesian approach [12]

which amounts to maximizing the marginal distribution in Eq. (4).

It is important to note that we do not need to know the form of ΦΦΦ explicitly to

calculate this distribution. We only need to know the Gram matrix K=ΦΦΦΦΦΦ⊤, which

is an M × M symmetric matrix with elements Knm = k(xn,xm) = φ⊤(xn)φ(xm),
which has to be a positive semidefinite matrix (see [18]).

3.2 Classification

Once the system has been trained, we want to assign a class to a new value of x,

denoted by x∗. The conditional distribution p(y(x∗)|y) is a Gaussian distribution

with mean m(x∗) and variance v(x∗) given by:

m(x∗) = b+ γ2φφφ⊤(x∗)ΦΦΦ
⊤C−1(y−1b) (6)

v(x∗) = σ2 + γ2φφφ⊤(x∗)φφφ(x∗)− γ4φφφ⊤(x∗)ΦΦΦ
⊤C−1ΦΦΦφφφ(x∗). (7)

So, we classify x∗ using m(x∗) defined in Eq. (6) and write
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x∗ is assigned to

{

C1 if m(x∗)> 0.5
C0 if m(x∗)< 0.5

. (8)

3.3 Active Learning Approaches

As already explained, active learning starts with a small set of pixels whose class is

already known. From these observations, the marginal distribution of y, and all the

parameters are estimated using the procedure described in the previous sections.

In order to improve the performance of the classifier we want to select, from the

pixels of the image, the most informative sample, x+, and the user will be asked

about its label, y(x+). Then the classifier is updated using the new information pro-

vided by the user. The process continues until a given number of samples has been

included in the training set. To select which of the available samples is added to the

training set, the prototype implements three methods described in [16], which are

reviewed in the following sections.

3.3.1 Maximum differential of entropies

For a sample x not already present in the training set, the distribution p(y(x∗)|y)
can be calculated using Eqs. (6) and (7), and consequently we can select the new

training sample as the one maximizing the variance of the prediction, that is,

x+ = argmax
x

v(x). (9)

This criterion amounts to select the sample the classifier is less certain about the

class it belongs to.

3.3.2 Minimum distance to decision boundary

In our classification problem the decision boundary corresponds to the set

ΠΠΠ = {x ∈ X : m(x∗)−0.5 = 0} . (10)

We can then select the next sample to be included in the training set as the one with

minimum distance to the decision boundary by using

x+ = argminx d2(x,ΠΠΠ) = argminx(m(x)−0.5)2. (11)

Note that this method provides a Bayesian formulation of the SVM margin sampling

heuristic (see [20]).
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3.3.3 Minimum Normalized Distance

The two active learning methods described above take into consideration only partial

aspects of the conditional distribution p(y(x∗)|y). While maximum differential of

entropies utilizes the variance of this distribution, it does not use the distance to

the decision boundary. On the other hand, the minimum distance to the decision

boundary criterion is based on the mean of this conditional distribution and does

not take into account the uncertainty of the distribution. It is obviously very easy

to imagine scenarios where these two criteria will not select the best sample, either

because it is too far from the decision boundary and, hence, having large variance

does not represent a problem, or because, although the sample is the closest to the

decision boundary, its uncertainty is very small and consequently it may not be the

best sample to be included in the training set.

We can then use the following active learning procedure which combines preci-

sion and proximity to the decision boundary

x+ = argmin
x

E

[

(y(x)−0.5)2

v(x)

]

, (12)

where the expected value is calculated utilizing the conditional distribution p(y(x)|y).
Notice that since

E

[

(y(x)−0.5)2

v(x)

]

= 1+
(m(x)−0.5)2

v(x)
, (13)

we can rewrite this criterion as

x+ = argmin
x

(m(x)−0.5)2

v(x)
. (14)

4 Prototypes Description

We have developed two prototypes implementing the proposed methodologies, that

is, interactive pansharpening based classification and Bayesian active learning. The

purpose of these prototypes is to show how adaptation and human interaction can be

used to improve the performance of classification techniques. Let us now describe

in detail each one of the mentioned prototypes.

4.1 Interactive Pansharpening Based Classification

In this prototype, developed in Matlab R©, whose graphical user interface is shown in

Fig. 2, we address the problem of adaptively modifying the pansharpening parame-
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Fig. 2 Interactive Pansharpening prototype interface.

ters in order to improve the precision and recall figures of merit of the classification

of a given class without significantly deteriorating the performance of the classi-

fier over the other classes. The workflow of the prototype is as follows: First, the

input LR MS and HR PAN images are loaded. Currently, the prototype only clas-

sifies Quickbird images, which have four spectral bands covering the blue, green,

red, and infrared bands at 2.44× 2.44 meters per pixel and a panchromatic band

at 0.61× 0.61 meters per pixel, although it can be easily adapted to use other re-

mote sensing images. Then, a pansharpening method is selected from the pull-down

list (marked with the number 2 in Fig. 2) and the pansharpening is performed by

pressing the button ”Pansharpening”. The user can select between the two pansharp-

ening methods, SAR and CONTOURLETS, described in section 2.1. We used the

Matlab nonsubsampled contourlets toolbox1 for the contourlets based method. The

computed pansharpened image is depicted in the area marked as 3 in Fig. 2. This

pansharpened image can be saved to a file, together with some metadata as the used

pansharpened method and the value of the parameters used to obtain the image,

for its later use. Alternatively, the user can load a previously computed image by

pressing the ”Load” button in the ”Pansharpening Method” area.

The next step is to select the training and test sets. In our prototype this task is

achieved by loading, using the button marked as #4 in Fig. 2, a groundtruth image,

that is, an image of the same size of the PAN and pansharpened image containing,

at each pixel position, the class of this pixel. In the example shown in Fig. 2, ten

different classes (cars, water, forest, . . . ) were used. Note that only a few pixels

may be classified in this groundtruth image. Pixels with unknown class have label

equal to zero. From this groundtruth image, the PAN and the pansharpened images,

1 http://www.mathworks.com/matlabcentral/fileexchange/10049
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Fig. 3 Detail of the recall and precision values before and after improvement.

a training and a test set are obtained by randomly selecting, among the pixels with

known class, 20% for training and the rest for testing. The features of each pixel

consist of its panchromatic value and its four band values (that is, a vector with five

components) together with the same five components of its four nearest neighbours.

So, at each pixel location the corresponding feature vector has 25 components. In

the pull-down list marked as #5 in Fig. 2 the classification method can be selected

between two options: LDA and SVM, implemented by the Statistics toolbox in Mat-

lab and libSVM2, respectively.. By pressing the button ”CLASSIFY”, the classifier

produces a Classification Map by classifying all the pixels in the image (marked as

#6), and a Confusion Matrix (marked as #7) and the precision-recall values for each

class (marked as #8) from the pixels in the test set.

As described in section 2.3, the user can examine the classification results, both

visually and numerically, and can select a class of interest to be improved by typing

its number in the text box marked as #9 in Fig. 2. By pressing the button ”IM-

PROVE”, the pansharpening procedure is repeated estimating the parameters from

the pixels of the selected class in the training set and the new classification map and

confusion matrix are obtained and displayed. The new precision-recall values are

shown in the window marked as #10 in Fig. 2 side by side to the previously obtained

values to help the user compare them. For a better visual evaluation of the results,

Figure 3 depicts both precision and recall windows. Notice that the precision-recall

values for the class of interest (class 9) have increased from (0.517, 0.882) to (0.621,

0.947). Notice also that some other classes also increased their precision or recall

(see, for instance, classes 5 and 10) without significantly decreasing the figures of

merit for the other classes.

4.2 Bayesian Active Learning Remote Sensing

The second prototype implemented exploits the Bayesian modeling and inference

paradigm to tackle the problem of kernel-based remote sensing image classification.

The particular problem of active learning is addressed by proposing an incremen-

tal/active learning approach based on three different methods: the maximum differ-

2 http://www.csie.ntu.edu.tw/∼cjlin/libsvm/
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Fig. 4 Bayesian Active Learning prototype interface.

ential of entropies, the minimum distance to decision boundary, and the minimum

normalized distance as described in section 3.3.

The Matlab R© prototype, whose interface is shown in Fig. 4, is designed to guide

the user on the challenging problem of remote sensing land cover classification from

multispectral data, and in particular for urban monitoring applications. It can be

easily adapted to handle other binary classification problems. Initially, the user loads

a Landsat TM MS image whose bands RGB are show in window ”RGB Image”

(marked as #1 in Fig. 4). Then, the user labels as urban or non-urban an initial set

of pixels that are used as initial training set by pressing the button ”Label Training

Set” (marked as #2 in Fig. 4). For this task, the labeler-tool depicted in Fig. 5 has

been developed. This tool allows to enlarge the image, move through it, select a

pixel, its class and label it by pressing the ”Label” button. In addition, it allows

to load a training set from a file utilizing the button ”Load Training Set”. Once a

small number of pixels of each class are labeled, the user can close the labeler tool,

returning to the interface main window that will show the number of labeled samples

for each class in log window (marked as #3 in Fig. 4).

Optionally, a groundtruth image can be loaded by clicking on the button ”Load

Ground Truth” (marked as #4 in Fig. 4) allowing to obtain, in addition to the classi-

fication map, numerical results about the classification performance. If loaded, the

Ground Truth image is depicted in the area marked as #5 in Fig. 4. In the image,

the urban class is shown in bright color, the non-urban class in dark color and the

background in black.
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Fig. 5 Manual labeling tool interface.

Utilizing the button ”CLASSIFY”, marked as #6 in Fig. 4, the classifier is trained

with the initial set and the whole image is classified. The ”Classification Map” area

(#7) shows the obtained classification map and, if the ground truth was loaded, the

log window shows the confusion matrix, and overall accuracy and the estimated Co-

hen’s kappa statistic [8] as measures of accuracy and class agreement, respectively.

From this initial classifier, the implemented methods help the user to improve

the classifier performance by using one of the active learning method described in

section 3.3. They can be selected from the pull-down list marked as #8 in Fig. 4. By

clicking the ”Active Learning” button (#9) the most informative pixel according to

the chosen active learning method is selected and the labeler automatically shows

up to allow the user to label the pixel, shown in white as can be seen in Fig. 5.

Once the user labels the pixel and closes the labeler, the sample is incorporated into

the training set and the classifier is updated. The process continues by alternatively

clicking on the ”Active Learning” button and labeling the sample. For each iteration,

the learning curve, plotted in the area ”Active Learning Curves”, marked as #10 in

Fig. 4, is updated. An example of the learning curve after 150 iterations is shown

in Fig. 6. As can be seen in the figure, the learning curve grows significantly after a

few samples have been included into the training set.
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Fig. 6 Obtained Learning Curve. The kappa statistic is measured after each user query.

5 Conclusions

In this chapter we presented two prototypes to multimodal interaction in remote

sensing image classification problems. The first one proves that pansharpening tech-

niques can be used to increase the performance of classification methods when ap-

plied to MS images. We have addressed the problem of adaptively modifying a

pansharpening method in order to improve the precision and recall figures of merit

of the classification on a given class without deteriorating the performance of the

classifier over the other classes. The validity of the proposed technique has been

demonstrated using a real Quickbird image. The second prototype implements a

non-parametric Bayesian active learning approach based on kernels for remote sens-

ing image classification. We presented three different approaches for active learning:

the maximum differential of entropies, the minimum distance to decision boundary,

and the minimum normalized distance. The proposed prototype, dealing with the ur-

ban monitoring problem from multispectral data, show the validity of the proposed

approach.
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