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Abstract—An advanced multi-touch sensor surface aimed at
musical expression was recently equipped by the authors with
interactive multi-point localized vibrotactile feedback. Using
such interface, a subjective assessment was conducted that
measured how the presence and type of vibration affect the
perceived quality of the device and various attributes related to
the playing experience. Two clearly distinct sound settings each
with three vibrotactile feedback strategies were tested. At each
trial, the task was to play freely while comparing two related
setups which used the same sound setting and differed only in the
presence/absence of vibration. Independent of the sound setting,
as compared to the respective non-vibrating setups, vibrations
conveying frequency and amplitude dynamics cues coherent with
the player’s gesture and/or sonic feedback had the most positive
effect. Vibrotactile feedback especially improved the enjoyment
of playing and the perceived potential for musical expressivity.

Index Terms—Digital musical interface, haptic surface, music
performance, quality perception, vibrotactile feedback.

I. INTRODUCTION

RECENT efforts in human-centered and technological

research aimed to gain a better understanding of how

vibrotactile signals can be conveyed to the user [1], [2], as

well as to develop novel interactive surfaces yielding a rich

haptic experience. On touchscreens, force sensing is being

investigated as an important feature for expanding the pal-

ette of input gestures that can be detected [3]. With regard

to haptic cues provided by interactive surfaces, localized

feedback and friction modulation are now regarded as key

missing links to a more natural haptic response [4], [5].

In parallel, over the last few years interactive surfaces

have become popular interfaces for musical interaction.

Notable early examples are the successful ReacTable [6]

and Lemur1 devices. This process has been assisted by the

diffusion of touchscreen technology in mobile devices

such as smartphones and tablets – with their increasing

computing power and multimedia capabilities – and by the

growing multitude of high quality musical applications

developed specifically for those platforms (e.g., AniMoog2

and the recent software version of the Lemur3). A major

advantage of touchscreen-based vs hardware user interfaces

is that the former offer a space that can be freely config-

ured by the developer and possibly by the user (as in the

Lemur and TouchOSC4 apps), opening to unexplored pos-

sibilities in various musical interactions (e.g., music per-

formance, music recording/mixing, and control of musical

processes). Those interfaces, however, still fall short of

establishing a rich physical exchange with the user.

In this perspective, several studies in the emerging field of

Musical Haptics [7] aspired on the one hand to design next-

generation digital musical interfaces yielding haptic feed-

back [8], and on the other hand to assess if and how haptic

feedback is relevant to the perceived quality of musical instru-

ments, to the performer’s experience and performance, and to

the resulting musical outcome [9]–[12].

Among traditional musical instruments, the haptic response

of the piano and the violin have been mainly studied, generally

finding that haptic cues are relevant to their perceived quality,

and may be even more important than auditory feedback for

their identification [13]–[16]. Several examples of digital

musical instruments yielding haptic feedback are found in the

literature, some of which were also qualitatively assessed in

relation to the offered haptic cues [17]–[19]. However, only a

few studies so far addressed the design and evaluation of hap-

tic surfaces for musical expression [20], [21].

In the framework outlined above, we conducted a subjective

assessment making use of a force-sensitive multi-touch sur-

face for musical interaction, which we augmented with multi-

point localized vibrotactile feedback. Our study investigated

how different types of vibrotactile feedback affect various

attributes related to the playing experience and the perceived

quality of the interface.
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II. VIBROTACTILE AND SOUND FEEDBACK SYSTEM

The HSoundplane, shown in Fig. 1, is a haptic musical inter-

face prototype yielding multi-point, localized vibrotactile feed-

back across its surface. The device was used in the experiment

to let participants experience various types of sound and vibra-

tion feedback while playing. It is based on the Madrona Labs

Soundplane [22]: an advanced musical controller offering a

large (55:5� 14 cm) multi-touch and pressure-sensitive sur-

face.Its patented audio-rate capacitive sensing technology

results in tracking times in the order of a few ms — a fraction

of the lag offered by the fastest touchscreen technology cur-

rently available [23].

The original device was augmented with interactive vibro-

tactile feedback: an actuator layer based on piezoelectric discs

and a software synthesis system were developed, resulting in

the HSoundplane prototype (where ‘H’ stands for ‘haptic’). Its

hardware design has been described in detail in [24], therefore

only essential information is reported here.

In order to drive the piezo discs with standard audio signals,

custom amplifying and routing electronics were designed,

based on the following components: Texas Instruments

DRV2667 piezo drivers, serial-to-parallel shift registers with

output latches of the 74HC595 family, high voltage MOSFET

relays, four slave microcontrollers and one master microcon-

troller. The piezo elements were arranged on a flexible PCB

foil in a 30� 5 matrix configuration, matching the tiled pads

on the Soundplane’s surface. Since each piezo driver feeds 5

actuators in parallel (one driver per column), particular atten-

tion was paid to current consumption and heat dissipation:

Eventually, Murata Electronics 7BB-20-6 piezo actuators5

(resonating at 6:3 kHz) were selected mainly for their small

capacitance (10 nF) while offering a frequency response

matching the tactile range (see II-C). The flexible PCB foil con-

necting the piezo elements was laid on top of a thin rubber sheet

with holes corresponding to each piezo element, thus ensuring

enough free space to allow for optimal mechanical deflection.

A client software for Mac computers comes with the origi-

nal Soundplane, which receives multi-touch data sensed by

the interface and routes them to other applications using the

Open Sound Control (OSC) protocol.6 Such messages carry

absolute x, y coordinates (for position) and pressing force val-

ues along the z-axis for each contacting finger. An additional

software application was developed making use of

Cycling ’74 Max,7 which receives OSC touch data from the

Soundplane application and use them to drive two DSP

engines that synthesize and route audio and vibration signals,

respectively. The sound and vibration feedback settings

designed for the experimental setup are described below.

A. Sound Feedback

Sound was provided to the participants by means of closed-

back headphones (Beyerdynamic DT 770 Pro).

The pitch of the audio feedback is controlled along the x-axis

according to a chromatic subdivision which maps each pad of

the tiled surface to a semitone. Pitch ranges from A2

(f0 ¼ 110Hz) to D5 (f0 ¼ 587:33Hz). Similar to the customary

string coloring on the harp, the columns corresponding to C and

F tones were painted respectively in red and blue (see Fig. 6),

thus providing a clear pitch reference to the participants.

Two types of sonic feedback were designed:

� Sound 1: A markedly expressive setting, which

responds to subtleties and nuances in the performer’s

gesture. It consists in a sawtooth wave filtered by a reso-

nant low-pass and modulated by a vibrato effect (i.e.,

amplitude and pitch modulation).

y-axis control: The vibrato intensity varies exponen-

tially along the y-axis from no-vibrato (bottom) to

strong vibrato (top).

z-axis control: The filter cutoff frequency is controlled

by the applied pressing force (i.e., higher force maps to

brighter sound), and so is the sound level (i.e., higher

force maps to louder sound).

� Sound 2: A setting offering a rather limited sonic pal-

ette and no amplitude dynamics. It consists in a simple

sine wave to which noise is added depending on the

location on the y-axis.

y-axis control: Moving upwards adds white noise of

increasing amplitude, filtered by a resonant band-pass.

The filter’s center frequency follows the pitch of the

respective tone.

z-axis control: Pressing force data are ignored, resulting

in fixed loudness.

All sounds are processed by a reverb effect which makes the

playing experience more acoustic-like.

Audio examples of the two sound types are made available

online,8 demonstrating C3, C4 and C5 tones modulated along

the y- and z-axes.

B. Vibrotactile Feedback

Before being routed to the actuators, vibration signals are

filtered in the 10�500Hz range by a 10th-order band-pass, so

Fig. 1. The HSoundplane, the haptic musical interface used in the experiment.

5 [Online]. Available: https://www.murata.com/en-eu/products/productde-
tail?partno=7BB-20-6

6 [Online]. Available: http://opensoundcontrol.org/
7 A visual programming environment for multimedia and physical com-

puting: [Online]. Available: https://cycling74.com
8 [Online]. Available: https://tinyurl.com/HS-sounds
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as to optimize the actuators’ efficiency and consequently the

vibratory response of the device, as well as to minimize sound

leakage. Any residual sound spillage produced by the actua-

tors was taken care of by the closed-back headphones carrying

auditory feedback.

Three vibrotactile strategies were implemented:

� Sine: Pure sinusoidal signals are used, whose pitch fol-

lows the fundamental of the played tones (f0 within

110�587:33Hz), and whose amplitude is controlled by

the intensity of the pressing forces. By focusing vibra-

tory energy at a single frequency component, this set-

ting aims at producing sharp vibrotactile feedback.

� Audio: The same sounds generated by the HSound-

plane are used to render vibration: the audio signals are

also routed to the actuators layer. Vibration signals thus

share the same spectrum (within the 10�500Hz pass-

band) and dynamics of the related sound. This approach

ensures the highest coherence between musical output

and tactile feedback, mimicking what occurs on acous-

tic musical instruments, where the source of vibration

coincides with that of sound.

� Noise: A white noise signal is used, whose amplitude is

fixed. This setting produces vibrotactile feedback that is

generally uncorrelated with the auditory one, ignoring

any spectral and amplitude cues possibly conveyed by

it. The only exception is with Sound 2 and high y-axis

values, which results in a similar noisy signal.

The intensity of vibration feedback was set by the authors in a

pilot phase, aiming at two main goals: i) sound and vibration

intensities had to feel reciprocally consistent; ii) while levels

had to be overall comfortable for prolonged use, vibration had

to be clearly perceivable even at low force-pressing values [2].

C. Characterization of Vibratory Output

The frequency response of the vibration generation system

in the vibrotactile band [25] was measured with a

Wilcoxon 736 T accelerometer, stuck with double-side tape at

several pads of the HSoundplane’s surface, while the underly-

ing piezo transducers were fed with sinusoidal sweeps [26] in

the 20�1000Hz range. Figure 2 shows the results of measure-

ments performed in correspondence of four exemplary piezo

transducers. In general, the frequency responses measured at

different locations over the surface are very similar in shape,

with a pronounced peak at about 40Hz. In some cases they

show minor amplitude offsets (e.g., the response of piezo

#102 in Fig. 2) that can be compensated for at software level.

For several reasons, the measured frequency response can

only partially render the actual response of the vibrotactile

system while in use: First of all, such response describes only

the linear regime of the actuators; Also, vibration types Audio

and Noise feed the actuators with spectrally complex signals –

as opposed to the swept sine signal used for the frequency

response measurement – which may give rise to nonlinear dis-

tortion; Finally, any load on top of a vibrating object (e.g., a

pressing finger) alters its vibration amplitude and spectral

energy distribution.

To deal with the above issues, characterization was also per-

formed using the Sine and Noise vibration types used in the

experiment, having polar opposites qualities in terms of spectra

and dynamics, while measurements were acquired with a self-

developed robotic device that simulates a human finger press-

ing down vertically (up to 20N) and embeds a PCB 356A17 tri-

axial accelerometer [27]. The goal was to verify how accurately

the original signals feeding the actuators would be rendered

while a finger pressed on the HSoundplane’s surface, and to

measure the generated output power (RMS acceleration).

No characterization was performed with the Audio vibra-

tion type, based on the following observations: For Sound 1,

the rendered Audio vibration would not offer a clearly defined

reference against the original signal, as this is highly variable

depending on the applied force (amplitude and filter cutoff

modulation) and location along the y-axis (vibrato modula-

tion). Moreover, it is known that tactile waveform discrimina-

tion is mainly effective below 100Hz [28], so sawtooth waves

with f0 in our target range (110�587:33Hz) should be indis-

tinguishable from sine waves (confirmed by our informal

tests). Also, in the case of Sound 2, Audio vibration would not

provide any further information compared to Sine and Noise

characterization.

As in the actual experiment, the test signals were band-pass

filtered in the 10�500Hz range before feeding the actuators.

Vibrations were measured at 10 locations across the

HSoundplane’s surface (namely, the pads at the intersections

of rows #2 and 4 with columns #4, 9, 16, 21, 29), for 3 press-

ing-force levels (3, 5, 7N).

The spectral characterization of Sine vibration (Fig. 3)

shows that the input signals are generally rendered accurately,

however for lower-pitched signals (approximately from F3

downwards, that is for f0 � 174:61Hz) spurious harmonics

are generated with amplitude close to that of the fundamental.

With regard to vibration intensity, Fig. 4 reports the RMS

acceleration of the rendered signals for various tones and

pressing forces. Amplitude obviously varies with the pressing

force (as designed, see II-B), but also with f0 — in particular

Fig. 2. Normalized vibration frequency response in the 20�1000Hz range
(FFT size 16384), measured at four exemplary piezo transducers at the 12th
(#50, 52) and 22nd column (#102, 104).
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a peak can be observed around F4 (f0 ¼ 349:23Hz). The

mean RMS acceleration (dB re 10�6 m=s2) at the measured

locations for 3, 5, 7N pressing forces is 114 dB ðsd ¼ 9:8Þ,
120:8 dB ðsd ¼ 10:7Þ, 124:2 dB ðsd ¼ 11:0Þ, respectively.

The spectral characterization of Noise vibration (see Fig. 5)

is also consistent with the input signal, showing well-preserved

and uniformly “colored” wide-band spectra with high-pass cut-

off at about 100Hz, and an amplitude dip just above the cutoff.

The main energy peak (spectral centroid) varies slightly with

the pressing force: The mean spectral centroids at the measured

locations are 307Hz ðsd ¼ 7:6Þ, 330:6Hz ðsd ¼ 6:8Þ, and

345:7Hz ðsd ¼ 4:8Þ respectively for 3, 5, 7N pressing forces;

overall mean 327:8Hz ðsd ¼ 17:4Þ. The spectral shapes in

Fig. 5 are consistent with the vibration amplitudes at different

frequencies shown in Fig. 4. By design, the amplitude of Noise

vibration does not change with the applied force, and the

HSoundplane accurately reproduces such behavior across its

surface and for the tested pressing forces: The overall average

RMS acceleration is 125:47 dB ðsd ¼ 1:37Þ.
In general, the intensity of vibration feedback is between

40�60 dB higher than the sensitivity thresholds related to

active touch [2]. As a reference, a clear sensation of vibration

was reported to arise for stimuli 40 dB above threshold [29].

III. EXPERIMENT

The goal of the experiment was to assess how different

types of vibration could affect the perceived quality of the

interface and the playing experience. The three available

vibration types (see II-B) offered different spectral and

dynamics cues resulting in varying degrees of similarity with

the audio feedback, thus enabling to determine the importance

of the match between sound and vibration. Also, the two avail-

able sound settings (see II-A) offered different degrees of vari-

ability and expressive potential, allowing to investigate

whether the possible effect depends on audio feedback charac-

teristics. The assessments were made by comparing each of

the vibrating setups against a respective non-vibrating config-

uration with the same sound setting.

A. Design, Procedure, and Subjects

The test method was comparison rating with a hidden refer-

ence, where the condition under test (vibrating setup) is com-

pared to a reference (non-vibrating setup) as a pseudo-paired

comparison [30]. Here the test and reference setups shared the

same audio setting, while the test setup additionally provided

vibrotactile feedback. The two compared setups were assigned

to labels A and B in a balanced way. The three vibration types

were crossed with the two sound settings, and ratings were

measured on four attributes: Preference, Control and respon-

siveness (referred to as Control), Expressive potential

(referred to as Expression), and Enjoyment.

Participants had to wear closed-back headphones and sit at a

table where the HSoundplane, a LCD screen and a mouse were

placed (Fig. 6). The LCD screen displayed a mouse-operated

GUI with a switch for setup selection (A/B), horizontal slider

(s) for assigning ratings, and a timer.

Participants would play the HSoundplane freely for a given

time, switching between setups A and B whenever they

wished, and then rate the attributes as prompted by the GUI.

Ratings for each attribute were given by adjusting a respective

slider on a continuous visual analog scale ranging from A

Fig. 3. Amplitude spectra of rendered Sine vibration with C3, C4, and C5 pitch, for 3, 5, 7N pressing forces (FFT size 8192 samples; dB re 10�6 m=s2). The
vertical dashed lines mark the frequency of the original signal.

Fig. 4. Vibration amplitude of Sine vibration for different tones measured at
rows #2 and #4 (denoted as ‘pitch-2’ and ‘pitch-4’) and 3, 5, 7N pressing
forces (dB re 10�6 m=s2).
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(left) to B (right) to reflect the degree of preference in terms of

the given attribute (in case of perceived equality between A

and B the slider would be set to the midpoint). The same rating

scale was used for all attributes.

All 4 (attributes) � 3 (vibration types) � 2 (sound types)

factor combinations were evaluated twice. Trials were

grouped in blocks based on sound type, each including a

full round of attribute-vibration combinations. The vibrat-

ing/non-vibrating setups were assigned to labels A and B

also block-wise, and the block presentation order was bal-

anced. Block-wise grouping was meant to avoid continually

disrupting the musical experience that would result from

frequently changing sound or the assignment of vibration to

setups A/B. To summarize, one measurement block was

made of 6 playing periods of the same sound type. The

entire experiment consisted of four such blocks, two for

each sound.

The sliders for rating Control, Expression, and Enjoyment

were presented together, while Preference was rated sepa-

rately. The rationale for such organization is that rating all

four attributes together after a single playing period might

have introduced a cognitive bias (e.g., very similar ratings for

all attributes); conversely, rating all attributes separately

would have resulted in 48 trials each involving a playing

period, making the experiment excessively long.

A two-minute playing period was recommended for the Pref-

erence trials, and four minutes for the three-attribute trials. The

nominal duration of the experiment therefore was 72 minutes,

however participants were typically finished within one hour.

Before the experiment, participants were briefed about the

procedure and could familiarize for 5-10 minutes with the

instrument in the non-vibrating configuration, testing both

sound types. In order to avoid bias, they were merely informed

that the two setups were different, without further explanation.

All 29 participants – 7 males and 22 females, aged 18-48

years (M = 25.4, sd = 7.1) – were professional musicians or

music students. Their main instrument was either a keyboard

or a string instrument, on which they had on average 17 years

of experience. Roughly one third of the participants had sig-

nificant experience with electronic musical instruments,

mostly synthesizers, or digital musical interfaces.

B. Results

The data collected in the experiment (responses and gestural

data) as well as the software scripts used to analyze them are

made available in an open-access repository.9

1) Slider Response Data: The continuous slider scale rat-

ings were mapped to the closed interval [0,1], where 1 indi-

cates maximal preference for the vibrating setup and 0

maximal preference for the non-vibrating setup, and 0.5 the

point of perceived equality.

For both sound types, the large majority of participants gave

positive ratings to Sine and Audio vibrations: Sine vibrations

were rated positively by N = 22 and N = 19 subjects in combi-

nation with Sound 1 and Sound 2, respectively; Audio

Fig. 5. Smoothed amplitude spectra of rendered Noise vibration for 3, 5, 7N pressing forces (FFT size 262144 samples; dB re 10�6 m=s2). The spectrum of the
original signal is represented by black dashed lines, while colored lines report the responses measured at ten locations distributed across the surface (namely, the
pads at the intersections of rows #2 and 4 with columns #4, 9, 16, 21, 29).

Fig. 6. The experimental setting.

9 [Online]. Available: https://doi.org/10.5281/zenodo.4028637
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vibrations received positive ratings from N=18 and N=22 par-

ticipants with Sound 1 and Sound 2. The least preferred feed-

back was Noise, which was rated positively by N=14 and

N=13 participants (i.e., still by nearly half of the subjects)

respectively for Sound 1 and Sound 2.

As is typical for visual analog scale data, the dataset showed

strong deviations from normality due to the restricted interval,

hence analysis of variance could not be applied. The results

were therefore analysed using a zero-one-inflated beta (ZOIB)

model, whose parameters were estimated with Bayesian meth-

ods [31]–[33]. The brms package for R was used, which allows

to specify models using the same syntax as for general linear

models [34].

The ZOIB distribution is well-suited for closed-interval data

such as slider ratings, and models the data in two components: a

beta distribution models the open interval (0, 1), and a Bernoulli

distribution the binary responses f0; 1g (i.e., the sliders’ end-

points). On the downside, four parameters are needed to describe

the distribution: the mean (m) and precision (f) of the beta distri-

bution, the probability of a binary f0; 1g outcome (zoi), and the

conditional probability of outcome f1g (coi). Each of these

parameters may be modeled by a number of main effects and

interactions of the manipulated factors. Based on descriptive

analysis of the data, we formulated the followingmodel:

rating m � sound � vibrationþ attribute

þ ðsoundþ vibrationjsIDÞ

f � vibrationþ soundþ attribute

zoi � vibrationþ soundþ attribute

coi � vibrationþ soundþ attribute

where the mean of the beta distribution is modeled by sound,

vibration type, their interaction , and attribute. In addition,

variation by subject (sID) is allowed for sound and vibration,

as described by the last term in the model. The models for the

precision (f) and zero-one-inflation parameters (zoi, coi) are

set to depend on vibration type, sound, and attribute without

interactions.

Estimates for the beta distribution means and their corre-

sponding 95% Credible Intervals are presented in Fig. 7. On

average, the vibrating setups were preferred to their non-

vibrating versions: all mean estimates but one are above 0.50

(the point of perceived equality) as well as most of the respec-

tive credible intervals. As seen in Fig. 7 (b), the presence of

vibrations had the strongest positive effect on Expression and

Enjoyment. Figure 7 (a) shows that the effects of vibrations

were somewhat stronger on Sound 1 than on Sound 2. In both

cases, Audio and Sine vibration had a positive effect, while

Noise did not significantly increase the perceived quality of

the interface.

The marginal effect of sound type was not credible in

the ZOIB model. In combination with Noise, however,

Sound 2 had a slight but credible positive effect. Parameter

estimates and their 95% Credible Intervals are given in

Table I.

Fig. 7. Marginal effects; estimated m parameters with 95% Credible Inter-
vals (N=29). (a) Interaction between vibration and sound type; (b) Effect of
vibration on the evaluated attributes.

TABLE I
SUMMARY OF THE ZOIB MODEL FIT. COLUMNS: PARAMETER NAME, ESTI-
MATE, LOWER AND UPPER BOUNDS OF 95% CI. ESTIMATES ARE DESCRIBED

ON THE SCALE OF THEIR RESPECTIVE LINK FUNCTIONS, I.E. THEY CANNOT BE

DIRECTLY INTERPRETED IN TERMS OF THE ORIGINAL SLIDER RESPONSES’

RANGE. INTERCEPT REFERS TO THE BASIC FACTOR COMBINATION (SOUND =
SOUND 1, VIBRATION = SINE, ATTRIBUTE = PREFERENCE). THE EFFECTS OF

THE OTHER LEVELS OF THE CATEGORICAL FACTORS AND THEIR INTERAC-
TIONS ARE ADDITIVE TO THE INTERCEPT. AN EFFECT IS CREDIBLE

(MARKED WITH BOLD FONT) IF ITS CI DOES NOT CONTAIN ZERO
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The ZOIB model parameters are modeled on transformed

scales using so-called link functions in the same way as in gen-

eral linear models. The parameter values in Table I are

described on the scale of their respective link functions: The

mean and the inflation parameters were logit-transformed10,

while precision was modeled on the log scale. Therefore these

values cannot be directly interpreted in terms of probability or

the original slider response range. Conversely, Fig. 7 and

Tables II and III present the estimated effects transformed

back to the slider response scale [0,1].

In terms of distributionmeans, Audio vibration was not signif-

icantly different from Sine vibration, while Noise vibration was

rated credibly lower. However, both Audio and Noise vibrations

had a significant effect on the precision parameter (f) of the beta

distribution, as well as on the zero-inflation parameter (zoi), sug-

gesting that even if the beta distribution means of the Audio and

Sine vibration are not credibly different, the shapes of the respec-

tive distributions and proportions of f0; 1g ratings may differ.

Sound type had a credible effect on the mean parameter (m)

only in combination with Noise vibration. However, the preci-

sion (f) and inflation (zoi) estimates were credibly non-zero

even for sound type, suggesting differences in the respective

distribution shape.

Although we cannot conclude that any of the attributes have

a clearly significant effect on the m parameter, the credible

intervals of both Expression and Enjoyment are almost entirely

above zero in Table I, suggesting that their positive effect on

ratings is in fact rather credible. In addition, all attributes have

a credible effect on either the precision or inflation parameters,

again suggesting differences in the respective distribution

shape. Furthermore, all four attributes were somewhat posi-

tively correlated: Preference, which was rated in isolation

from the other attributes, had the strongest correlation with

Enjoyment (r ¼ 0:37).
2) Consistency: Response consistency across repetitions

was evaluated by modeling participants’ first and second

round responses by linear regression. The regression coeffi-

cient for the model containing all factor combinations was

0.32 (p < 0:001***), indicating that in general participants

behave consistently (i.e., they preferred the same vibrating or

non-vibrating setup twice across repetitions). Consistency was

generally higher for Sound 1 (Sine: 0.32***, Audio: 0.28***,

Noise 0.56***) than for Sound 2 (Sine: 0.21**, Audio:

0.35***, Noise 0.16*).

Consistency of individual participants was assessed in a

similar manner. It was observed that ten of them often pre-

ferred once the vibrating and once the non-vibrating setup in

the same factor combination, resulting in regression coeffi-

cients � 0 (mean coefficient over the N=10 subjects =�0:19).
The remaining subjects (N=19) instead gave consistent ratings

(mean coefficient 0.53). Interestingly, the inconsistent group

(N=10) spent noticeably less time with the tasks than the reli-

able group (N=19): the median length of their gestural data

logs (see III-B3) was only 62% of that of the consistent group.

Considering the free playing task, inconsistent ratings could

be due to different playing behavior between the two repeti-

tions rather than task difficulty. For this reason, we included

all N=29 participants in the following gesture trajectory analy-

sis. Nevertheless, in order to estimate the effect of the incon-

sistent participants, we re-run the ZOIB model including only

the N=19 consistent subjects and finding that the main result

was similar to the the full dataset: only vibration type had a

significant effect. However, this way the effect is somewhat

larger, as the mean estimates for vibration types Sine and

Audio (with Sound 1) slightly increase, while that for Noise

decreases (see Table II). Also in this case Expression is the

highest rated attribute; its marginal mean estimate increases

from to 0.59 to 0.64 (see Table III).

3) Gestural Data: Trajectories (x, y, z) performed on the

HSoundplane by the participants were recorded, logging also

the respective configuration (i.e., sound and vibration type).

Although the present free playing task did not allow for an in-

depth analysis of gestures in presence and absence of vibra-

tions, trajectories were compared in terms of their general

characteristics.

Figure 8 presents estimated density distributions for the x,

y, and z data in presence and absence of vibration. The peaks

in the x and y dimensions clearly follow the gridded configura-

tion of the interface (chromatic subdivision). In terms of den-

sity distributions, vibrotactile feedback did not cause

systematic differences in playing behavior. This was also gen-

erally true for the various factor combinations.

Even if participants did not play all that differently with and

without vibrations, could their playing style correlate to their

subjective ratings? Such connections were analysed as fol-

lows. At each factor combination, participants were classified

into two groups according to their preference for either the

vibrating or the non-vibrating setup (i.e., median Preference

and Expression ratings at that factor combination > 0:5 or

TABLE II
ESTIMATED m PARAMETERS FROM THE ZOIB FIT (ON ORIGINAL RESPONSE

SCALE) FOR THE MARGINAL EFFECTS OF SOUND AND VIBRATION (ATTRIBUTE

= PREFERENCE). N=29: ALL SUBJECTS; N=19: CONSISTENT SUBJECTS

TABLE III
ESTIMATED m PARAMETERS FROM THE ZOIB FIT (ON ORIGINAL RESPONSE

SCALE) FOR THE MARGINAL EFFECTS OF ATTRIBUTE (SOUND = SOUND 1,
VIBRATION = SINE). N=29: ALL SUBJECTS; N=19: CONSISTENT SUBJECTS

10 The logit function maps values from p 2 ½0; 1� to x 2 ½�1;1� accord-
ing to x ¼ log ð p

1�pÞ; the inverse mapping is given by the logistic function
p ¼ 1

1þe�x.
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� 0:5, respectively). Density distributions of x, y, and z coor-

dinates in presence of vibration were then estimated and com-

pared between “positive” and “negative” groups. The results

are seen for the most preferred setup (Sound 1, Sine vibration)

in Fig. 9, showing some notable differences: Concerning the

x-axis (pitch control), the positive group spent more time in

the lower range than the negative group — their 50-th percen-

tiles (Q2) are respectively located at x=0.44 and x=0.51;

Along the y-axis (controlling vibrato intensity), the positive

group occupied a wider range than the negative group (Q2:

y=0.42 and y=0.35, respectively); In the z dimension

(controlling sound level and filter cutoff frequency), the nega-

tive group pressed more lightly than the positive group (Q2:

z=0.15 and z=0.23, respectively). For Sound 1 with Noise

vibration (Fig. 10) – that is the least preferred setup – such dif-

ferences were less apparent. Along the x-axis, the differences

in pitch are smaller (Q2: x=0.45 and x=0.49 for positive and

negative groups, respectively). Concerning the y-axis data,

contrary to Sine vibrations here the negative group used

slightly more vibrato (Q2: y=0.37 and y=0.44). There was no

noticeable difference in pressing force (Q2: z=0.22 and

z=0.22).

IV. DISCUSSION

The main findings of this study are shown in Fig. 7:

i) although not large, the measured effect of Sine or Audio

vibration was appreciably positive; ii) Noise vibration did not

enhance the subjective quality of the interface as compared to

the non-vibrating condition; iii) vibrotactile feedback espe-

cially increased the perceived expressiveness of the interface

and the enjoyment of playing. In line with the results of previ-

ous related studies, which assessed qualitative effects of haptic

feedback in digital musical interfaces [19], [20], [35], [36], it

can be concluded that vibrotactile feedback has the potential

to improve the perceived quality of an interactive surface for

musical expression, and the related playing experience.

As appears from Fig. 7 (a), a more marked effect was found

when vibration was more similar to the sonic feedback and

consistent with the user’s gesture: Indeed Sine and Audio

vibration follow the pitch of the produced sound and their

intensity can be controlled by pressure. Conversely, Noise

vibration – offering fixed amplitude, independent of the input

gesture, and flat spectrum – was rated lowest among the

vibrating setups. Noise vibration resulted in slightly better rat-

ings when Sound 2 was used as compared to Sound 1: Again,

Fig. 9. Estimated density distributions of x, y, and z coordinates normalized
in the [0 1] range for the configuration (Sound 1, Sine vibration). Blue: sub-
jects who preferred the vibrating setup (N=22); red: subjects who preferred
the non-vibrating setup (N=7).

Fig. 10. Estimated density distributions of x, y, and z coordinates normalized
in the [0 1] range for the configuration (Sound 1, Noise vibration). Blue: sub-
jects who preferred the vibrating setup (N=14); red: subjects who preferred
the non-vibrating setup (N=15).

Fig. 8. Estimated density distributions of x, y, and z coordinates normalized
in the [0 1] range, in presence (green) and absence (violet) of vibrations.
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that was likely because vibrotactile feedback is consistent, at

least partially, with the noise-like sonic feedback produced for

high y-axis values. Interestingly, no credible difference in the

globally positive effect was found between Sine and Audio

vibration. This may be at least partially explained by a mask-

ing effect taking place in the tactile domain towards higher

frequencies, thus impairing waveform discrimination [28].

However such phenomenon seems not to apply to markedly

different signals [37]. In this regard, our informal testing

revealed that Sine and Audio vibration were virtually indistin-

guishable, especially when Sound 1 (modulated sawtooth

waveform) was selected. From a practical perspective, this

fact may result in a technical advantage when implementing

haptic musical interfaces:.11 Indeed, it is rather trivial to gen-

erate sinusoidal signals at audio-rate on low-cost embedded

systems, and in this way the effectiveness of vibrotactile

feedback would be always optimized for rendition (e.g., as

reported in II-C, the employed piezo actuators can effici-

ently and accurately reproduce sinusoidal signals in the

110�587:33Hz range) and independent of the chosen audi-

tory feedback (e.g., signals whose spectral energy is mainly

above the range of tactile sensitivity or below the cutoff of the

system would not be suitable); also, having to feed external

multi-channel audio signals back into the interface would be

impractical.

Despite the credible effects observed in the test population,

in III-B2 we reported a number of inconsistent responses. As

the participants were highly skilled musicians, we do not

believe that the task was too difficult. However, as they were

not screened for individual vibrotactile sensitivity, it is possible

that they did not feel vibrations equally strong. Additionally, we

observed some trade-off between execution speed and response

reliability, which is typical of decision-making tasks [39]. On

top of that, we argue that rating inconsistency may be linked to

the varying perceived vibration strength and audio-tactile con-

gruence, depending on where and how the participants were

playing over the interface’s surface. This aspect is examined in

more detail further below. Indeed, vibrotactile intensity percep-

tion is affected by vibration amplitude (obviously), spectral

content (with a peak in the 200�300Hz range [29]), and the

exerted pressing force [2]; also, varying degrees of spectral and

temporal similarity between auditory and vibratory feedback

may result either in crossmodal perceptual integration or inter-

ference [40]. However, we specifically chose a free playing task

in order to measure the effect of vibrotactile feedback on vari-

ous aspects of the playing experience.

With regard to the coherence of specific audio-tactile com-

binations, although Noise vibration resulted in very uniform

ratings when associated with Sound 1, it produced the lowest

rating consistency with Sound 2. While this was obviously

affected by the general tendency of ten participants towards

inconsistent ratings, one may also consider the varying degree

of similarity between Sound 2 and Noise vibration: at the

upper range of the y coordinate Sound 2 was noise-like, while

for lower y values it was increasingly sinusoidal; inconsis-

tency might follow from having played once mostly at high y

and once mostly at low y. Conversely, Sound 1 retained the

same degree of (dis)similarity with Noise vibration, indepen-

dent of the playing position/style. Overall, the noticed incon-

sistency of responses sets a future challenge for screening the

participants and controlling the playing task.

Concerning the gestural data reported in III-B3, several

observations can be made, especially with regard to the posi-

tive group who preferred the combination of Sound 1 and Sine

vibration (see Fig. 9): i) Subjects in this group spent more

time at a pitch range (i.e., x-axis values) that results in strong

vibration sensation [29]; ii) They used a wider y-axis range,

resulting in more variation in the produced sound. iii) On aver-

age they applied a higher pressing force (i.e., z-axis values),

again producing stronger tactile sensation [2]. With regard to

the combination of Noise vibration and Sound 1, the average

coordinate values reported at the end of III-B3 seem to suggest

that, while playing vibrato (i.e., at high y-axis values), such

vibration was perceived as unpleasant. Did subjects give posi-

tive ratings because they happened to be playing in a way that

emphasized the beneficial effect of vibrations? Or conversely,

did vibrations motivate them to play that way and give a posi-

tive rating? In order to answer these questions and better high-

light correlations between ratings, trajectories, vibration type,

and vibration sensation, a more controlled setting is required,

where subjects are not allowed to play and switch vibration on

and off freely.

During debriefing almost all participants stated to having

enjoyed very much playing on the HSoundplane, especially

when vibrotactile feedback was present. However, a few of

them reported that vibration was sometimes too strong, sug-

gesting that adjustable intensity may be a crucial design

parameter for improving comfort. Indeed, a weak negative

correlation (r ¼ �0:12) was observed in the negative group

between participants’ mean pressing force (z-axis data) and

ratings, while in the positive group this correlation was weakly

positive (r ¼ 0:09). We plan to further investigate this aspect

in a follow-up experiment in which different vibration levels

will be tested.

V. CONCLUSION

A subjective assessment was conducted using an original

musical interface which offers a large surface sensing multi-

touch position and force, and yields multi-point advanced

vibrotactile feedback. The goal was to evaluate how the pres-

ence and type of vibration influence the playing experience

and the perceived quality of the device. Vibration signals pro-

viding spectral and amplitude dynamics cues consistent with

the auditory feedback and/or the user’s gestures were clearly

preferred to the respective non-vibrating setup. Conversely,

vibration with fixed flat spectrum and amplitude – i.e., inde-

pendent from the pitch and dynamics of the played tones –

had null or even slightly detrimental effects.

11 Musical interfaces, such as the HSoundplane, are controllers for external
sound generation or processing (e.g., a mixer). Conversely, digital musical
instruments (DMIs) are self-contained devices formed by an interface and a
sound synthesis/processing engine [38].
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More complex strategies were recently proposed in the liter-

ature to design tactile signals based on the auditory feedback

so as to enrich the music listening experience [41], [42] —

these may be tested in a future experiment aiming to further

highlight the positive effect of vibrotactile feedback.

The rendition of multi-point, wide-band vibrotactile feed-

back on an interactive surface can pose serious technical

challenges, especially in the perspective of industrial reali-

zation. Nevertheless, based on the reported results we

suggest that the design of future interactive surfaces for

musical expression – and by extension next generation digi-

tal musical interfaces in general – should take into consider-

ation the addition of advanced vibrotactile feedback. This

would enable the re-establishment of a consistent physical

exchange between musicians and their digital musical devi-

ces – similar to what naturally found on acoustic musical

instruments, where the source of sound and vibration coin-

cides – with the demonstrated potential to enhance the play-

ing experience and the perceived quality of the interface.

Indeed several participants in our study reported to be

impressed with the novelty and “aliveness” of the HSound-

plane, as opposed to their experience with existing digital

musical interfaces.

Ultimately, it is yet to be seen if and how such subjective

enhancements may be reflected in the quality of playing,

and musical performance altogether. Making objective

measurements of these aesthetic aspects however poses a

major research challenge, and the present work only

scratched the surface in this direction. Instead, this will be

the main object of a follow-up experiment currently in the

works.
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