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Interactive Virtual Hair Salon

Abstract

User interaction with animated hair is desirable for various applications but difficult
because it requires real-time animation and rendering of hair. Hair modeling,
including styling, simulation, and rendering, is computationally challenging due to the
enormous number of deformable hair strands on a human head, elevating the com-
putational complexity of many essential steps, such as collision detection and self-
shadowing for hair. Using simulation localization techniques, multi-resolution repre-
sentations, and graphics hardware rendering acceleration, we have developed a
physically-based virtual hair salon system that simulates and renders hair at acceler-
ated rates, enabling users to interactively style virtual hair. With a 3D haptic inter-
face, users can directly manipulate and position hair strands, as well as employ real-
world styling applications (cutting, blow-drying, etc.) to create hairstyles more
intuitively than previous techniques.

1 Introduction

User interaction with animated hair is useful for various applications. For
example, virtual environments depicting human avatars require a hair model-
ing system capable of animating and rendering hair at interactive rates. Due to
the performance requirement, many interactive hair modeling algorithms tend
to lack important, complex features of hair, including hair interactions, dy-
namic clustering of hair strands, and intricate self-shadowing effects. Often,
realistic hair appearance and behavior are compromised for real-time interac-
tion with hair.

Because the shape of the hair model and other properties are typically
dictated by hairstyling, it is an important step to modeling hair. Virtual envi-
ronments created for interactive hairstyling are becoming key methods for
understanding and specifying these hair properties and are useful for several
applications including cosmetic prototyping, the entertainment industry, and
cosmetologist training. Accurate virtual hairstyling requires both high perfor-
mance simulation and realistic rendering to allow interactive use and the incor-
poration of fine details.

Hairstyles result from physical properties of hair and hair mutual interac-
tions. Thus, hair dynamics must be incorporated to mimic the process of real-
world hairstyle creation. Moreover, in the real world people are accustomed to
hairstyling by touching hair directly. An intuitive virtual hairstyling tool should
incorporate user interaction with dynamic hair, to allow for direct skill transfer
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from training in the virtual environment to hairstyling
in the physical world. Until recently, the complexity of
animating and rendering hair had been too high to ac-
curately model all of these essential features at desired
rates that would allow real-time interaction and styling
of hair. As a result, many hairstyling methods ignore
dynamic simulation and/or user interaction, which cre-
ates an unnatural styling process in comparison to what
would be expected in practice.

1.1 Main Results

In this article, we present a physically based virtual
hairstyling system that mimics real-world hairstyling
processes and requires no knowledge other than com-
mon hair manipulation techniques. By using simulation
localization and multi-resolution simulation techniques
and exploiting graphics hardware rendering accelera-
tion, we developed a physically based virtual hair salon
system that animates and renders hair at accelerated
rates, allowing users to interactively style virtual hair in a
natural manner. With an intuitive 3D haptic interface,
users can directly manipulate and position hair strands,
as well as employ real-world styling applications (e.g.,
cutting, wetting, applying styling products) to create
hairstyles as they would in the physical world. The main
characteristics of our system are the following.

1.1.1 Direct 3D Hair Manipulation with a
Haptic Interface. We use a commercially available
haptic device to provide an intuitive 3D user interface,
allowing the users to directly manipulate the hair in a
manner similar to real-world hairstyling.

1.1.2 Visually Plausible Rendering. By exploit-
ing the capability of programmable graphics hardware
and the multi-resolution representations, we can render
plausible hair appearance due to self-shadowing, self-
occlusion, wet surfaces, and so on in real time on cur-
rent commodity desktop PCs.

1.1.3 Multi-resolution Hairstyling. We achieve
interactive hair simulation by using level-of-detail repre-
sentations and simulation localization techniques, which

accelerate dynamics computation and enable adaptive
hair clustering and subdivision on the fly. This approach
also leads naturally to efficient modeling of complex
mutual interactions of hair.

1.1.4 Physically-based Interaction. By model-
ing the hair properties and dynamic behavior in the
presence of water and styling products, we introduce
the ability to interactively apply hairspray, wet, blow-
dry, cut, and manipulate hair as in the physical world,
like no other systems can at present.

We demonstrate the flexibility and effectiveness of our
system. Figure 1 illustrates a hairstyle created by a naive
user using our virtual hair salon system in less than 10
minutes.

1.2 Organization

The rest of the article is organized as follows. Re-
lated work is briefly reviewed in Section 2. Section 3
presents an overview of our system. The dynamic simu-

Figure 1. Hairstyle interactively created with our system.
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lation and rendering of hair are described in Sections 4
and 5, respectively. Details of user interaction and appli-
cation features are discussed in Section 6. Finally, we
conclude with some results and possible future research
directions in Section 7.

2 Related Work

Modeling hair involves hair shape modeling, dy-
namic hair simulation, and hair rendering. An overview
of work in these areas can be found in Magnenat-
Thalmann, Hadap, and Kalra, 2000. We have limited
our summary of related work to techniques for interac-
tive hair shape modeling (or hairstyling), accelerated
hair animation, and rendering techniques using graphics
hardware.

2.1 Interactive Hairstyling

Most hairstyling systems involve the manipulation
of static hairs. A common approach uses clusters or
wisps that couple strands of hair into groups, usually in
the form of cylinders, to speed up the styling process
(Watanabe & Suenaga, 1992; Chen, Saeyor, Dohi, &
Ishizuka, 1999; Yang, Xu, Wang, & Yang, 2000; Xu &
Yang, 2001). Generally in these methods a curve defines
the shape of the cluster and the user manipulates the
shape of the curve to attain a desired hairstyle.

Kim and Neumann (2002) extended the use of gen-
eralized cylinders into a multi-resolution control struc-
ture allowing the user to edit the hair geometry at
global and local levels. Another approach is to use fluid
or vector fields to control the direction of hair strands.
Hadap and Magnenat-Thalmann (2000) used stream-
lines of fluid flow to create static hair shapes. Static 3D
vector fields were used by Yu (2001) to model curly
hairstyles.

Recently, Choe and Ko (2005) developed a method
that uses vector fields and trajectories to create complex
hairstyles. The trajectories defined by the user constrain
the global positions of hair strands and extra parameters
are provided to define curliness or randomness within a
group of strands to add localized detail. Hair shapes,

including ringlet curls, have also been modeled by con-
sidering the natural curliness of hair. A recent model
uses potential energy minimization of static elastic rods
to generate static hair shapes (Bertails, Audoly, Quer-
leux, Leroy, Lévêque, & Cani, 2005).

While many of these methods have produced con-
vincing hairstyles, they do not model the dynamic be-
haviors of hair and, therefore, lack intuitive user control
for hairstyling. Physically based hair modeling methods
(such as Anjyo, Usami, & Kurihara, 1992) employ
forces, such as gravity, to manage the shape of dynamic
hair. On the other hand, the existing physically based
modeling methods tend to be too slow to allow the
users to interact with the hair to create a desirable style
(see Section 2.2). To the best of our knowledge, there
exists no method prior to our work that enables the user
to interact and style virtual dynamic hair.

2.2 Accelerated Hair Simulation

Recent work in hair animation has used multi-
resolution, or level-of-detail (LOD), methods to model
hair. Many of these techniques accelerate the simulation
of hair as well as achieve dynamic clustering effects of
hair strands. Based on the observation that strands of
close proximity behave similarly, numerous methods
have grouped hair strands into fixed sets, or wisps (Wa-
tanabe & Suenaga, 1992; Kurihara, Anjyo, & Thal-
mann, 1993; Daldegan, Magnenat-Thalmann, Kurihara,
& Thalmann, 1993; Plante, Cani, & Poulin, 2002) to
accelerate hair simulation. Typically a single strand is
simulated and the strands located near it follow the
same motion.

Bertails, Kim, Cani, and Neumann (2003) created an
adaptive control structure called the adaptive wisp tree
that splits and merges wisps starting at the tips of the
strands to give more detail where it is needed. The
works of Ward, Lin, Lee, Fisher, and Macri (2003) and
Ward and Lin (2003) couple a similar adaptive cluster-
ing technique with three LOD representations for hair:
strands, clusters, and strips. An adaptive method was
also used by Chang, Jin, and Yu (2002) that generated
guide strands on the fly to overly interpolated regions.
While many of these techniques were able to accelerate
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hair simulation, none of these methods was able to sim-
ulate hair at fast enough rates to allow a user to actually
interact and directly manipulate the hair. Hair strips
have been used to approximate complex hair geometry
(Koh & Huang, 2001). Though these methods can
achieve real-time hair simulation, the resulting hairstyles
and motions are limited due to the approximated geom-
etry. Recently, Volino and Magnenat-Thalmann (2004)
developed a method for real-time animation of complex
hairstyles using a volume free-form deformation scheme.
The goal of our work is to interact with hair at “localized”
levels while capturing the dynamic clustering effects found
in natural hair, making hair modeling schemes that treat
hair as a volume inappropriate. Section 3.2 gives an over-
view of the multi-resolution approach we have adopted
and our extensions to it.

2.3 Hair Rendering using Graphics
Hardware

Recent advancements in graphics hardware have
made it possible to render hair efficiently and accurately.
Hair self-shadowing algorithms using GPU features
have been developed (Kim & Neumann, 2001; Koster,
Haber, & Seidel, 2004; Mertens, Kautz, Bekaert, &
Reeth, 2004). Furthermore, Heidrich and Seidel (1998)
developed an efficient implementation of anisotropic
lighting using texture maps. Section 5 provides a more
thorough overview of GPU techniques for hair render-
ing and the methods we have adapted for our system
exploit the newest GPU features.

3 Overview

We first give an overview of the user interface
for our interactive virtual hair salon and the multi-
resolution methods that are the basis of our hair
modeling system.

3.1 User Interface

It is important to have an intuitive user interface
that allows a user to work with the system with little

training or requirement of outside knowledge. Many
other virtual hairstyling methods require its users to
have an understanding of complex physical or mathe-
matical formulations, such as fluid dynamics (Hadap &
Magnenat-Thalmann, 2000). Meanwhile, in the real
world there are many applications performed on hair
that small children are capable of performing (e.g., wet-
ting hair). The virtual hair salon system described here
uses a SensAble Technologies PHANToM as a 3D user
input device. The real-time display of the PHANToM
input is rendered using a commercial haptic toolkit
called GHOST. The position and orientation of the
device are updated and rendered at each frame. Fig-
ure 2 illustrates a user operating the system with the
PHANToM stylus.

The virtual hair salon is designed to allow its user to
switch between virtual tools (e.g., scissors, hairdryer)
using the PHANToM stylus in a seamless manner. For
this purpose, a 2D menu is projected onto the 3D scene
containing the avatar and hair model. The 2D menu
contains graphical icons depicting each tool available to
the user. The user interacts with both the 3D scene and
the 2D menu using the PHANToM stylus in a seamless
fashion. By positioning the stylus over a 2D menu icon
and pushing the stylus button, the user chooses a de-
sired application. The position, orientation, and area of
influence (the space the application will affect) of the
current application is depicted in the scene with a semi-

Figure 2. User interface: PHANToM provides 3D user input and

2D menu buttons are labeled with icons to show applications.
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transparent cone or triangle (depending on the applica-
tion). As the user moves the stylus, the area of influence
interactively follows the position and orientation of the
user’s hand in 3D.

3.2 Multi-resolution Hair Modeling

We use the three LOD representations and adap-
tive grouping and splitting process (Ward et al., 2003;
Ward & Lin, 2003) coupled with a simulation localiza-
tion scheme (see Section 4.3) to achieve interactive hair
animation. Figure 3 shows the three LOD representa-
tions. A hair hierarchy (Ward & Lin, 2003) is con-
structed by the continual subdivision of strips, clusters,
and strand groups resulting in a hierarchy of LODs of
differing representations and resolutions. Throughout
the simulation, the hair hierarchy is traversed on the fly
to find the appropriate representation and resolution for
a given section of hair.

In Ward et al. (2003) and Ward and Lin (2003), an
appropriate LOD representation was chosen based on
the hair’s importance to the viewer. Sections of hair that
could be viewed well were simulated and rendered with
high detail. Similarly, as a section of hair moves rapidly,
a high LOD was used to capture the intricate detail.
These criteria aided in accelerating simulation and ren-
dering while losing little visual fidelity.

In this work, our LOD selection criteria differ from
prior criteria (Ward et al., 2003; Ward & Lin, 2003) to
include areas of user interaction and we expand upon
the hair motion criterion. Section 4 describes our LOD
selection and areas of activation as determined by the
user interaction. Our method is able to achieve greater
performance increase over previous LOD methods as we
will show in Section 7.

4 Interactive Dynamic Simulation

Hairstyling in the natural world is performed by
focusing on specific sections of hair and executing a de-
sired task to a given area. This focus correlates naturally
with use of multi-resolution techniques to simulate hair.
The level-of-detail hair framework described in Ward et

al. (2003) and Ward and Lin (2003) is able to automat-
ically determine the areas of the hair volume that are
most significant to the simulation based on the hair’s
visibility, viewing distance, and motion. Now the user’s
interaction with the hair defines a new criterion for mea-
suring a hair section’s significance. The areas of the hair
that the user is directly manipulating (such as by cutting
or wetting) is naturally going to draw the user’s focus.
Moreover, the manipulation by the user will change the
hair’s physical structure, behavior, and/or visual appear-
ance, implying that more computational resources
should be allocated towards these areas to capture such
detail.

In this section, the dynamics model and collision de-
tection techniques we used for accelerated simulation is
explained. We also introduce a simulation localization
technique based on spatial decomposition that is used
to rapidly locate the areas of highest activity. These ar-
eas are primarily based on the user’s interaction with the
hair and are subsequently simulated with high detail
while the simulation resolution of the remaining hair
sections is significantly reduced.

4.1 Dynamics and Collision Detection

Each LOD representation follows the same dy-
namics model for motion. We use the dual-skeleton sys-

Figure 3. Level-of-detail (LOD) representations for modeling hair.

(a) Hair strip, (b) hair cluster, (c) hair strand, and (d) the dual-

skeleton setup for simulating hair.
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tem introduced by Ward, Galoppo, and Lin (2004) for
modeling the influences of water and hairspray on hair,
as shown in Figure 3d. In this method, two skeletons
are used to model the hair. First, there is the global
skeleton that is a chain of point masses linked by damped
springs. The global skeleton controls the bending of
hairs and the stretching of curls. Second, there is the
local skeleton that provides a positional guide for the
rendered strands. The local skeleton gives a reference
for the actual position of the hair sections at any given
time and is crucial to the localized hair modeling sys-
tem. The dual-skeleton system is compelling in that it
can capture the details of typical dry hair as well as wet
hair and hair with hairspray, or some other styling prod-
ucts applied.

We have utilized the localized collision detection
model of Ward et al. (2004) that is based on the
dual-skeleton setup and the family of swept sphere
volumes (SSVs; Larsen, Gottschalk, Lin, & Manocha,
2000). A swept sphere volume is created by taking a
core shape, such as a point, a line, or a rectangle, and
growing outward by some offset. The SSVs encapsu-
late the hair geometry (of any type or resolution
LOD) and are used as bounding volumes for collision
detection. Each line segment between the control
points of the local skeleton constitutes the core line
for a line swept sphere (LSS), for strand groups, and
clusters. Rectangular swept spheres (RSSs) are created
in a similar way for strips by using each rectangular
section between control points of the local skeleton
that create a strip.

Both hair-hair and hair-object collision detection is
performed by checking for intersection between corre-
sponding pairs of SSVs; this is done by calculating the
distance between the core shapes and subtracting the
appropriate offsets. Hair-object collisions are handled by
moving the hair section outside of the body and that
hair section is restricted to only move tangential to or
away from the object, based on the object’s normal di-
rection. Hair-hair collisions are processed by pushing
the hair sections apart based on their respective orienta-
tions as explained in previous methods (Plante et al.,
2002; Ward & Lin, 2003).

4.2 Implicit Integration

Since the hair is interactively manipulated by the
user, the numerical integration must be stable under all
possible conditions. We use an implicit integration
scheme to achieve greater stability. The bending force
of a global skeleton is governed by the set of ordinary
differential equations (Anjyo et al., 1992):

Ii

d2�i

dt2 � �i

d�i

dt � M�i, Ii

d2�i

dt2 � �i

d�i

dt � M�i, (1)

where Ii is the moment of inertia for the ith control
point of the skeleton, i is the damping coefficient, and
M�i and M�i are the �i and �i torque components, re-
spectively.

The torque due to the angular spring forces is
computed as:

M� � �k���i � �i0�, M� � �k���i � �i0�, (2)

where k� and k� are the spring constants for � and �,
respectively. The variables �0 and �0 are the specified
rest angles and � and � are the current angle values.

We can rewrite the first equation in Equation (1)
as a first-order differential equation by substituting the
variable � � �. We get the following formulations for
�� and �� when using the explicit forward Euler
method, where �� � �(t0 � h)–�(t0) and �� � �(t0 �

h)– �(t0) and h is the time step value:

���
��� � h� �0

� k��� � �0�
�

By using Taylor series expansion to obtain the
first-order approximation, we get

���
��� � h� �0 � ��

� k��� � �0� � k����
Rearranging the equation and substituting back to

Equation (1), the change in angular velocity for the
�-component of a skeleton node point, ���, becomes

�� �
�hk��� � �0� � h2k���0

1�h2k�

242 PRESENCE: VOLUME 16, NUMBER 3



where ��0 � ��(t0) is the angular velocity at time t0.
Here, ��� � ��(t0 � h)–��(t0). Once we have calcu-
lated ��0, we calculate the change in angular position
�� from �� � h(�0 � ��). The same process can be
applied to the �-component of the angular position and
angular velocity for each control point of a global skele-
ton. Similarly, implicit integration is used to control the
elongation of a global skeleton using linear spring forces
between control points.

4.3 Simulation Localization

We use a spatial decomposition scheme to rapidly
determine the high activity areas of the hair; these areas
are then simulated with finer detail. We use a uniform
grid consisting of axis-aligned cells that encompass the
area around the hair and human avatar (see Figure 4).
Spatial decomposition schemes have been utilized previ-
ously for hair-hair interaction methods where sections of
hair that are located in the same cell will be tested
against each other for overlap. We have extended this
process to all features of hair simulation, not just colli-
sion detection.

4.3.1 Insertion into the Grid. The polygons of
the avatar, or other objects, are placed into the grid to
determine potential collisions with the hair. Object po-
sitions only need to be updated within the grid if the
object is moving, otherwise the initial insertion is suffi-
cient. Every time a section of hair moves, or the skele-
ton for simulation is updated, its line swept spheres
(LSSs) or rectangular swept spheres (RSSs) are in-
serted into the grid. An SSV is inserted into the grid
by determining which cells first contain the core
shape of the SSV (line or rectangle), then the offset
of the SSVs are used to determine the remaining in-
habited cells. Figure 4a shows the grid cells that con-
tain hair geometry.

When the user employs an application (e.g., spraying
water, grabbing the hair) the grid is used to indicate which
portions of the hair are potentially affected by the user’s
action. As the user moves the PHANToM stylus, its
position and orientation are updated. Each application
has an area of influence that defines where in space its

action will have an effect. This area is defined as a trian-
gle for the cutting tool and a cone for the remaining
tools. The cone of influence is defined by the applica-
tion’s position, orientation (or direction pointed),
length (how far it can reach), and cutoff angle (deter-
mining its radius along its length). These properties de-
fine the cone’s position in the grid. Inserting the cone
becomes similar to inserting an LSS, but the offset be-
comes a variable of distance along the core line (an SSV
has a constant offset along its core shape). The triangle
for cutting is defined by the space between the open
blades of a pair of scissors.

4.3.2 Retrieval from the Grid. Once informa-
tion has been inserted or updated in the grid, it is re-
trieved to determine where to check for potential colli-
sions and user interaction. Grid cells that contain both
impenetrable triangles (from the avatar or another ob-
ject in the scene) and hair geometry are marked to be
checked for hair-object collision. Only these cells con-
tain a potentially colliding pair. Similarly, any grid cell
containing more than one section of hair is marked to
be checked for hair-hair collisions. Likewise, the grid
maintains a list of grid cells where the user interaction
cone or triangle has been inserted. Any of these grid
cells that contain hair geometry are returned and the
sections of hair within the cell are independently
checked to see if they fall within the area of influence;
(see Figure 4).

Figure 4. (a) All of the grid cells that contain hair geometry. (b)

Highlights the cells that will be affected by the current application

(applying water). (c) Water is applied to some hair; grid allows us to

localize each application.
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4.4 Multi-Resolution Simulation with
the Grid

The grid aids us to localize our simulation on the
areas of highest importance to the user. These areas are
defined based on their distance from the viewer, visibil-
ity, motion, and the user’s interaction with the hair. We
adopted the method for choosing a level of detail based
on distance and visibility created previously by Ward et
al. (2003), but have used our grid-based system to ex-
pand on the motion criteria and to include the user’s
interaction with the hair.

The motion of the hair is highly pertinent to the
amount of detail needed to simulate the hair. Most ap-
plications performed on hair are localized to a small
portion of the hair; most of the hair thus lies dormant.
The sections of hair that are dormant are modeled with
a lower LOD representation and resolution, determined
by comparison against velocity thresholds, but we have
gone a step further by effectively turning off simulation
for areas where there is no activity. Each grid cell keeps
track of the activity within the cell, tracking the hair sec-
tions that enter and exit the cell. When the action in a
given cell has ceased and the hair sections in the cell
have a zero velocity, there is no need to compute dy-
namic simulation due to gravity, spring forces, or colli-
sions. The positions of the hair sections are thus frozen
until they are reactivated. The cell is labeled dormant
and does not become active again until either the user
interacts with the cell or until a new hair section enters
the cell.

As the previous section explained, we can determine
which grid cells the user is focusing on by inserting the
cone or triangle of influence into the grid. These grid
cells are then activated and each hair section in the cells
become active as well. The actions of the user can influ-
ence the activity in cells they are not directly focused on
(for example, blow-drying hair will push sections of hair
into new cells). It then remains important to continually
track the motion of hair sections to determine active or
dormant cells. As curly hair becomes wet, the curls can
elongate creating activity below the actual placement of
water. By tracking the motion of wet hair caused by its
changing mass, the control points located below the

water placement, and the cells they occupy, can be acti-
vated even if these cells were previously dormant.
Neighboring control points share spring forces that
control their respective bending and stretching or com-
pressing. An active control point can then awaken its
dormant neighboring control point if there is a force
that warrants it.

Rapid determination of the active cells and hair sec-
tions allows us to place the computational resources
towards dynamic simulation for the hairs of highest in-
terest to the user.

5 Real-Time Rendering

In order to guarantee a convincing and interactive
experience for the user, our rendering algorithm has to
run in real time and produce realistic images at the
same time. We have taken advantage of the newest
features on graphics hardware to implement a physi-
cally plausible hair rendering model with very efficient
self-shadowing.

5.1 Realistic Hair Lighting

We model the hair strand reflections by anisotro-
pic light scattering from a cylindrical surface as proposed
by Kajiya and Kay (1989), augmented by recent obser-
vations made by Marschner, Jensen, Cammarano, Wor-
ley, and Hanrahan (2003) that one must also account
for the multiple modes of scattering that occur inside
and on the surface of the cylinders. They showed that
only a limited amount of colored reflection comes from
diffuse scattering, whereas there is a major contribution
of uncolored, specular reflection. We implemented two
separate specular highlights, due to the multiple modes
of scattering inside and on the surface of the hair fibers.
The primary highlight is highly specular and shifted
slightly towards the hair root, whereas the secondary
highlight has a wider falloff and is shifted towards the
hair tip. We compute both specular terms by shifting
the hair tangent in Kayija’s original formulation (Kajiya
& Kay, 1989) towards the hair root and towards the
hair tip respectively, applying separate falloff exponents.

244 PRESENCE: VOLUME 16, NUMBER 3



Using the shifted tangents in the formulation pro-
posed in Heidrich and Seidel (1998), the new twofold
specular term of the hair shading thus becomes:

lspecular � �ks
1�V,R1�n1 � k2

2�V,R2�n2� � Ii�V,Ri�

� �1 � �L,T i�2�1 � �V,T i�2 � �L,T i��V,T i�

The tangents are shifted in the plane formed by
the hair tangent and the light direction. We take into
account hair fiber roughness due to tilted surface scales
by multiplying the second highlight shift with a noise
pattern. All operations were performed in a fragment
program for efficiency.

5.2 Real Time Self-Shadowing

Realistic hair self-shadowing effects are hard to
implement efficiently, due to the large amount of dy-
namic geometry and due to the fineness of the hair
strands. Regular shadow maps fail because the high fre-
quency in the geometry forces us to use sampling rates
beyond realistic values (both in terms of performance
and memory usage). We make use of two recently intro-
duced features of graphics hardware to achieve real-time
self-shadows. The first, multiple render targets, allows
us to output 16 floating point values in one rendering
pass. The second, floating point blending, makes high-
precision blending of shadow values possible.

Opacity shadow maps (OSMi Kim & Neumann,
2001) were a first attempt at efficient self-shadow gen-
eration for hair, but the algorithm is still not quite inter-
active. In this technique, self-shadows are generated by
accumulating the opacity � of the strands hit by the
light rays along the light direction in the hardware
framebuffer. Unfortunately, because of the iterative na-
ture of the algorithm, an expensive multiple pass render-
ing algorithm with an expensive read-back to the CPU
is required. Moreover, the accumulation of opacity
through blending in the framebuffer was limited to
8-bit integers. This leads to artifacts due to limited pre-
cision. For 10 opacity shadow maps, this technique
achieves a rate of less than one frame per second.

Our algorithm is based on recent GPU features
(NVIDIA, 2005); it generates 16 opacity shadow maps

in only one pass with multiple render targets, plus an
extra pass for the actual rendering, with no requirement
for depth ordering. As in Kim and Neumann (2001),
the opacity maps are placed at uniformly sampled dis-
tances from the eye, orthogonal to the view direction.
Each of the four render targets holds four opacity maps,
one in each 16-bit floating point component. In the
opacity map generation pass, a GPU fragment program
compares the distance of the incoming hair fragment
from the eye to the distance of each of the 16 maps
from the eye. If the hair fragment is closer to the eye
than a particular opacity map, it means that it contrib-
utes to the opacity of the opacity map in question, thus
we give it a positive contribution. Otherwise, the contri-
bution is zero. By enabling 16-bit floating point blending,
we achieve high-precision accumulation of the opacity of
all the fragments into the appropriate opacity maps.

In the rendering pass, a vertex program first computes
weights according to the relative position of the vertex
to each of the opacity maps. This corresponds to deter-
mining the weights of a hat reconstruction filter. These
weights are then used in the fragment program for re-
construction. In effect, it interpolates linearly between
the opacities of the two closest opacity maps. The
weights are computed as follows:

wp
n �

max�0,1 � �zn � zp��
�

where wp
n is the weight of point p for the nth opacity

map, zn and zp are the distances of the nth opacity map
and point p to the eye. The variable � is the distance
between the opacity maps.

Our method has an additional advantage over the
technique proposed by Kim and Neumann (2001): in-
stead of assigning the hair geometry to depth bins on
the CPU, we perform the depth comparisons at the
fragment level (in fragment programs on the GPU),
therefore avoiding the expensive read-back to the CPU.
In addition, we can use the the opacity generation pass
to generate a regular shadow map for the head, with no
overhead incurred. The blocking of light by the head is
then easily determined by regular shadow mapping
techniques, and allows us to cast hair shadows on the
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head and the body. Simply sampling the OSM does not
work, because the OSM contains no information about
whether the fragment is visible from the light or not,
similar to projected textures. Instead, we combine the
OSMs with visibility information obtained from the reg-
ular shadow map, and take the maximum of both values.

5.3 Limitations

This approach can incorrectly make fully lit frag-
ments that lie between opacity maps appear darker be-
cause of the linear interpolation between the lit and
non-lit opacity map plane. We solve this partially by vir-
tually pushing the opacity map planes back, so that the
fully lit fragment preferentially samples lit planes. An-
other approach would be to use quadratic interpolation.

6 User Interaction and Applications

Given our system for simulating and rendering
hair described in the previous sections, a user can now
directly interact with hair through the 3D user interface
and use operations commonly performed in hair salons.
The operations supported in our system include apply-
ing water, hair spray, and mousse to the hair, grabbing
and moving sections of hair, using a hair dryer, and cut-
ting the hair. The rest of this section describes each of
these hair modeling features and their influences on hair
dynamics and LOD transitioning.

6.1 Haircutting

Cutting hair is crucial for changing a hairstyle. A
common approach for specifying hair length has been to
control the length of the hair through a parameter that
either makes the hair grow or shorten. Some works have
allowed the length parameter to change locally through
either curve drawing (Xu & Yang, 2001; Kim & Neu-
mann, 2002), or via a 2D length map that correlates to
the distribution of strands on the scalp (Choe & Ko,
2005). Alternatively, Lee and Ko (2001) cut hair with a
cutting surface; hairs that intersect the surface are
clipped to the surface shape. Our cutting method builds

on the words of Lee and Ko (2001) to model cutting of
hair performed with scissors as is used in a salon. We
model all the features of the cut, including capturing
the hair that falls away or that is cut off. The location
for cutting is defined by a triangle formed by the space
between the open blades of scissors. Hair skeletons that
intersect this triangle are then cut. At the cutting loca-
tion, the skeleton S is split into two separate skeletons,
S1 and S2, S1 remains attached to the scalp, while the
latter, S2, falls away.

At the intersection of skeleton S and the cutting trian-
gle two new control points are created. One control
point becomes the last point of skeleton S1, while the
second becomes the first point of S2 that falls away after
the cut; see Figure 5. The geometry of the fallen hairs
remains consistent with the geometry of the hair below
the sever point before the cut is performed; curliness,
wetness, hair distribution, and other properties are
maintained in the fallen hair segments. Skeleton S2 is
simulated with two free endpoints; dynamics, including
collision detection and response, are still enforced.

6.2 Applying Water

Wet hair is modeled using the technique described
in Ward et al. (2004). When water is applied to the hair,

Figure 5. (a) Open blades of scissors define cutting triangle.

(b) and (c) Top skeleton remains attached to scalp, bottom skeleton

falls away after cut.
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the mass points of the global skeleton become heavier
with the mass of the water. The overall motion of the
hair is limited due to the extra weight and if the hair is
curly, the global-skeleton will stretch under the extra
weight and the curls will lengthen as expected. The vol-
ume of the hair in the areas where water is applied is
decreased by constricting the radius of the current hair
representation (strand grouping, cluster, or strip); these
hair segments are then rendered to show the wet ap-
pearance (see Figure 6).

6.3 Applying Hairpsray and Mousse

Hair spray is simulated on the hair by increasing
the spring constants of the global skeleton where it is
applied. Moreover, dynamic bonds (Ward et al., 2004)
are added between sections of hair that are in contact
when the hair spray is applied. Dynamic bonds are extra
spring forces that model the adhesive quality of hair-
spray to make the hair move as a group throughout sub-
sequent motions.

Though the effects of mousse vary by brand, we have
chosen to model a “volume-defining” mousse, which
adds volume to hair. We can inject volume into our hair
model by growing the radii of the hair sections it affects.
This process makes the hair fuller without adding more
strands or skeleton models.

6.4 Grabbing and Moving Hair

More complex hairstyles can be created by grab-
bing areas of hair and moving them. Typically when hair
is clasped in the real world, a group of strands are se-

lected at a local point along the strands. In the simula-
tion, the user presses the stylus button and the control
points that fall within the cone of influence are decided.
Among these selected control points, only one control
point per dual skeleton is permitted to be grabbed; this
rule correlates to the localized grabbing of a hair cluster
when styling hair. If multiple control points of a single
dual skeleton fall within the cone, the point that comes
closest to the cone’s center will be chosen.

At this point, control points are in a grabbed state
and are referred to as grabbed points. In the grabbed
state, as the user moves the stylus, the grabbed point
will follow the motion of the stylus. A grabbed point
cannot be pulled beyond its normal reach span (decided
by its position in the dual skeleton). The length of the
hair is always maintained so that the lengths above the
grabbed point and below it are of consistent length
while the point is moving.

When the user releases the grabbed point(s), he or
she releases the button of the stylus and the former
grabbed points will fall due to gravity. Figure 7 shows
the user grabbing and releasing a section of hair.

6.5 Hair Dryer

Hair dryers are one of the most common tools in a
hair salon. When the stylus button is pressed, a strong

Figure 6. Example of haircutting, far right shows final style.

Figure 7. (a) User grabs and pulls a section of hair. (b) User

releases grip and hair falls back into place.

Ward et al. 247

http://www.mitpressjournals.org/action/showImage?doi=10.1162/pres.16.3.237&iName=master.img-005.jpg&w=239&h=95
http://www.mitpressjournals.org/action/showImage?doi=10.1162/pres.16.3.237&iName=master.img-006.jpg&w=238&h=173


constant force is applied in the direction of its orienta-
tion. Any control points that fall within the cone of in-
fluence receive this strong force. Moreover, if a wet con-
trol point (see Section 6.2) is influenced by the hair
dryer, the control point will “dry”; the amount of water
will decrease over the length of exposure dependent on
the strength of the hair dryer force. The hair dryer also
has the ability to break the dynamic bonds created by
hair spray (Section 6.3).

When two control points linked by a dynamic bond
are moved apart past a given threshold, the bond will
break. The stiffened spring forces, however, remain
strong and can only be broken by the application of
water.

6.6 Hierarchy Inheritance

The applications described in the previous section
change the properties of the hair whether permanently
or temporarily; therefore a method for propagating
these properties through LOD switching has to be em-
ployed. The effects of water, hair spray, mousse, and
cutting are propagated up the hair hierarchy by averag-
ing the values of the children dual skeletons when they
transform into their parent. Therefore, water values,
spring stiffness, thickness, and length values are aver-
aged. A parent skeleton also takes over the same dy-
namic bonds of its children; any hair sections connected
to a child skeleton then become connected to the
parent.

Traveling down the hierarchy, child skeletons inherit
the same values as their parents. For example, a parent
control point having 80% wetness will pass on 80% wet-
ness to each of its children. The water value is not di-
vided among the children because water would be lost
throughout the system. The values are averaged when
going up the hierarchy because the water is spread
throughout all of the hairs. A hair section with 0% wet-
ness combines with a section of 100% wetness and the
water spreads throughout both resulting in 50% wetness
for its parent. Similarly, spring forces, thickness, and
lengths are passed onto the children when traveling
down the hierarchy. Any dynamic bonds that are cre-
ated on the parent will be passed on to its children.

Moreover, if hair spray has been applied to a parent
control point, when it splits into its children dynamic
bonds then connect each child.

Cutting hair has the most significant impact on the
hair hierarchy because the number of control points per
skeleton may be altered. Inheriting a cut through adap-
tive splitting is a simple process. If a hair group loses the
last x number of controls points from a cut, during a
transition, each child skeleton will lose the same x num-
ber of control points and all the child hair groups will
be the same length as the parent. In the opposite direc-
tion, adaptive merging for simplifying the simulation is
more constrained. As child skeletons prepare to transi-
tion into their parent, the number of control points on
each child is compared. If all the child skeletons have
been cut and still contain the same number of control
points, then their lengths are averaged and the transi-
tion into the parent occurs. However, if the child skele-
tons have been cut but do not contain the same number
of control points, the transition is not permitted. Using
the simulation localization technique described in Sec-
tion 4, the dynamic simulation of the hair groups can
still be accelerated if they lie in dormant cells.

7 Results and Discussion

Our virtual hair salon system is a prototype system
that demonstrates the usefulness of our multi-resolution
techniques for interactive hair modeling and was imple-
mented in C��. The initial hairstyles are loaded as a
preprocess.

7.1 Discussion

Our virtual hair salon system has enabled physically
based user interaction with dynamic hair, while model-
ing several common hair salon applications. Figure 8
shows a comparison of real hair under the influence of
common hair modeling applications with our virtual
salon results under the same conditions. Level-of-detail
representations coupled with our simulation localization
scheme have accelerated the animation of hair so that a
user can actually interact with it.
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Dynamic simulation, including implicit integration,
LOD selection, hair applications (wetting, cutting, etc.),
and collision detection, to create the hair model shown
in Figure 1 ran at an average of 0.092 sec per frame.
This figure comprised between 37 to 296 skeleton
models, determined on-the-fly throughout the simula-
tion, with an average of 20 control points each. At the
finest resolution, the model contained 8,128 rendered
strands; throughout the simulation the rendering LOD
contained between 6K and 1,311K rendered vertices.
Lighting and shadow computations on the GPU were
performed in 0.058 sec/frame on average. Using a fixed
geometry of 304 K rendered vertices, our rendering
algorithm can run at approximately 15 fps for 16 opac-
ity shadow maps. The benchmarks were measured on a
desktop PC equipped with an Intel Xeon 2.8 GHz pro-
cessor with 2.0 GB RAM and an NVIDIA GeForce
6800 graphics card. Figure 9 shows a detailed perfor-
mance comparison over the course of an entire simula-
tion between wisps (which are used as the baseline of
comparison), LODs alone, and our LODs coupled with
simulation localization. The performance of the LODs
with simulation localization varies over time due to the
user performing different applications on the hair. How-
ever, it is clear that the LODs with simulation localiza-
tion are able to outperform wisps alone as well as LODs
alone.

7.2 Limitations and Future Work

Our prototype system demonstrates the usefulness
of our multi-resolution techniques for interactive hair

modeling. There are several advancements that can be
performed as future work. The research areas we are
interested in pursuing include:

● Clasping hair to mimic the effects of barrettes or
bobby pins to allow for hairstyles such as ponytails
with dynamic simulation.

● Experimenting with two-hand interaction with hair
through the use of haptic gloves. More interesting
interactions can be performed along these lines in-
cluding the creation of braids and other more com-
plex hairstyles. Furthermore, we would be able to
model physically based methods for curling hair
that involve rollers or curling irons where the hair is
held in one hand and the roller or curling iron in
the other.

● Integrating high-fidelity force-feedback into the
haptic system for more realistic user interaction.

Figure 8. Comparison between real (top) and virtual use of

common hair salon activities (from left to right). (1) Normal dry hair,

(2) applying water, (3) some wet, some dry hair, (4) blow-drying hair.

Figure 9. Simulation performance comparison. Shows the factor of

speed-up for LODs with simulation localization and LODs over wisps

alone. Here, the average runtime of the wisps is used as the baseline

for comparison (value of 1 on this chart). Over the course of this

simulation, the camera remained at a consistent distance from the

figure and the viewer primarily faced the back of the avatar—causing

distance and occlusion tests to have a small overall impact on the

LOD choice. Note that the LODs with simulation localization outperforms

both wisps and LODs alone, though the simulation varies over time as

the user employs different applications.
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● Explore the use of adaptive grids so the resolution
of the grid can vary along with the simulation, pro-
viding another level of multi-resolution interaction.

Moreover, our rendering approach could be com-
bined with recent works (Mertens et al., 2004; Bertails,
Menier, & Cani, 2005) that focus on rendering ani-
mated hair for further rendering acceleration.

8 Summary

We presented a system involving an intuitive 3D
user interface and methods for animating and rendering
hair that allows for a user to interactively manipulate
hair through several common hair salon applications.
This system provides a level of user interaction that has
before been too complex to achieve. We are interested
in exploring the use of two-handed haptic gloves with
our system to provide higher fidelity force feedback to
the user, while allowing for further interaction capability
and the creation of even more complex hairstyles.
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