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Abstract—This paper presents on-going research to develop the 
Intercloud Architecture Framework (ICAF) that addresses 
problems in multi-provider multi-domain heterogeneous cloud 
based infrastructure services and applications integration and 
interoperability, to allow their on-demand provisioning. The 
paper refers to existing standards and ongoing standardisation 
activity in Cloud Computing, in particular, recently published 
NIST Cloud Computing Reference Architecture (CCRA) and 
ITU-T JCA-Cloud activity. The proposed ICAF defines four 
complementary components addressing Intercloud integration 
and interoperability: multi-layer Cloud Services Model that 
combines commonly adopted cloud service models, such as 
IaaS, PaaS, SaaS, in one multilayer model with corresponding 
inter-layer interfaces; Intercloud Control and Management 
Plane that supports cloud based applications interaction; 
Intercloud Federation Framework, and Intercloud Operations 
Framework. The paper briefly describes the Service delivery 
and lifecycle management as an important ICAF component 
that provides a basis for consistent management and security 
of the provisioned on-demand complex cloud based services. 
The paper describes an implementation of the Intercloud 
Control and Management Plane in the GEYSERS project to 
allow optimal provisioning of the combined Network+IT 
resources in the inter-cloud environment. The proposed 
architecture is intended to provide an architectural model for 
developing Intercloud middleware and in this way will 
facilitate clouds interoperability and integration.  

Keywords- Intercloud Architecture; Cloud Computing 
Reference Architecture; Multi-layer Cloud Services Model; 
Intercloud Control and Management Plane, Intercloud 
Federation Framework, Intercloud Operation Framework, Cloud 
Security. 

I. INTRODUCTION 
Clouds are widely used by both industry and research 

community; clouds provide an affordable access to powerful 
computing facilities for open public. Cloud Computing [1, 
2] technologies are evolving as a common way to provide 
infrastructure services, using resources virtualization as a 
tool for the efficient usage of the physical resources, and 
requiring on-demand provisioning capabilities for an 
adequate commercialization. Cloud technologies bring 
applications and infrastructure services mobility and 

physical/hardware platform independency to the existing 
distributed computing and networking applications. The 
provisioned cloud based infrastructure services may involve 
multi-provider and multi-domain resources, including 
integration with the legacy services and infrastructures. In 
this way, clouds represent a new step in evolutional 
computing and communication technologies development 
chain by introducing a new type of services and a new 
abstraction layer for the general infrastructure services 
virtualisation to achieve distributed applications mobility. 
Current development of the cloud technologies 
demonstrates movement to developing Intercloud models, 
architectures and integration tools that could allow 
integrating cloud based infrastructure services into existing 
enterprise and campus infrastructures [3], on one hand, and 
provide common/interoperable environment for moving 
existing infrastructures and infrastructure services to 
virtualised cloud environment [4], on the other hand. More 
complex and enterprise oriented use of cloud infrastructure 
services will require developing new service provisioning 
and security models that could allow creating complex 
project and group oriented infrastructures provisioned on-
demand and across multiple providers. 

Recently published cloud related standards and BCP 
documents, such as the NIST Cloud Computing Reference 
Architecture (CCRA) [2], ITU-T FG-Cloud Technical 
Report [5], ITU-T JCA-Cloud Cloud Roadmap [6], Open 
Data Center Alliance Master Usage Model [7], and OGF 
Open Cloud Computing Interface (OCCI) [8], provide a 
good basis for the consistent technology development but 
require further research to address more complex cloud 
usage scenarios involving multiple cloud service providers 
and cloud service models. 

This paper presents on-going research to develop the 
Intercloud Architecture Framework (ICAF) that intends to 
address problems with multi-domain heterogeneous cloud 
based applications integration and interoperability, including 
integration and interoperability with legacy IT (Information 
Technology) infrastructure services, and to facilitate 
interoperable and manageable inter-provider cloud 
infrastructures federation. The paper refers to the 



architectural framework for provisioning Cloud 
Infrastructure Services On-Demand [9] being developed by 
the authors as a result of cooperative efforts in a number of 
currently running projects such as GEANT3 [10] and 
GEYSERS [11], that provides a basis for defining the 
proposed Intercloud architecture. The presented paper 
significantly extends the initial research results presented in 
the authors paper [12].  

The remainder of the paper is organized as follows. 
Section II describes general use cases for provisioning cloud 
based infrastructures that provides a motivation for defining 
Intercloud architecture. Section III summarises requirements 
and defines the main components of the proposed Intercloud 
Architecture. Section IV describes the multi-layer Cloud 
Services Model, and section V describes the main 
functionalities of other ICAF components. Section VI 
describes the Service Delivery Framework, and section VII 
presents a general analysis of the cloud security issues and 
refers to ongoing works by the authors. Section VIII 
provides information about ongoing implementation of the 
ICAF components in the GEYSERS project. Related works 
are discussed in section IX, and the paper concludes with the 
future developments in section X.  

II. GENERAL USE CASES FOR ICAF 
The following basic use cases for Intercloud Architecture 

are considered:  
(1) Enterprise IT infrastructure migration to cloud and 

evolution that will require both the integration of the legacy 
infrastructure with cloud based components, as a first step, 
and in the second stage progressive transfer  from general 
cloud infrastructure services to specialised private cloud 
platform services;  

(2) Large project-oriented scientific infrastructures 
(capable of handling big data) including dedicated transport 
network infrastructure that need to be provisioned on-
demand [14];  

(3) IT infrastructure disaster recovery that requires not 
only data backup but also the whole supporting infrastructure 
restoration/setup on possibly new computer/cloud software 
or hardware platform.  

All use cases should allow the whole infrastructure of 
computers, storage, network and other utilities to be 
provisioned on-demand, independently for the physical 
platform and allow integration with local persistent utilities 
and legacy services and applications. This is actually based 
on the resources and services virtualization provided by the 
cloud technologies.   

The main goal of the enterprise or scientific 
infrastructure is to support the enterprise or scientific 
workflow and operational procedures related to processes 
monitoring and data processing. Cloud technologies 
simplify building such infrastructure and provisioning it on-
demand.  

Figure 1 illustrates how an example enterprise or 
scientific workflow can be mapped to cloud based services 
and then deployed and operated as an instant inter-cloud 
infrastructure. It contains cloud infrastructure segments IaaS 

(VR3-VR5) and PaaS (VR6, VR7), separate virtualised 
resources or services (VR1, VR2) that can be also enterprise 
none-cloud legacy applications, two interacting campuses A 
and B with existing campus facilities, and interconnecting 
them network infrastructure that in many cases may need to 
use dedicated network links for guaranteed performance. 

Efficient operation of such infrastructure will require 
both overall infrastructure management and individual 
services and infrastructure segments to interact between 
themselves. This task is typically out of scope of existing 
cloud service models and is intended to be addressed by the 
proposed Intercloud Architecture.  

 

 
 

Figure 1. Enterprise or project oriented collaborative cloud based 
infrastructure created to support enterprise or scientific workflow. 

III. ICAF REQUIREMENTS AND DEFINITION  
The proposed Intercloud Architecture Framework should 

address the interoperability and integration issues in the 
current and emerging heterogeneous multi-domain and 
multi-provider clouds that could host modern and future 
critical enterprise and e-Science infrastructures and 
applications, including integration and interoperability with 
legacy campus/enterprise infrastructure. 

The proposed ICAF should address the following goals, 
challenges and requirements: 
• Support communication between cloud applications and 

services belonging to different service layers (vertical 
integration), between cloud domains and heterogeneous 
platforms (horizontal integration).  
o Be compatible and provide multi-layer integration 

of existing cloud service models – IaaS, PaaS, 
SaaS and Apps clouds 

• Allow applications control infrastructure and related 
supporting services at different service layers to achieve 
run-time optimization (Intercloud control and 
management functions). 

• Support cloud services/infrastructures provisioning on-
demand and their lifecycle management, including 
composition, deployment, operation, and monitoring, 



involving resources and services from multiple 
providers.  

• Explicit/guaranteed intra- and inter-cloud network 
infrastructure provisioning (e.g., delivered as Network 
as a Service (NaaS) service model) 

• Provide a framework for heterogeneous inter-cloud 
federations 

• Facilitate interoperable and measurable intra-provider 
infrastructures 

• Support existing cloud provider operational and business 
models and provide a basis for new forms of 
infrastructure services provisioning and operation (e.g., 
cloud carrier or cloud operator). 

The proposed ICAF should use the rich experience of the 
Grid and Internet community and where possible use the 
tested by practice architecture patterns from Internet, Service 
Oriented Architecture (SOA) and Grid/OGSA [15], in 
particular, support Virtual Organisations (VO) infrastructure 
federation mechanisms widely used by e-Science/Grid 
community.  

From the above requirements, we define the following 
complementary components of the proposed Intercloud 
Architecture:  
(1) Multilayer Cloud Services Model (CSM) for vertical 
cloud services interaction, integration and compatibility that 
defines both relations between cloud service models (such as 
IaaS, PaaS, SaaS) and other required functional layers, and 
components of the general cloud based services 
infrastructure;  
(2) Intercloud Control and Management Plane (ICCMP) 
for inter-cloud applications/infrastructure control and 
management, including inter-applications signaling, 
synchronization and session management, configuration, 
monitoring, run time infrastructure optimization (including 
VM migration), resources scaling, and jobs/objects routing; 
(3) Intercloud Federation Framework (ICFF) to allow 
federation of independently managed clouds and related 
infrastructure components belonging to different cloud 
providers and/or administrative domains. It should support 
federation at the level of services, business applications, 
semantics, and namespaces, assuming necessary gateway or 
federation services; 
(4) Intercloud Operation Framework (ICOF) which 
includes functionalities to support multi-provider 
infrastructure operation, including business workflow, 
Service Level Agreement (SLA) management, accounting. 
ICOF defines the basic roles, actors together with their 
relations in terms of resources operation, management and 
ownership. ICOF requires support from and interacts with 
both ICCMP and ICFF. 

At this stage of research, we have defined in details only 
the multi-layer Cloud Services Model that provides a basis 
for the definition of all other functional components and 
protocols. and the CSM can be built using modern SOA 
technologies to support basic cloud service models. For the 
other components (ICCMP, ICFF and ICOF) we have 
defined the main functionalities and their interfaces, while 
the internal architecture design and their implementation in 

support of on-demand IaaS provisioning are still in 
progress.  

IV.  MULTI-LAYER CLOUD SERVICES MODEL (CSM) 
Figure 2 illustrates the CSM layers definition and related 

functional components in a typical cloud infrastructure. It 
shows that the basic cloud service models IaaS, PaaS, SaaS 
that in most cases expose standard based interfaces to user 
services or applications, in fact, use proprietary interfaces to 
the provider’s physical resources and platform. In this 
respect the proposed model can be used for the inter-layer 
interfaces definition. 

In the proposed Intercloud layered service model the 
following layers are defined including user/customer side 
services or resources at the top (numbering from bottom up, 
see Fig. 2): 
(C6) User/customer side resources and services 
(C5) Access/Delivery infrastructure hosting components and 

functions to provide access to cloud services/resources 
and interconnect multiple cloud domains 

(C4) Cloud services layer that may include different type of 
cloud services IaaS, PaaS, SaaS 

(C3) Cloud virtual resources composition and orchestration 
layer that is represented by the Cloud Management 
Software  (such as OpenNebula, OpenStack, or others) 

(C2) Cloud virtualisation layer (e.g. represented by KVM, 
Xen, VMware as virtualisation platforms) 

(C1) Physical platform (PC hardware, network, and network 
infrastructure). 

Note. Layer acronyms use prefix “C” to denote their relation 
to clouds. 
 

 
 

Figure 2. Reference Multilayer Cloud Services Model (CSM). 
 

The three vertical planes or cross-layer infrastructures 
(on the left part of the figure) are defined to group related 
functionality in all CSM layers: 
• Control and Management Plane 
• Operations Support System 
• Security Infrastructure.  



V. ICAF COMPONENTS 

A. Intercloud Control and Management Plane (ICCMP) 
Figure 3 illustrates a scenario where two different 

cloud/segments domain IaaS and PaaS need to interact 
allowing applications from one domain to control 
underlying virtualised resources and infrastructure in 
another domain. Upper layer interfaces are typically 
standardised and can use e.g. OCCI interface, while lower 
layer interfaces controlling internal provider resources 
(virtualised or physical) may be non-standard or proprietary. 
The role of ICCMP is to provide logical and functional 
interfaces between different cloud service layers running in 
different cloud domains. This provides another motivation 
for the standardisation of such interlayer interfaces; 
otherwise they can be implemented as part of user 
applications.  

ICCMP supports inter-cloud signalling, monitoring, 
dynamic configuration and synchronisation of the 
distributed heterogeneous clouds. 

The main functional components include: 
• Cloud Resource Manager 
• Network Infrastructure Manager 
• Virtual Infrastructure composition and orchestration 
• Services and infrastructure lifecycle management (that 

can be also a part of the composition and orchestration 
layer). 

The ICCMP Interfaces should support the following 
functionalities: 
• Inter-/cross-layer control and signalling  
• Monitoring 
• Location service 
• Topology aware infrastructure management  
• Configuration and protocols management. 
 

 
 

Figure 3. Example of the IaaS and PaaS cloud domains communication 
that uses standard interfaces and proprietary interfaces 

 
Based on the GEYSERS project implementation (see 

section IX) we can suggest the GMPLS [16] as an 
appropriate technology that can be extended to build an  
ICCMP control plane able to optimise the network 

infrastructure servicers according to the required compute 
and storage resources attached to network nodes [17, 18]. 
However, management functionalities will require the 
development of new interfaces. 

B. Intercloud Federation Framework (ICFF) 
Figure 4 illustrates the main components of the federated 

Intercloud Architecture, specifically underlying the 
Intercloud gateway function (GW) that provides translation 
of the requests, protocols and data formats between cloud 
domains. 

At the same time the federated inter-cloud infrastructure 
requires a number of functionalities, protocols and 
interfaces to support its operation:  
• Trust and service brokers  
• Service Registry 
• Service Discovery 
• Identity providers (IdP) and attributes services 
• Trust managers/routers 
• Intercloud gateway and/or attribute/namespace 

translators. 
Correspondingly, the ICFF Interfaces should support the 

following functionalities: 
• Naming, Addressing and Translation (if/as needed) 
• Publishing  
• Discovery 
• Attributes management  
• Trust/key management 

The ICFF can be built using existing platforms for 
federated network access and federated identity 
management widely used for multi-domain and multi-
provider infrastructure integration [19, 20, 21].  
 

 
 

Figure 4. Intercloud Federation Framework (ICFF) components 
 

C. Intercloud Operation Framework (ICOF) 
ICOF defines the main roles and actors based on the RORA 
model: Resource, Ownership, Role, Action, - proposed in the 
GEYSERS project [17]. This should provide a basis for 
business processes definition, SLA management and access 
control policy definition as well as broker and federation 
operation.  

The main functional components include: 
• Service Broker 
• Service Registry 



• Cloud Service Provider, Cloud Operator, Cloud 
(physical) Resource provider, Cloud Carrier 

Suggested ICOF interfaces should support the following 
functionalities: 
• Service Provisioning, Deployment, Decommissioning 

(or Termination) 
• SLA management and negotiation 
• Services Lifecycle and metadata management 

The ICOF definition will leverage the TeleManagement 
Forum standards related to eTOM and Operational Support 
Systems [22] and Service Delivery Framework [23] 
described in the next section.  

VI.  SERVICE DELIVERY AND LIECYCLE MANAGEMENT 
The on-demand cloud services provisioning requires a 

well-defined provisioning workflow and service lifecycle 
model. The ICAF Service Delivery Framework (SDF) 
extends the TeleManagement Forum SDF [23] with the 
necessary extensions to allow dynamic services provisioning, 
modification and recovery. The SDF combines in a 
provisioning workflow all processes that are run by different 
supporting systems and executed by different actors. 

Figure 5 illustrates the main service provisioning or 
delivery stages that address specific requirements of the 
provisioned on-demand CSA virtualised services: 

Service Request Stage (including SLA negotiation). 
The SLA can describe Quality of Service (QoS) and security 
requirements of the negotiated infrastructure service along 
with information that facilitates authentication of service 
requests from users. This stage also includes generation of 
the Global Reservation ID (GRI) that will serve as a 
provisioning session identifier and will bind all other stages 
and related security context. 

Composition/Reservation Stage that also includes 
Reservation Session Binding with the GRI, which provides 
support for complex reservation processes in multi-domain 
multi-provider environments. This stage may require access 
control and SLA/policy enforcement. 

Deployment Stage, including services Registration and 
Synchronisation. The deployment stage begins after all 
component resources have been reserved and includes 
distribution of the common composed service context 
(including security context) and binding the reserved 
resources or services to the GRI as a common provisioning 
session ID. The Registration and Synchronisation stage 
(which can be considered as optional) specifically targets 
scenarios with provisioned service migration or re-planning.  

Operation Stage (including Monitoring). This is the 
main operational stage of the provisioned on-demand cloud 
services. Monitoring is an important functionality of this 
stage to ensure service availability and secure operation, 
including SLA enforcement.  

Decommissioning Stage ensures that all sessions are 
terminated, data is cleaned up, and session security context 
is recycled. The decommissioning stage can also provide 
information to or initiate service usage accounting. 

Two additional (sub-)stages can be initiated from the 
Operation stage, based on the running service or resources 
state: 
• Re-composition or Re-planning Stage should allow 

incremental infrastructure changes. 
• Recovery/Migration Stage can be initiated by the user or 

provider. This process can use MD-SLC to initiate a full 
or partial resource re-synchronisation, it may also 
require re-composition. 

Implementation of the proposed SDF requires a special 
Service Lifecycle Metadata Repository (MD SLC as shown 
on Figure 4) to support consistent services lifecycle 
management. MD SLC keeps the services metadata that 
include at least service state, service properties, and services 
configuration information. 

 

 
 
Figure 5. SDF stages in on-demand (inter-)cloud services provisioning 

VII. INTERCLOUD SECURITY INFRASTRUCTURE 
Security infrastructure is an important component of the 

provisioned on demand cloud and intercloud based 
infrastructures. Current cloud security model is based on the 
assumption that the user/customer should trust the provider. 
This is governed by SLA that in general defines mutual 
provider and user expectations and obligations. However, 
such approach doesn’t scale well with the potential need to 
combine Cloud based services from multiple providers 
when building complex infrastructures.  

Currently provided security services are based on VPN 
security model and provide only simple access control 
services based on users access over SSH as a commonly 
used secure channel to access remote processing 
environment. More advanced security services and fine 
grained access control cannot be achieved without deeper 
integration with the cloud virtualisation platform and 
incumbent security services, what in its own turn can be 
achieved with open and well defined cloud IaaS platform 
architecture. 



In the clouds data are sent to and processed in the 
environment that is not under the user or data owner control, 
and potentially can be compromised either by clouds 
insiders or by other users sharing the same resource. 
Data/information must be secured during all processing 
stages – upload, process, store, stream/visualize. Policies 
and security requirements must be bound to the data and 
there should be corresponding security mechanisms in place 
to enforce these policies.  

The following problems and challenges can be identified 
when intending to build security infrastructure for the 
intercloud environment and infrastructure: 
• Data protection both stored and “on-wire” that include, 

besides the traditional confidentiality, integrity, access 
control services, also data lifecycle management and 
synchronization. 

• Access control infrastructure virtualisation and dynamic 
provisioning, including dynamic/automated access 
control policies generation or composition. 

• Security services lifecycle management, in particular 
service related metadata and properties, and their 
binding to the main services. 

• Security sessions and related security context 
management during the whole security services 
lifecycle, including binding security context to the 
provisioning session and virtualisation platform.  

• Trust and key management in provisioned on demand 
security infrastructure, and support of the Dynamic 
Security Associations (DSA) that should provide fully 
verifiable chain of trust from the user client/platform to 
the virtual resource and the virtualisation platform.  

• SLA management, including initial SLA negotiation, 
SLA enforcement at the planning stage and SLA 
monitoring at the operation stage. SLA can specify 
security requirements and trust anchors that can be used 
for bootstrapping the DSA at the provisioning stages. 

The security solutions and supporting infrastructure 
should support consistent security sessions management: 
• Special session for data transfer that should also support 

data partitioning and run-time activation and 
synchronization. 

• Session synchronization mechanisms that should 
protect the integrity of the remote run-time 
environment.  

• Secure session fail-over that should rely on the session 
synchronization mechanism when restoring the session. 

Wider clouds adoption by industry and their integration 
with advanced infrastructure services will require 
implementing manageable security services and 
mechanisms for the remote control of the cloud operational 
environment integrity by users.  

We refer to the ongoing research by the authors on the 
general cloud security infrastructure and services definition 
to address the described above requirements and challenges 
[24, 25, 26]. The CloudCom2011 paper [24] describe the 

general security architecture for cloud IaaS service model 
and its implementation in the Dynamic Access Control 
Infrastructure (DACI) that uses DSA to provision consistent 
security infrastructure on-demand. The two follow-on 
papers are devoted to the policy and security context 
management in the provisioned on-demand multi-domain 
and multi-provider cloud infrastructure [25] and propose the 
Dynamic Infrastructure Trust Bootstrapping Protocol 
(DITBP) [26] that allows creating DSA during the 
infrastructure provisioning process. 

VIII. IMPLEMENTATION STATUS AND SUGGESTIONS 
The GEYSERS project develops and implements an 

original model and architecture for the general infrastructure 
services virtualisation (including active network 
components) and the on-demand provisioning of optimized 
Network+IT infrastructures and services. The proposed 
architecture is structured in three different layers (Figure 6):  

(a) Logical Infrastructure Composition Layer (LICL) for 
infrastructure services (Network+IT) virtualisation and 
provisioning;  

(b) Enhanced Network Control Plane (NCP+) for 
operating  the virtual infrastructure domains and providing 
on-demand connectivity services;  

(c) Service Middleware Layer (SML) that actually 
represents the Application Layer in CSM.  

The project also defines an operational framework for 
combined network and IT services provisioning (including 
planning and re-planning), monitoring, SLA and services 
lifecycle management [27, 28]. 

Figure 6 illustrates the interfaces defined in the 
GEYSERS architecture: 

MLI - Management to LICL Interface 
SLI - SML to LICL interface 
NIPS UNI – NCP+ to LICL interface 
CCI - Connection Controller Interface 
LPI - LICL to PHY interface 
CSSI - Common Security Service Interface. 
 

 
Figure 6. GEYSERS control and management architecture and 

interfaces. 

Management Interfaces

Control Interfaces



Functional elements/layers and interfaces defined in 
GEYSERS project are directly mapped to the functional 
components and interfaces defined in the CMS, ICCMP and 
ICOF of the ICAF. As a part of its security architecture the 
project also defined the Common Security Services 
Interface (CSSI) and the security infrastructure for 
dynamically provisioned virtualised security services [25].  

IX. RELATED WORKS 
There are not many academic researches on cloud 

architecture. Most of researches are focused on analysis and 
improvement of the general cloud architecture that is 
defined by NIST CCRA [2]. Regarding the inter-cloud 
issue, GICTF has recently released a white paper [28] 
describing a number of inter-cloud uses cases and has 
derived from them a collection of technical requirements to 
be taken into account for supporting such interconnection 
scenarios. A few works [29-32] are trying to apply more 
conceptual approach to defining cloud based infrastructure 
services, but their scope is rather focused on one or another 
specific problem. Paper [29] proposes the Cloud Computing 
Open Architecture (CCOA) based on SOA and 
virtualisation and derives ten interconnected architectural 
models, but it doesn’t go further with suggesting 
implementation. The position paper [30] explores an 
approach to describe the inter-cloud operations based on the 
New Generation Service Overlay Network (NGSON) but 
the proposed solutions are rather focused on the content 
delivery overlay networks. Paper [31] describes the 
GridARS system that can provision heterogeneous 
performance assured virtual infrastructure over Intercloud 
environment, however the proposed solution is primarily 
focused on the optimal VM deployment and lower level 
underlying network communication. Paper [32] presented 
by Alcatel-Lucent Bell Labs provides an interesting point of 
view of the telecom industry on adoption of cloud 
technologies to building cloud based telecom infrastructures 
what confirms the clouds potentiality to provide a basis for 
the complex infrastructures virtualisation and infrastructure 
services mobility and on-demand provisioning. A further 
example on this can be found in [33] where it is described a 
framework to offer Telecom as a Service as a way for 
hosting and operating telecom services in a cloud 
environment. In this case, the framework tries to consider 
specific particularities of telecom services such as 
statefulness, disruption intolerance, and long duration 
sessions (if compared with typical web sessions duration). 

Industry research and development are mostly focused 
on adopting the NIST CCRA to their business practices and 
platforms. Good example here is the IBM Cloud Computing 
Reference Architecture 2.0 [34] that provides a lot of useful 
details on CCRA implementation, interfaces and 
programming models with the IBM tools and platforms. 

X. CONLUSION AND FUTURE DEVELOPMENTS 
This paper presents on-going research at the University 

of Amsterdam to develop the Intercloud Architecture that 
addresses problems with multi-domain heterogeneous cloud 
based applications integration and inter-provider and inter-
platform interoperability. 

The proposed high level architecture is based on the 
development and implementation of its different components 
in a few cooperating projects such as GEYSERS, GEANT, 
MANTICHORE and NOVI, which experience demonstrated 
needs for more general approach to complex multi-provider 
cloud based infrastructure services.  

The proposed Intercloud Architecture Framework 
includes the four inter-related components that address 
different issues in heterogeneous multi-provider, multi-
cloud, multi-platforms integration: multi-layer Cloud 
Services Model that combines commonly adopted cloud 
service models, such as IaaS, PaaS, SaaS, in one multilayer 
model with corresponding inter-layer interfaces; Intercloud 
Control and Management Plane that supports cloud based 
applications and infrastructure services interaction; 
Intercloud Federation Framework that defines infrastructure 
components for independent cloud domains federation; and 
Intercloud Operation Framework that defines functional 
components and procedures to support cloud based services 
provisioning and operation. 

The proposed approach and definitions are intended to 
provide a consolidation basis for numerous standardisation 
activities in the area of inter-cloud architectures by splitting 
concerns and using already existing and widely accepted 
solution where possible. The analysis of the security issues in 
provisioning complex heterogeneous multi-provider 
intercloud infrastructures presented in the paper will also 
provide a good basis for the further intercloud security 
infrastructure definition and development. 

The authors are actively contributing to a number of 
standardisation bodies, in particular, the Open Grid Forum 
Research Group on Infrastructure Services On-Demand 
provisioning (ISOD-RG) [35], and IETF on Cloud 
Architecture Framework definition [36] 
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