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Abstract

Interconnect has become the dominating factor in determining cir-
cuit performance and reliability in deep submicron designs. In this
embedded tutorial, we first discuss the trends and challenges of in-
terconnect design as the technology feature size rapidly decreases to-
wards below 0.1 micron. Then, we present commonly used intercon-
nect models and a set of interconnect design and optimization tech-
niques for improving interconnect performance and reliability. Fi-
nally, we present comparisons of different optimization techniques in
terms of their efficiency and optimization results, and show the impact
of these optimization techniques on interconnect performance in each
technology generation from the 0.35�m to 0.07�m projected in the
National Technology Roadmap for Semiconductors.

I. I NTERCONNECTTRENDS AND CHALLENGES

The driving force behind the impressive advancement of the VLSI
circuit technology has been the rapid scaling of the feature size, i.e.,
the minimum dimension of the transistor. It decreased from2 �m
in 1985 to0:35 �m in 1996. According to the National Technol-
ogy Roadmap for Semiconductors (NTRS) [1], it will further decrease
at the rate of 0.7� per generation (consistent with Moore’s Law) to
reach0:07 �m by 2010. Table I lists the main characteristics of each
technology generation in the NTRS. Such rapid scaling has two pro-
found impacts. First, it enables much higher degree of on-chip inte-
gration. The number of transistors per chip will increase by more than
2� per generation to reach 800 millions in the0:07 �m technology.
Second, it implies that the circuit performance will be increasingly
determined by the interconnect performance. The interconnect de-
sign will play the most critical role in achieving the projected clock
frequencies in the NTRS. This paper presents the trends and chal-
lenges of interconnect design in current and future technologies and
discusses the available solutions.

In order to better understand the significance of interconnect design
in the future technology generations, we performed a number of ex-
periments based on the interconnect parameters provided in the NTRS
as shown in the bold face in Table II. Since the NTRS parameters are
for the first metal (M1) layer only, which is usually not suitable for

Tech. (�m) 0.35 0.25 0.18 0.13 0.10 0.07

Year 1995 1998 2001 2004 2007 2010
# transistors 12M 28M 64M 150M 350M 800M
Clock (MHz) 300 450 600 800 1000 1100
Area (mm2) 250 300 360 430 520 620
Wiring levels 4-5 5 5-6 6 6-7 7-8

TABLE I Summary of NTRS [1]

�Email: cong@cs.ucla.edu
yThis work is partially supported by the NSF Young Investigator Award

MIP-9357582 and a grant from Intel under the California MICRO Program.

Tech. 0.35 0.25 0.18 0.13 0.10 0.07

Metal 1 Interconnect
W 0.40 0.30 0.22 0.15 0.11 0.08
S 0.60 0.45 0.33 0.25 0.16 0.12
R 0.15 0.19 0.29 0.82 1.34 1.34
C 0.17 0.19 0.21 0.24 0.27 0.27

ARM 1.5:1 2:1 2.5:1 3:1 3.5:1 4:1
ARV 2.5:1 3:1 3.5:1 4.2:1 5.2:1 6.2:1
Metal 4 Interconnect
W 1.00 0.76 0.56 0.38 0.28 0.20
S 1.50 1.125 0.825 0.625 0.40 0.30
R 0.04 0.050 0.076 0.22 0.35 0.36

Metal 4 with min. spacing and width
Ca 0.031 0.025 0.021 0.018 0.018 0.017
Cf 0.046 0.042 0.040 0.040 0.042 0.037
Cx 0.056 0.072 0.086 0.090 0.107 0.119

Metal 4 with2� min. spacing and2� min. width
Ca 0.061 0.051 0.044 0.038 0.041 0.035
Cf 0.066 0.060 0.055 0.054 0.054 0.051
Cx 0.020 0.031 0.041 0.045 0.056 0.063

TABLE II Interconnect parameters.W andS are the minimum width and
spacing in�m, respectively.R andC are the unit-length resistance and total
capacitance in
=�m andfF=�m, respectively.ARM andARV are the
aspect ratios of the metal and via, respectively.Ca,Cf andCx are the area,
fringe and coupling capacitances per unit length in fF/�m, respectively.

Tech. 0.35 0.25 0.18 0.13 0.10 0.07

Cg 0.225 0.158 0.097 0.050 0.031 0.016
Rd 18.7 22.8 23.8 29.4 31.1 28.3
Tx 0.113 0.084 0.057 0.031 0.020 0.011

TABLE III Device parameters.Cg andRd are the input capacitance in fF
and output resistance in k
 of an unit-sized gate, respectively.Tx is the
intrinsic delay of a gate in ns.

global interconnects, we also derived the interconnect parameters for
the M4 layer,1 which are also shown in Table II. Furthermore, we
derived a set of device parameters as shown in Table III based on the
data on processes and device in the NTRS. Using these sets of param-
eters, we carried out extensive simulations using HSPICE to quantita-
tively measure the interconnect performance and reliability in future
technology generations and obtained the following results:

(1) Interconnect delay is clearly the dominating factor in determin-

1We assume that the minimum width and spacing of M4 is 2.5 times those
of M1. The aspect ratiosARM andARV are used to determine the metal
thickness and the dielectric thickness for all layers. For M1, we assume that
the substrate and M2 are the ground planes; and for M4, we assume that M3
and M5 are the ground planes. The total capacitance, including the area ca-
pacitance, fringing capacitance, and coupling capacitance components, are ob-
tained using the 3D field solver FastCap [2]. Based on these assumptions, our
capacitance values for M1 closely match those given in the NTRS.
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Fig. 1 Global and local interconnect delays versus gate delays.
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Fig. 2. Ratio of coupling capacitance to total capacitance of M4 interconnect
with the minimum width and spacing (1�) and two times the minimum width
and spacing (2�).

ing the circuit performance. As shown in Fig. 1, as we advance from
the 0.35�m technology to the 0.07�m technology, the intrinsic gate
delay decreases from over 100 ps to around 10 ps, the delay of a lo-
cal interconnect (1 mm) decreases from over 150 ps to around 50 ps,
while the delay of a global interconnect (2 cm) increases from around
1 ns to over 6 ns2. Clearly, aggressive interconnect optimization is
needed in order to achieve the clock frequencies projected in Table I.
In Section IV, we shall show how various existing interconnect opti-
mization techniques will limit the growth of interconnect delays.

(2) The coupling capacitance between adjacent lines will be a ma-
jor component in the total capacitance due to the increase of wire
aspect ratio and the decrease of the line spacing. But its value is
very sensitive to spacing. As shown in Fig. 2, the ratio of the cou-
pling capacitance to the total capacitance for a wire on M4 with the
minimum spacing to its two neighbors increases from around 40%
to around 70% when the technology progresses from 0.35�m to
0.07�m. When we increase the spacing to two times the minimum,
the same ratio becomes from around 15% to around 40% for different
technology generations. Therefore, proper spacing is very important
in deep submicron interconnect designs.

(3) The coupling noise between adjacent wires will become a im-
portant factor in deep submicron designs due to the increase of cou-
pling capacitance. Our experimental results in Fig. 3 shows that if
we restrict the peak noise value to be15%V dd, the maximum allow-
able length on M4 using the minimum spacing decreases from over
4000�m to almost 500�m when the technology progresses from
0.35 �m to 0.07�m. The same figure also shows the wire length

2Both sets of interconnect delays are based on the assumption of the mini-
mum wire width and two times minimum spacing on M4 with optimal driver
sizing.
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Fig. 3. Maximum allowable length (in log scale) for parallel M4 lines with
the minimum width and spacing (1�) and two times the minimum width and
spacing (2�) when the peak coupled noise is limited to 10% and 15% of the
supply voltage.

limits under two times the minimum spacing and with10%V dd peak
noise tolerance.

Since most existing works have been on interconnect performance
optimization, this tutorial covers only the modeling and optimization
techniques for interconnect delay minimization. The remainder of this
paper is organized as follows: Section II discusses commonly used in-
terconnect and gate delay models for layout optimization. Sections III
presents the techniques for interconnect layout design and optimiza-
tion. Section IV compares a number of interconnect optimization
techniques in terms of their efficiency and solution quality and shows
their impact on interconnect delay reduction in each technology gen-
eration projected in the NTRS. Due to the page limitation, the authors
are able to present only a small subset of results on the topics cov-
ered in this paper. A more comprehensive survey and bibliography is
available in [3].

II. D ELAY MODELING

A. Interconnect Modeling

In order to consider both wire resistance and capacitance and
model the distributive nature of the interconnects, a routing tree is
usually modeled as an RC tree by dividing each long wire into a se-
quence of wire segments and modeling each wire segment as an L-
type or�-type of RC circuit. The number of R, C elements can be
large when the length of each segment is chosen to be small for a bet-
ter approximation of the distributed nature of the interconnects or a
greater degree of flexibility in wiresizing optimization. Therefore, a
reduced-order RC model is often computed to approximate the large
RC tree using the moment matching technique.

Leth(t) be the impulse response at a node of a RC tree. The trans-
fer functionH(s) of the circuit, which is the Laplace transform of
h(t), can be represented as

H(s) =

Z 1

0

h(t)e�stdt =

1X
i=0

(�1)i

i!
s
i

Z 1

0

t
i
h(t)dt: (1)

The i-moment of the transfer functionmi is defined to be the un-
signed coefficient of thei-th power ofs in Eqn. (1)

mi =
1

i!

Z 1

0

t
i
h(t)dt: (2)

Moments of an RC tree can be computed efficiently using recursive
methods (see [3] for details).

The first momentm1 =
R
1

0
t � h(t)dt, also called theElmore de-

lay model[4], is most commonly used for delay estimation in an RC
tree. In essence, the Elmore delay model uses the mean of the impulse



responseh(t) to approximate the 50% delay of the step response (un-
der the step input), which corresponds to the median of the impulse
response. It was shown that the Elmore delay from sources0 to node
i in an RC tree can be computed by the following simple equation [5]:

t(s0; i) =
X

k2Path(s0;i)

Rk � Cap(k); (3)

wherePath(s0; i) is the unique path from sources0 to nodei in
an RC tree,Rk is the resistance at nodek, andCap(k) is the total
capacitance of the subtree rooted at nodek. In general, the Elmore
delay of a sink in an RC tree gives an upper bound on the actual 50%
delay of the sink under the step input [6].

The Elmore delay allows us to explicitly express the signal delay
as a simple algebraic function of the geometric parameters of the in-
terconnect (the lengths and widths of wires), so that it can be easily
used for interconnect optimization. It was shown that the Elmore de-
lay model offers reasonably goodfidelity for interconnect layout op-
timization, i.e., an optimal or near-optimal solution obtained under
the Elmore delay model is also close to optimal according to actual
(SPICE-computed) delays (see [3] for details). But the absolute value
of Elmore delay may not be very accurate. So, it is not suitable to be
used directly for accurate circuit timing analysis.

Higher order moments can be used for more accurate reduced-
order RC models. TheAsymptotic Waveform Evaluation(AWE)
method [7] based on Pad´e approximation uses higher order moments
to constructs aq-pole transfer function̂H(s), called the reduced-order
q-pole model,

Ĥ(s) =

qX
i=1

ki

s� pi
; (4)

to approximate the actual transfer functionH(s), wherepi are poles
and ki are residues, all of which can be determined uniquely by
matching the initial boundary conditions and the first2q�1 moments
of H(s) to those ofĤ(s) [7]. The response waveform in the time
domain under the step input is given by

ĥ(t) =

qX
i=1

kie
pit: (5)

The choice of orderq depends on the accuracy required but is usually
much less than the order of the circuit. In practice,q � 5 is often
used. It is difficult, however, to represent the poles and residues in
Ĥ(s) explicitly in terms of design parameters of the interconnect in a
closed-form expression, which makes the moment-matching method
difficult to use for interconnect optimization directly3. Some delay
metrics based on higher order moments, such as the central moments
and the explicit RC delay using the first three moments, are summa-
rized in [3]. Note that except for the Elmore delay model, which
is defined for a monotonic response only, the techniques presented
above still holds when interconnects are modeled as RLC trees.

Recent progresses on reduced-order models include the use of the
PVL (Padé Via Lanczos) method for Pad´e approximation without di-
rect moment computation [8, 9], the congruence transformations to
create reduced RC networks which are guaranteed to be stable and
passive [10], and the coordinate-transformed Arnoldi algorithm that
can be applied to general RLC network [11]. The objective of these al-
gorithms is to overcome the numerical instability of the AWE method.

3Sensitivity-based methods have been proposed to use higher order mo-
ments for fast timing analysis to greedily guide the optimization process to a
local optima.
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Fig. 4. (a) An inverter driving an RC interconnect. (b) The same inverter
driving the total capacitance of the net in (a). (c) A�-model of the driving
point admittance for the net in (a). (d) The same inverter driving the effective
capacitance of the net in (a). The input signal has a transition time oftt.

B. Driver Modeling

In this subsection, we collectively refer to gates, buffers, or transis-
tors as drivers. We present two commonly used approaches to model
the drivers for delay computation with interconnects. The first ap-
proach is a switch-resistor model comprised of an effective linear re-
sistor driven by a voltage source (usually assuming a step input or
ramped input). The effective resistance of a driver usually depends
on the transition time of the input signal, the loading capacitance, and
the size of the driver. For example, one can use a resistor of fixed
valueReff to model a driver by selecting an appropriate capacitance
loadC and matching the 50% delay of the driver driving the load with
that of the equivalent RC circuit (0:7ReffC) under the step-input. A
more accurate model, called theslope model, uses a one-dimensional
table to compute the effective driver resistance based on the concept
of rise-time ratio [12]. It first uses the output load and transistor size
to compute theintrinsic rise-timeof the driver, which is the rise-time
at the output under the step input. The input rise-time of the driver
is then divided by the intrinsic rise-time of the driver to produce the
rise-time ratioof the driver. The effective resistance is represented as
a piece-wise linear function of the rise-time ratio and stored in a one-
dimensional table. Given a driver, one first computes its rise-time
ratio and then calculates its effective resistanceReff by interpola-
tion according to its rise-time ratio from the one-dimensional table.
Multi-dimensional tables can also be used for computing and storing
the effective driver resistance as a function of the input slope, out-
put load, etc. The switch-resistor model has the advantage that the
coupling with the interconnect can be easily modeled by including
the effective driver resistance in the interconnect RC tree for delay
and/or waveform computation. But it may be difficult to model the
non-linear behavior of the driver.

The second approach for driver modeling characterizes the behav-
ior of a driver (such as the driver delay and the output transition time)
using all relevant parameters of the input signal(s) and the output load.
This allows for very accurate modeling, but the gate delay and the in-
terconnect delay must be computed separately. For example, one can
pre-characterize, the delay (td) and output transition times (tf and
tr) of a driver in terms of the input transition timett and the total
load capacitanceCL using accurate circuit simulation such as SPICE.
The characterized results can then be stored in alook-up tablewhere
each entry is in the form:ftt; CL; (td; tf ; tr)g. Such a model can
be very accurate if one can afford the time and space to generate a
detailed multi-dimensional table for each gate. Alternatively, one can
store the characterization data much more compactly in the form of
k-factor equations[13,14], such as:

td = (k1 + k2 � CL) � tt + k3 � C
3
L + k4 � CL + k5 (6)

tf = (k01 + k
0
2 � CL) � tt + k

0
3 � C

2
L + k

0
4 � CL + k

0
5 (7)

wherek1���5 andk01���5 are determined based on linear regression or
least square fits on the characterization data.



C. Delay Computation

In general, we are interested to compute the total delay from the
input of a driver to one of the sinks (an input to a gate in the next
stage) in its output net, called thestage delay. When the intercon-
nect is modeled as a lump capacitance (Fig. 4(b)) with no intercon-
nect resistance, the computation of the stage delay is straightforward.
Using the switched-resistor driver model, the stage delay is simply
Rd � (CL + CI) (for a step voltage source) whereCL andCI are the
load capacitance and interconnect capacitance, respectively. Using a
pre-characterized driver model, the stage delay can be obtained by ta-
ble look-up and interpolation or computed from thek-factor equations
directly.

When a distributed RC interconnect model is used in junction with
a switch-resistor driver model, the stage delay can be easily com-
puted by first constructing a new RC network that combines the in-
terconnect model with the driver’s effective resistance and then com-
pute the delay through an RC network using the methods discussed in
Section II.A. This shows the advantage of the switch-resistor driver
model where the interaction between the driver and the interconnect
can be easily modeled.

When a distributed RC interconnect model is used in junction with
a pre-characterized driver model, the driver delay and the interconnect
delay need to be computed separately and added up together to ob-
tain the stage delay. Moreover, the interaction between the driver and
the interconnect model should be considered during the driver pre-
characterization. Since a distributed RC interconnect has many pa-
rameters, the information usually need to be ”compressed” for driver
pre-characterization. For example, the�-model[15] was proposed to
approximate the driving point (i.e, the output of the driver) admittance
as shown in Fig. 4(c). The values ofC1, C2 andR in a�-model (see
Fig. 4(c)) can be computed by

C1 = y
2
2=y3; C2 = y1 � (y22=y3); R = �(y23=y

3
2): (8)

wherey1, y2 andy3 are the first three moments of the driving point
admittance, which can be computed recursively in a bottom-up fash-
ion, starting from the sinks of the interconnect tree. In this case, the
driver can be characterized usingC1, C2 andR in addition to the
input transition time, etc. for driver delay computation.

Since a very large look-up table or complexk-factor equations and
very extensive simulations are needed to account for all possible com-
binations ofC1, C2 andR in a �-model, theeffective capacitance
model[14] was proposed to allow drivers to be still pre-characterized
in terms of a single load capacitance, even when used to drive dis-
tributed RC interconnects. The effective capacitance model first com-
putes a�-model to approximate the driving point admittance, and then
compute iteratively an “effective capacitance,” denotedCeff as in
Fig. 4(d), using the following expression:

Ceff = C2 + C1 �

�
1�

R � C1

tD � tx=2
+

(R � C1)
2

tx(tD � tx=2)
� e

�(tD�tx)

R�C1 � (1� e
�tx
R�C1 )

�
(9)

wheretD = td+tt=2 andtx = tD�tf=2, andtd andtf are obtained
from thek-factor equations in terms of the effective capacitance and
the input transitiontt. The iteration starts with using the total inter-
connect and sink capacitance as the loading capacitanceCL to get an
estimate oftD andtx through thek-factor equations. A new value of
the effective capacitance is computed using Eqn. (9) and it is used as
the loading capacitance for the next iteration of computation. The pro-
cess stops when the value ofCeff does not change in two successive
iterations. At the end of the iterative process, we also obtaintd and

tf at the gate output. The effective capacitance, which is smaller than
Ctotal in Fig. 4(b), captures the fact that not all the capacitance of the
routing tree and the sinks is seen by the driver due to the effect of in-
terconnectresistance shielding, especially in deep submicron design
with fast logic gates of lower driver resistance. A so-called resistance
model (R-model) was also proposed in [14] to better approximate the
slow decaying tail portion of the response waveform when the driver
is behaving like a resistance to ground. The model can be used to fur-
ther account for the interaction between the RC interconnect and the
driver when computing the interconnect delay [16]. These methods
illustrate the complication of the interaction between the driver model
and the interconnect model in the deep submicron design.

III. I NTERCONNECTLAYOUT OPTIMIZATION

Given the growing importance of interconnects, interconnect opti-
mization needs to be considered in every step of the layout design pro-
cess. We propose a performance-driven layout design flow as shown
in Fig. 5, in which planning and optimization for global interconnects
are carried out during the floorplan stage and further interconnect op-
timization is performed during global routing. In this section, we dis-
cuss various optimization techniques that can be applied in this flow
for interconnect delay minimization, including wirelength minimiza-
tion, device sizing, interconnect topology optimization, buffer inser-
tion, optimal wiresizing, and simultaneous device and interconnect
optimization.

Floorplanning
Global Int. Planning & Opitimization

Timing Driven Placement
Delay Budgeting

Performance Driven Global Routing
Interconnect Optimization

Detailed Routing
with Variable Width and Spacing

Buffer Insertion

Wiresizing

Device  sizing

Topology
Optimization

Interconnect
Optimizations

Library

Fig. 5 Layout design flow for deep submicron ICs.

A. Wirelength Minimization

A very effective way to reduce the interconnect delay is to mini-
mize the wirelength of timing-critical nets, so that their total capac-
itances are reduced. Placement has the biggest impact on the wire-
length. Timing-driven placement methods can be classified into the
net-based approachesandpath-based approaches. For net-based ap-
proaches, a delay budgeting algorithm is first applied on the netlist
to compute the timing slack for each net (or two-terminal subnet)
(e.g. [17]). These slacks are then translated into wirelength upper
bound constraints (e.g. [18]) or the net weights in the optimization
objective function used by the placement engine. Path-based ap-
proaches usually use mathematical programming techniques and con-
sider the path-based timing constraints directly in the problem for-
mulation (e.g. [19]). In both cases, the estimated wirelengths of the
timing critical nets (often measured in terms of the half perimeter of
the net bounding box) are minimized during the placement, possibly
at the expense of the wirelengths of non-timing critical nets.

Wirelength minimization can also be carried out during global rout-
ing by constructing an optimal (or near-optimal) Steiner tree (OST)



for each timing-critical net. The commonly used methods include it-
erative addition of Steiner points, optimal merging of edges of a min-
imum spanning tree (MST), or iterative refinement of an MST. These
methods are surveyed in [3]. However, when the interconnect resis-
tance needs to be considered as well, wirelength minimization alone
during global routing may not lead to the minimum interconnect de-
lay. Interconnect topology optimization needs to be considered.

B. Interconnect Topology Optimization

It was shown in [20] that when theresistance ratio, defined to be
the driver effective resistance over the unit wire resistance, is small
enough, both the total wirelength (i.e. the total interconnect capaci-
tance) and interconnect topology will impact the interconnect delay.
The first step in interconnect topology optimization is to minimize or
control the path-lengths from the driver to the timing-critical sinks
to reduce the interconnect RC delays. A number of algorithms have
been developed to minimize both the path-lengths and the total wire-
length in a routing tree. For example, thebounded-radius bounded-
cost (BRBC) algorithm [21] bounds the radius (i.e. the maximum
path-length between the driver and a sink) in the routing tree while
minimizing its total wire-length. It first constructs an MST, then elim-
inates the long paths by adding ‘short-cuts’ into the MST and comput-
ing a shortest path tree of the resulting graph. Other algorithms in this
class include the AHHK tree construction and the ‘performance ori-
ented spanning tree’ construction, which are discussed in [22] and [3].
In particular, it was shown in [20] that a minimal length shortest path
tree in the Manhattan plane (called theA-tree) can be constructed very
efficiently using a bottom-up merging heuristic with sizable delay re-
duction yet only a small wire-length overhead compared to the OST.
The A-tree construction method has been extended to signal nets with
multiple drivers (as in signal busses) [23].

Further optimization of interconnect topology involves using more
accurate delay models during routing tree topology construction. For
example, the Elmore delay model was used in [24] and the 2-pole de-
lay model was used in [25] to evaluate which node or edge to be added
to the routing tree during iterative tree construction. Other methods,
such as the alphabetical tree and P-tree construction are also summa-
rized in [3].

C. Device Sizing

When we have a good estimate of the interconnect capacitive load
of a net, the size of its driving gate can be optimized for delay min-
imization. For a heavy capacitive load, a chain of cascaded drivers
is usually used. Thedriver sizingproblem is to determine both the
number of driver stages and the size for each driver. Using the simple
switch-resistor RC model and ignoring the capacitance of the driver
output and the wire connecting to consecutive drivers, one can show
that if the loading capacitance isCL and the stage number isN , the
ratio of two consecutive drivers (called the stage ratio) should be a
constant(CL

C0
)1=N in order to achieve the minimum delay. When N

is not fixed, the optimal stage ratiof = e and the stage number is
N = ln(CL

Cg
). When the more accurate driver delay model is used

with consideration of the driver input transition time and output ca-
pacitance, the result in [26] shows that the optimal stage ratiof sat-
isfiesf = e(�+f)=f where� is the ratio between the intrinsic output
capacitance and the input gate capacitance of the inverter. For the
technology used in [26],� is about 1.35 and the optimal stage ratio is
in the range of 3–5 instead ofe.

In general,transistor sizingcan be used to determine the optimal
width for each transistor to optimize the overall circuit performance.
This technique is often used in cell generation and full-custom layout.
It is usually assumed that the transistor can be assigned a continuous
width. The early work TILOS [27] used the simple switch-resistor

model for transistors, formulated the transistor sizing problem as a
posynomial program, and applied a greedy sensitivity based method.
The sensitivity of a transistor is defined to be the delay reduction due
to a unit increment of its size. The algorithm starts with a minimum-
sized solution, and timing analysis is applied. The transistor with the
largest sensitivity is increased by a user defined factor and then timing
analysis is applied again. This procedure terminates when the timing
specification is satisfied or all sensitivities are zero or negative. Recent
advances in transistor sizing include the use of more accurate transis-
tor delay model with consideration of the input waveform slope, and
the use of linear programming, convex programming, or other non-
linear programming techniques for computing a global optimal solu-
tion. Similar techniques have also been used fordiscrete gate sizing
(also calledcell sizing) in ASIC designs, which assumes that each
gate has a discrete set of pre-designed implementations (cells) from a
given cell library. The gate sizing algorithm chooses an appropriate
cell for each gate for performance optimization. These techniques are
summarized in [3].

D. Buffer Insertion

Buffer insertion(also calledrepeater insertion) is another common
and effective technique to use active device areas to trade for reduc-
tion of interconnect delays. Since the Elmore delay of a long wire
grows quadratically in terms of the wirelength, buffer insertion can
reduce interconnect delay significantly.

A polynomial-time dynamic programming algorithm was pre-
sented in [28] to find the optimal buffer placement and sizing for RC
trees under the Elmore delay model. The formulation assumes that
the possible buffer positions (called legal positions), possible buffer
sizes, and the required arrival times at sinks are given, and maximizes
the required arrival time at the source. The algorithm includes both
bottom-up synthesis of possible buffer assignment solutions at each
node and top-down selection of the optimal solution. In the bottom-
up synthesis procedure, for each legal positioni for buffer insertion,
a set of possible buffer assignments, calledoptions, in the subtreeTi
rooted ati is computed. For a nodek which is the parent of two
subtreesTi andTj , the list of options forTk is generated from the
option lists ofTi andTj based on a merging rule and a pruning rule,
so that the number of options forTk is no more than the sum of the
numbers of options forTi andTj plus the number of possible buffer
assignments in the edge coming tok. As a result, if the total number
of legal positions isN and there is one type of buffer, the total num-
ber of options at the root of the entire routing tree is no larger than
N + 1 even though the number of possible buffer assignments is2N .
After the bottom-up synthesis procedure, the optimal option which
maximizes the required arrival time at the source is selected. Then,
a top-down back-tracing procedure is carried out to select the buffer
assignment solution that led to the optimal option at the source.

E. Wiresizing Optimization

It was first shown in [20, 29] that when wire resistance becomes
significant, as in the deep submicron design, proper wire-sizing can
effectively reduce the interconnect delay. Assuming each wire has
a set of discrete wire widths, their work presented an optimal wire-
sizing algorithm for a single-source RC interconnect tree to minimize
the sum of weighted delays from the source to timing-critical sinks
under the Elmore delay model. They showed that an optimal wiresiz-
ing solution satisfies the monotone property, the separability, and the
dominance property. Based on the dominance property, the lower (or
upper) bounds of the optimal wire widths can be computed efficiently
by iterative local refinement, starting from a minimum-width solution
(or maximum-width solution for computing upper bounds). Each lo-
cal refinement operation refines the width of an edge in the routing



tree assuming all other edge widths are fixed. The lower and upper
bounds usually meet, which leads to an optimal wiresizing solution.
Otherwise, a dynamic programming based method is used to compute
the optimal solution within the lower and upper bounds. This method
is very efficient, capable of handling large interconnect structures, and
leads to substantial delay reduction. It has been extended to optimize
the routing trees with multiple drivers, routing trees without a priori
segmentation of long wires, and to meet the target delays using La-
grangian relaxation. The reader may refer to [3] for more details.

An alternative approach to wiresizing optimization computes an
optimal wiresizing solution using bottom-up merging and top-down
selection [30] in a very similar way as the buffer insertion algorithm
presented in the preceding subsection. At each nodev, a set of irre-
dundant wiresizing solutions of the subtree rooted atv is generated by
merging and pruning the irredundant wiresizing solutions of the sub-
trees rooted at the children nodes ofv. Eventually, a set of irredundant
wiresizing solutions is formed at the driver for the entire routing tree,
and an optimal wiresizing solution is chosen by a top-down selection
process. The approach has the advantages that the optimization is tar-
geted at meeting the required signal arrival times at sinks directly, and
it can be easily extended to be combined with routing tree construc-
tion and buffer insertion as shown in the next section.

Further studies on wiresizing optimization include using more ac-
curate delay models, such as higher-order RC delay models [31] and
lossy transmission line models [32], and understanding the optimal
wire shape under the assumption that non-uniform continuous wire-
sizing is allowed to each wire segment [33]. These results are dis-
cussed in more details in [3]. All these algorithms, however, optimize
the wire widths of a single net and ignore the coupling capacitance
between adjacent nets, which can be significant in deep submicron
designs. Recently, an efficient algorithm named GISS (global inter-
connect sizing and spacing) was developed to optimize the widths and
spacings for multiple nets simultaneously with consideration coupling
capacitance for delay minimization [34]. It reported substantial fur-
ther delay reduction compared to the single net wire sizing algorithms.

F. Simultaneous Device and Interconnect Optimization

The most effective approach to performance optimization is to con-
sider the interaction between devices and interconnects, and optimize
both of them at the same time. Two approaches are discussed in this
subsection.

F.1. Simultaneous Device and Wire Sizing

The simultaneous driver and wire sizing (SDWS) problem was
studied in [35] and later generalized to simultaneous buffer and wire
sizing (SBWS) in a buffered routing tree [36]. In both cases, the
switch-resistor model is used for the driver and the Elmore delay
model is used for the interconnects modeled as RC trees. The ob-
jective function is to minimize the sum of weighted delays from the
first stage of the cascaded drivers through the buffered routing tree to
timing-critical sinks. It was shown that the dominance property still
holds for SDWS and SBWS problems and the local refinement oper-
ation, as used for wiresizing, can be used iteratively to compute tight
lower and upper bounds of the optimal widths of the driver, buffers,
and wires efficiently, which often leads to an optimal solution. Dy-
namic programming or bounded enumeration can be used to compute
the optimal solution within the lower and upper bounds when they
do not meet. This approach has been shown to be very effective for
optimizing very large buffered trees, yielding substantial reduction on
both delay and power dissipation compared to manual designs.

In fact, it was recently shown in [37] that the dominance prop-
erty holds for a large class of objective functions calledgeneral CH-
posynomials. Based on this general result, the work in [37] is able
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Fig. 6. Delays of 1 mm and 2 cm M4 lines under driver sizing only (DS),
buffer insertion and sizing (BIS) and buffer insertion and sizing and
wiresizing (BISWS).

to perform simultaneous transistor and wire sizing efficiently given
a general netlist (not limited to buffered trees). A significant advan-
tage of the CH-posynomial formulation is that it can handle more
accurate transistor models, including both simple analytical models
or more accurate table-lookup based models obtained from detailed
simulation to consider the effect of the waveform slope, which leads
to better optimization results. Other studies on simultaneous device
and wire sizing include using higher order RC delay models for the
interconnect by either matching to the target moments or using a q-
pole transfer function for sensitivity analysis. The reader may refer
to [3] for more details.

F.2. Simultaneous Topology Construction with Buffer and
Wire Sizing

Thewiresized buffered A-tree (WBA-tree)algorithm was proposed
[38] for simultaneous routing tree topology construction, buffer in-
sertion and wiresizing. It naturally combines the A-tree construction
algorithm [20] and the simultaneous buffer insertion and wiresizing
algorithm [30], as both use bottom-up construction techniques. The
WBA algorithm includes a bottom-up synthesis procedure and a top-
down selection procedure. During the bottom-up synthesis procedure,
it selects two subtrees for merging with consideration of both mini-
mization of wirelength and maximization of the estimated arrival time
at the source. As a result, it is able to achieve bothcritical path isola-
tion and abalanced load decomposition, as often used for fanout op-
timization in logic synthesis. The WBA algorithm has been extended
recently to explore multiple interconnect topologies at each subtree
and use high-order RLC delay models based on efficient incremental
moment computation in partially constructed routing trees [39].

Other methods have also been proposed for simultaneous topology
construction and wire sizing, including a greedy dynamic wire sizing
during iterative routing tree construction and use of link insertion with
dynamic wire sizing to create non-tree topologies. These algorithms
are summarized in [3].

IV. OPTIMIZATION RESULTS AND COMPARATIVE STUDIES

A. Impact of Interconnect Optimization on Future Technology
Generations

We applied three interconnect optimization techniques for inter-
connect delay minimization of a 2 cm global interconnect and a 1 mm
local interconnect for each technology generation in NTRS. The three
optimization algorithms include (i) optimal driver sizing (DS), (ii) op-
timal buffer insertion and sizing (BIS), and (iii) optimal buffer in-
sertion, sizing and wiresizing (BISWS). The delays of the optimized
interconnect structures in each technology generation are shown in
Fig. 6, and detailed description of the optimization results by BISWS



Tech. 0.35 0.25 0.18 0.13 0.10 0.07

td (ns) 0.57 0.57 0.47 0.53 0.50 0.34
#B 2 3 3 6 9 11
ABS 565 992 1370 2237 3094 4535

AWS (�m) 6.00 5.83 6.03 6.10 5.72 5.25

2
cm

lin
e

%WS 91.4 96.2 97.6 99.3 99.6 99.8
td (ns) 0.17 0.15 0.11 0.09 0.07 0.04
#B 1 1 1 1 1 2
ABS 71 91 111 161 231 711

AWS (�m) 1.00 0.76 0.61 0.68 0.73 1.45

1
m

m
lin

e

%WS 0 0 17 72 84 96

TABLE IV Results of Buffer Insertion and Sizing and Wiresizing.#B is
the number of buffers inserted.ABS is the average buffer size normalized to
minimum feature size.AWS is the average wire size.%WS is the
percentage of wire segments with sizing larger than minimum width.

are shown in Table IV. We have several observations from this set of
results.

1. The impact of buffer insertion and buffer/wire sizing for local
interconnects is minimal after proper driver sizing, even for the
technologies below0:1 �m.

2. Buffer insertion/sizing and wire sizing have very significant im-
pact for global interconnects, especially as the technology pro-
gresses to very deep submicron designs. In the0:07 �m tech-
nology, BIS reduces the interconnect delay by almost a factor
of 10. When wiresizing is allowed, BISWS further reduces the
interconnect delay by 40% to 50%.

3. Interconnect design will be highly complex in deep submicron
technologies. For example, the optimization result of the 2 cm
global interconnect by BISWS contains 11 buffers with 99.8%
wires being sized above the minimum width. Clearly, a global
interconnect is no longer a simple metal line. It becomes a com-
plex circuitry with optimized devices and wires in deep submi-
cron designs! Considering the fact that there will be over 800
million transistors and 7-8 routing layers, with an estimated total
wire length over 10 kilometers per chip in the0:07 �m technol-
ogy, we need highly efficient and scalable layout systems to sup-
port the various interconnect optimization techniques discussed
in this paper.

4. Although the best interconnect optimization technique (BISWS)
is able to reduce the global interconnect delay by up to 20�

compared with the un-optimized designs in the same technology
generation, if we compare the delays of best optimized global
interconnects in different technology generations, it only de-
creases slightly by about 40% from0:35 �m to 0:07 �m. This
clearly indicates that such optimization alone will not achieve
over 3� performance increase from the0:35 �m to 0:07 �m
technologies as expected in Table I. Therefore, innovations in
system architectures, interconnect architectures, and intercon-
nect technologies are needed to achieve the predicted perfor-
mance targets in NTRS.

B. Comparisons of Various Interconnect Optimization Algo-
rithms
In this subsection, we provide a comparative study of a number of

interconnect optimization algorithms presented in Section III in terms
of their efficiency and optimality, so that one can make proper choices
for his or her optimization needs in practice. We use the interconnect
optimization package developed in our group at UCLA in the past
five years, named TRIO (Tree, Repeater, and Interconnect Optimiza-
tion) for this set of experiments. The TRIO package includes many

interconnect optimization algorithms presented in Section III and also
offers the capability to combine them in different ways to provide a
wide spectrum of interconnect optimization solutions. In particular,
we shall compare the following four optimization strategies:

� T+B+W: A-tree construction (Section III.F.2), followed by op-
timal buffer insertion and sizing (Section III.F.1) with B=10
buffer sizes, then followed by optimal wiresizing using bundled
local refinement [40] based on the dominance property (Section
III.E) with W=18 wire widths.

� TB+SBWS: simultaneous topology and buffer optimization
(Section III.F.2) with B=3 followed by simultaneous buffer and
wiresizing (Section III.F.1) with B=40 and W=18.

� Tbw+SBWS: simultaneous topology, buffer insertion and siz-
ing, and wiresize optimization (Section III.F.2) with very lim-
ited choices of buffer sizes and wire widths (B=3 and W=3),
followed by simultaneous buffer and wire sizing (SBWS in Sec-
tion III.F.1) with B=40 and W=18.

� TBW : simultaneous topology construction, buffer insertion and
sizing, and wiresize optimization (Section III.F.2) with B=10
and W=8.

These algorithms are applied to three sets of randomly generated
multi-terminal nets of 5, 10 and 20 pins, respectively, with pins uni-
formly distributed within a 10 mm by 10 mm area. Each set contains
three instances. The optimization results are shown in Table V based
on the 0.18�m technology. We have several observations:

1. Simultaneous device and interconnect optimization by TBW
usually produces the better results compared to other separate
optimizations, with up to 20% additional delay reduction com-
pared to T+B+W.

2. The bottom-up dynamic programming technique used in TBW
can be very timing consuming (even run in polynomial time)
with large number of choices of buffer sizes and wire widths
(up to 6 minutes on the average for 20-pin nets).

3. For buffer or/and wire sizing, local refinement based optimiza-
tion (SBWS) using the dominance property is much more effi-
cient than the bottom-up dynamic programming technique used
in TBW. SBWS can handle a large number of buffer sizes and
wire widths in a fraction of a second. Therefore, proper com-
bination of TBW and SBWS provides a good trade-off of effi-
ciency and optimality. Our results show that Tbw+SBWS has
less than 1% difference compared to TBW in terms of solu-
tion quality, but runs more than 10 times faster. Therefore,
Tbw+SBWS is our recommended solution for most intercon-
nect optimization applications.

The UCLA TRIO package also includes a number of other inter-
connect optimization routines, such simultaneous transistor and wire
sizing (STIS), global interconnect sizing and spacing (GISS), etc.
whose results are not able to be included here due to the space limita-
tion. The TRIO package can accommodate a number of layout con-
straints, such as the upper and lower bounds of each wire segments,
allowed buffer locations, etc. It also interfaces with a 2.5D capaci-
tance extractor and can produce the optimization results directly into
the HSPICE netlist format for detailed timing simulation. All the de-
lay results reported in this paper are obtained by HSPICE simulations.

V. CONCLUSIONS

In this tutorial, we have shown the trends and challenges of in-
terconnect design as the technology feature size decreases to below
0:1 �m based on the data in NTRS. We presented a set of commonly



Algorithms
T+B+W TB+SBWS Tbw+SBWS TBW

0.40 0.39 0.35 0.34
td 0.47 0.48 0.38 0.38

(ns) 0.42 0.41 0.36 0.35

5
pi

ns

CPU (s) 0.1 0.1 1.4 15

0.42 0.37 0.34 0.33
td 0.56 0.56 0.44 0.44

(ns) 0.47 0.45 0.38 0.38

10
pi

ns

CPU (s) 0.8 1.0 6.4 76

0.45 0.43 0.38 0.39
td 0.54 0.48 0.42 0.41

(ns) 0.46 0.43 0.38 0.38

20
pi

ns

CPU (s) 1.6 4.0 27.6 350

TABLE V Comparison of Algorithms.td is the average delay time for each
net (each row is one net) andCPU is the average running time on a Sun
Ultra2 workstation with 256 Mbytes of memory.

used interconnect and driver models and presented a set of intercon-
nect design and optimization techniques which have proven to be very
effective for improving interconnect performance and reliability. Our
experimental results show that these optimization techniques have a
very significant impact on the performance of the global intercon-
nects, with different degree of efficiency and optimality.

The research on interconnect modeling and optimization have been
focused mainly on interconnect delay minimization in the past several
years. Given the growing importance of coupling noise as discussed
in Section 1 and other concerns on signal reliability, we expect to see
much more research on modeling and optimization on signal reliabil-
ity of interconnects in the near future.
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