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than LIST and CAT.
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1. INTRODUCTION

The Web provides an extremely large and dynamic source of information, and
the continuous creation and updating of Web pages magnifies information over-
load on the Web. Both casual and noncasual users (e.g., knowledge workers)
often use search engines to find a needle in this constantly growing haystack.
Sellen et al. [2002], who define a knowledge worker as someone “whose paid
work involves significant time spent in gathering, finding, analyzing, creating,
producing or archiving information”, report that 59% of the tasks performed
on the Web by a sample of knowledge workers fall into the categories of in-
formation gathering and finding, which require an active use of Web search
engines.

Most existing Web search engines return a list of search results based on
a user’s query but ignore the user’s specific interests and/or search context.
Therefore, the identical query from different users or in different contexts will
generate the same set of results displayed in the same way for all users, a so
called one-size-fits-all [Lawrence 2000] approach. Furthermore, the number of
search results returned by a search engine is often so large that the results must
be partitioned into multiple result pages. In addition, individual differences
in information needs, polysemy (multiple meanings of the same word), and
synonymy (multiple words with same meaning) pose problems [Deerwester
et al. 1990] in that a user may have to go through many irrelevant results or try
several queries before finding the desired information. Problems encountered in
searching are exaggerated further when the search engine users employ short
queries [Jansen et al. 1998]. However, personalization techniques that put a
search in the context of the user’s interests may alleviate some of these issues.

In this study, which focuses on knowledge workers’ search for information
online in a workplace setting, we assume that some information about the
knowledge workers, such as their professional interests and skills, is known to
the employing organization and can be extracted automatically with an infor-
mation extraction (IE) tool or with database queries. The organization can then
use such information as an input to a system based on our proposed approach
and provide knowledge workers with a personalized search tool that will reduce
their search time and boost their productivity.

For a given query, a personalized search can provide different results for
different users or organize the same results differently for each user. It can be
implemented on either the server side (search engine) or the client side (or-
ganization’s intranet or user’s computer). Personalized search implemented on
the server side is computationally expensive when millions of users are us-
ing the search engine, and it also raises privacy concerns when information
about users is stored on the server. A personalized search on the client side
can be achieved by query expansion and/or result processing [Pitkow et al.
2002]. By adding extra query terms associated with user interests or search
context, the query expansion approach can retrieve different sets of results.
The result processing includes result filtering, such as removal of some re-
sults, and reorganizing, such as reranking, clustering, and categorizing the
results.
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Our proposed approach is a form of client-side personalization based on an
interest-to-taxonomy mapping framework and result categorization. It piggy-
backs on a standard search engine such as Google! and categorizes and displays
search results on the basis of known user interests. As a novel feature of our ap-
proach, the mapping framework automatically maps the known user interests
onto a set of categories in a Web directory, such as the Open Directory Project?
(ODP) or Yahoo!? directory. An advantage of this mapping framework is that,
after user interests have been mapped onto the categories, a large amount of
manually edited data under these categories is freely available to be used to
build text classifiers that correspond to these user interests. The text classifiers
then can categorize search results according to the user’s various interests at
query time. The same text classifiers may be used to categorize emails and
other digital documents which suggests that our approach may be extended to
a broader domain of content management.

The main research questions that we explore are as follows: (1) What is an
appropriate framework for mapping a user’s professional interests and skills
onto a group of concepts in a taxonomy such as a Web directory? (2) How does
a personalized categorization system (PCAT) based on our proposed approach
perform differently from a list interface system (LIST) similar to a conventional
search engine? (3) How does PCAT perform differently from a nonpersonalized
categorization system (CAT) that categorizes results without any personaliza-
tion? The third question attempts to separate the effect of categorization from
the effect of personalization in the proposed system. We explore the second and
third questions along two dimensions, type of task and query length.

Figure 1 illustrates the input and output of these three systems. LIST re-
quires two inputs: a search query and a search engine, and its output, similar
to what a conventional search engine adopts, is a page-by-page list of search
results. Using a large taxonomy (ODP Web directory), CAT classifies search
results and displays them under some taxonomy categories; in other words, it
uses the ODP taxonomy as an additional input. Finally, PCAT adds another
input, namely, a set of user interests. The mapping framework in PCAT auto-
matically identifies a group of categories from the ODP taxonomy as relevant
to the user’s interests. Using data from these relevant categories, the system
generates text classifiers to categorize search results under the user’s various
interests at query time.

We compare PCAT with LIST and with CAT in two sets of controlled experi-
ments. Compared with LIST, PCAT works better for searches with short queries
and for information gathering tasks. In addition, PCAT outperforms CAT for
both information gathering and finding tasks and for searches with free-form
queries. Subjects indicate that PCAT enable them to identify relevant results
and complete given tasks more quickly and easily than does LIST or CAT.

Thttp:/www.google.com.
2http:/www.dmoz.com.
Shttp:/www.yahoo.com.
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Fig. 1. Input and output of the three systems.

2. RELATED LITERATURE

This section reviews prior studies pertaining to personalized search. We also
consider several studies using the ODP taxonomy to represent a search context,
review studies on the taxonomy of Web activities, and end by briefly discussing
text categorization.

According to Lawrence [2000], next-generation search engines will increas-
ingly use context information. Pitkow et al. [2002] also suggest that a con-
textual computing approach that enhances user interactions through a greater
understanding of the user, the context, and the applications may prove a break-
through in personalized search efficiency. They further identify two primary
ways, query expansion and result processing, to personalize search [Pitkow
et al. 2002] which can complement each other.

2.1 Query Expansion

We use an approach similar to query expansion for finding terms related to
user interests in our interest mapping framework. Query expansion refers to
the process of augmenting a query from a user with other words or phrases in
order to improve search effectiveness. It originally was applied in information
retrieval (IR) to solve the problem of word mismatch that arises when search
engine users employ different terms than those used by content authors to
describe the same concept [Xu and Croft 1996]. Because the word mismatch
problem can be reduced through the use of longer queries, query expansion
may offer a solution [Xu and Croft 1996].
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In line with query expansion, current literature provides various definitions
of context. In the Inquirus 2 project [Glover et al. 1999], a user manually chooses
a context in the form of a category, such as research papers or organizational
homepages, before starting a search. Y!Q*, a large-scale contextual search sys-
tem, allows a user to choose a context in the form of a few words or a whole ar-
ticle through three methods: a novel information widget executed in the user’s
Web browser, Yahoo! Toolbar®, or Yahoo! Messenger® [Kraft et al. 2005]. In
the Watson project, Budzik and Hammond [2000] derive context information
from the whole document a user views. Instead of using a whole document,
Finkelstein et al. [2002] limit the context to the text surrounding a user-marked
query term(s) in the document. That text is part of the whole document so their
query expansion is based on a local context analysis approach [Xu and Croft
1996]. Leroy et al. [2003] define context as the combination of titles and de-
scriptions of clicked search results after an initial query. In all these studies,
queries get expanded on the basis of the context information, and results are
generated according to the expanded queries.

2.2 Result Processing

Relatively fewer studies deal with result processing which includes result fil-
tering and reorganizing. Domain filtering eliminates documents irrelevant to
given domains from the search results [Oyama et al. 2004]. For example, Ahoy!,
a homepage finder system, uses domain-specific filtering to eliminate most re-
sults returned by one or more search engines but retains the few pages that are
likely to be personal homepages [Shakes et al. 1997]. Tan and Teo [1998] pro-
pose a system that filters out news items that may not be of interest to a given
user according to that user’s explicit (e.g., satisfaction ratings) and implicit (e.g.,
viewing order, duration) feedback to create personalized news.

Another approach to result processing is to reorganize, which involves
reranking, clustering, and categorizing search results. For example, Teevan
et al. [2005] construct a user profile (context) over time with rich resources
including issued queries, visited Web pages, composed or read documents and
emails. When the user sends a query, the system reranks the search results on
the basis of the learned profile. Shen et al. [2005a] use previous queries and
summaries of clicked results in the current session to rerank results for a given
query. Similarly, UCAIR [Shen et al. 2005b], a client-side personalized search
agent, employs both query expansion on the basis of the immediately preceding
query and result reranking on the basis of summaries of viewed results. Other
works also consider reranking according to a user profile [Gauch et al. 2003;
Sugiyama et al. 2004; Speretta and Gauch 2005; Chirita et al. 2005; Kraft et al.
2005]. Gauch et al. [2003] and Sugiyama et al. [2004] learn a user’s profile from
his or her browsing history, whereas Speretta and Gauch [2005] build the pro-
file on the basis of search history, and Chirita et al. [2005] require the user to
specify the profile entries manually.

4http://yq.search.yahoo.com.
5http:/toolbar.yahoo.com.
6http:/beta.messenger.yahoo.com.

ACM Transactions on Information Systems, Vol. 25, No. 1, Article 5, Publication date: February 2007.



6 3 Z. Ma et al.

Computers
Algorithms
Programming
—— Compilers
Languages
C++
Java
| "
Depth 1 2 3 4

Fig. 2. ODP taxonomy.

Scatter/Gather [Cutting et al. 1992] is one of the first systems to present
documents in clusters. Another system, Grouper [Zamir and Etzioni 1999], uses
snippets of search engine results to cluster the results. Tan [2002] presents a
user-configurable clustering approach that clusters search results using titles
and snippets of search results and the user can manually modify these clusters.

Finally, in comparing seven interfaces that display search results, Dumais
and Chen [2001] report that all interfaces that group results into categories
are more effective than conventional interfaces that display results as a list.
They also conclude that the best performance occurs when both category names
and individual page titles and summaries are presented. We closely follow these
recommendations for the two categorization systems we study (PCAT and CAT).
In recent work, Kéki [2005] also finds that result categorization is helpful when
the search engine fails to provide relevant results at the top of the list.

2.3 Representing Context Using Taxonomy

In our approach, we map user interests to categories in the ODP taxonomy.
Figure 2 shows a portion of the ODP taxonomy in which Computers is a depth-
one category, and C++ and Java are categories at depth four. We refer to
Computers/Programming/Languages as the parent category of category C++
or Java. Hence various concepts (categories) are related through a hierarchy in
the taxonomy. Currently, the ODP is a manually edited directory of 4.6 million
URLs that have been categorized into 787,774 categories by 68,983 human ed-
itors. The ODP taxonomy has been applied to personalization of Web search in
some prior studies [Pitkow et al. 2002; Gauch et al. 2003; Liu et al. 2004; and
Chirita et al. 2005].

For example, the Outride personalized search system (acquired by Google)
performs both query modification and result processing. It builds a user profile
(context) on the basis of a set of personal favorite links, the user’s last 1000
unique clicks, and the ODP taxonomy, then modifies queries according to that
profile. It also reranks search results on the basis of usage and the user profile.
The main focus of the Outride system is capturing a user’s profile through
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his or her search and browsing behavior [Pitkow et al. 2002]. The OBIWAN
system [Gauch et al. 2003] automatically learns a user’s interest profile from
his or her browsing history and represents those interests with concepts in
Magellan taxonomy. It maps each visited Web page into five taxonomy concepts
with the highest similarities; thus, the user profile consists of accumulated
categories generated over a collection of visited pages. Liu et al. [2004] also build
a user profile that consists of previous search query terms and five words that
surround each query term in each Web page clicked after the query is issued.
The user profile then is used to map the user’s search query onto three depth-
two ODP categories. In contrast, Chirita et al. [2005] use a system in which
a user manually selects ODP categories as entries in his or her profile. When
reranking search results, they measure the similarity between a search result
and the user profile using the node distance in a taxonomy concept tree, which
means the search result must associate with an ODP category. A difficulty in
their study is that many parameters’ values have been set without explanations.
The current Google personalized search” also explicitly asks users to specify
their interests through the Google directory.

Similar to Gauch et al. [2003], we represent user interests with taxonomy
concepts, but we do not need to collect browsing history. Unlike Liu et al. [2004],
we do not need to gather previous search history, such as search queries and
clicked pages, or know the ODP categories corresponding to the clicked pages.
Whereas Gauch et al. [2003] map a visited page onto five ODP categories and
Liu et al. [2004] map a search query onto three categories, we automatically
map a user interest onto an ODP category. A difference between Chirita et al.
[2005] and our approach is that when mapping a user’s interest onto a taxonomy
concept, we employ text, that is, page titles and summaries associated with the
concept in taxonomy, while they use the taxonomy category title and its position
in the concept tree when computing the tree-node distance. Also, in contrast
to UCAIR [Shen et al. 2005b] that uses contextual information in the current
session (short-term context) to personalize search, our approach personalizes
search according to a user’s long-term interests which may be extracted from
his or her resume.

Haveliwala [2002] and Jeh and Widom [2003] extend the PageRank algo-
rithm [Brin and Page 1998] to generate personalized ranks. Using 16 depth-one
categories in ODP, Haveliwala [2002] computes a set of topic-sensitive PageR-
ank scores. The original PageRank is a global measure of the query- or topic-
insensitive popularity of Web pages measured solely by a linkage graph derived
from a large part of the Web. Haveliwala’s experiments indicate that, compared
with the original PageRank, a topic-sensitive PageRank achieves greater pre-
cision in top-ten search results. Topic-sensitive PageRank also can be used for
personalization after a user’s interests have been mapped onto appropriate
depth-one categories of the ODP which can be achieved through our proposed
mapping framework. Jeh and Widom [2003] present a scalable personalized
PageRank method in which they identify a linear relationship between basis
vectors and the corresponding personalized PageRank vectors. At query time,

Thttp://labs.google.com/personalized.
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their method constructs an approximation to the personalized PageRank vector
from the precomputed basis vectors.

2.4 Taxonomy of Web Activities

We study the performance of the three systems (described in Section 1) by con-
sidering different types of Web activities. Sellen et al. [2002] categorize Web
activities into six categories: finding (locate something specific), information
gathering (answer a set of questions; less specific than finding), browsing (visit
sites without explicit goals), transacting (execute a transaction), communicat-
ing (participate in chat rooms or discussion groups), and housekeeping (check
the accuracy and functionality of Web resources). As Craswell et al. [2001]
define a site finding task specifically as “one where the user wants to find a
particular site, and their query names the site,” we consider it a type of find-
ing task. It should be noted that some Web activities, especially information
gathering, can involve several searches. On the basis of the intent behind Web
queries, Broder [2002] classifies Web searches into three classes: navigational
(reach a particular site), informational (acquire information from one or more
Web pages), and transactional (perform some Web-mediated activities). As the
taxonomy of search activities suggested by Sellen et al. [2002] is broader than
that by Broder [2002], in this article we choose to study the two major types of
activities studied in Sellen et al. [2002].

2.5 Text Categorization

In our study, CAT and PCAT systems employ text classifiers to categorize search
results. Text categorization (TC) is a supervised learning task that classifies
new documents into a set of predefined categories [Yang and Liu 1999]. As a
joint discipline of machine learning and IR, TC has been studied extensively,
and many different classification algorithms (classifiers) have been introduced
and tested, including the Rocchio method, naive Bayes, decision tree, neural
networks, and support vector machines [Sebastiani 2002]. A standard infor-
mation retrieval metric, cosine similarity [Salton and McGill 1986], computes
the cosine angle between vector representations of two text fragments or doc-
uments. In TC, a document can be assigned to the category with the highest
similarity score. Due to its simplicity and effectiveness, cosine similarity has
been used by many studies for TC [e.g., Yang and Liu 1999; Sugiyama et al.
2004; Liu et al. 2004].

In summary, to generate user profiles for personalized search, previous stud-
ies have asked users for explicit feedback, such as ratings and preferences, or
collected implicit feedback, such as search and browsing history. However, users
are unwilling to provide explicit feedback even when they anticipate a long-run
benefit [Caroll and Rosson 1987]. Implicit feedback has shown promising results
for personalizing search using short-term context [Leroy et al. 2003; Shen et al.
2005b]. However, generating user profiles for long-term context through im-
plicit feedback will take time and may raise privacy concerns. In addition, a user
profile generated from implicit feedback may contain noise because the user
preferences have been estimated from behaviors and not explicitly specified.
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Fig. 3. Process view of proposed approach.

In our approach two user-related inputs, a search query and the user’s profes-
sional interests and skills, are explicitly given to a system so some prior work
[Leroy et al. 2003; Gauch et al. 2003; Liu et al. 2004; Sugiyama et al. 2004;
Kraft et al. 2005] that relies on modeling user interests through searching or
browsing behavior is not readily applicable.

3. OUR APPROACH

Our approach begins with the assumption that some user interests are known
and therefore is well suited for a workplace setting in which employees’ resumes
often are maintained in a digital form or information about users’ professional
interests and skills is stored in a database. An IE tool or database queries
can extract such information as input to complement the search query, search
engine, and contents of the ODP taxonomy. However, we do not include such
an IE program in this study and assume instead that the interests have been
already given. Our interest-category mapping framework tries to automati-
cally identify an ODP category associated with each of the given user interests.
Then our system uses URLs organized under those categories as training ex-
amples to classify search results into various user interests at query time. We
expect the result categorization to help the user quickly focus on results of
interest and decrease total time spent in searching. The result categorization
may also lead to the discovery of serendipitous connections between the con-
cepts being searched and the user’s other interests. This form of personalization
therefore should reduce search effort and possibly provide interesting and use-
ful resources the user would not notice otherwise. We focus on work-related
search performance, but our approach could be easily extended to include per-
sonal interests as well. We illustrate a process view of our proposed approach in
Figure 3 and present our approach in five steps. Steps 3 and 4 cover the mapping
framework.
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3.1 Step 1: Obtaining an Interest Profile

Step 1 (Figure 3) pertains to how user interests can be extracted from a resume.
Our study assumes that user interests are available to our personalized search
system in the form of a set of words and phrases which we call a user’s interest

profile.

3.2 Step 2: Generating Category Profiles

As we explained previously, ODP is a manually edited Web directory with mil-
lions of URLSs placed under different categories. Each ODP category contains
URLs that point to external Web pages that human editors consider relevant
to the category. Those URLs are accompanied by manually composed titles and
summaries that we believe accurately represent the corresponding Web page
content. The category profile of an ODP category thus is built by concatenating
the titles and summaries of the URLs listed under the category. The constructed
category profiles provide a solution to the cold-start problem, which arises from
the difficulty of creating a profile for a new user from scratch [Maltz and Ehrlich
1995], and they later serve to categorize the search results. Gauch et al. [2003],
Menczer et al. [2004], and Srinivasan et al. [2005] use similar concatenation
to build topic profiles. In our study, we combine up to 30 pairs of manually
composed titles and summaries of URL links under an ODP category as the
category profile.® In support of this approach, Shen et al. [2004] report that
classification using manually composed summarization in the LookSmart Web
directory achieves higher accuracy than the use of the content of Web pages.
For building the category profile, we pick the first 30 URLs based on the se-
quence in which they are provided by ODP. We note that ODP can have more
than 30 URLs listed under a category. In order to use similar amounts of infor-
mation for creating profiles for different ODP categories, we only use the titles
and summaries of the first 30 URLs. When generating profiles for categories
in Magellan taxonomy, Gauch et al. [2003] show that a number of documents
between 5 and 60 provide reasonably accurate classification.

At depth-one, ODP contains 17 categories (for a depth-one category, Com-
puters, see Figure 2). We select five of these (Business, Computers, Games,
Reference, and Science) that are likely to be relevant to our subjects and their
interests. These five broad categories comprise a total of 8,257 categories be-
tween depths one and four. We generate category profiles by removing stop
words and applying Porter stemming® [Porter 1980]. We also filter out any
terms that appear only once in a profile to avoid noise and remove any profiles
that contain fewer than two terms. Finally, the category profile is represented
as a term vector [Salton and McGill 1986] with term frequencies (¢f) as weights.
Shen et al. [2004] also use #f-based weighting scheme to represent manually
composed summaries in the LookSmart Web directory to represent a Web page.

8A category profile does not include titles or summaries of its child (subcategory) URLs.
Yhttp://www.des.gla.ac.uk/idom/ir_resources/linguistic_utils/porter.java.
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3.3 Step 3: Mapping Interests to ODP Categories

Next, we need a framework to map a user’s interests onto appropriate ODP
categories. The framework then can identify category profiles for building text
classifiers that correspond to the user’s interests. Some prior studies [Pitkow
et al. 2002; Liu et al. 2004] and the existing Google personalized search use
ODP categories with a few hundred categories up to depth two, but for our
study, categories up to depth two may lack sufficient specificity. For example,
Programming, a depth-two category, is too broad to map a user interest in
specific programming languages such as C++, Java, or Perl. Therefore, we map
user interests to ODP categories up to depth four. As we mentioned in Step 2, a
total of 8,257 such categories can be used for interest mapping. We employ four
different mapping methods to evaluate the mapping performance by testing
and comparing them individually as well as in different combinations. When
generating an output category, a mapping method includes the parent category
of the mapped category; for example, if the mapped category is C++, the output
will be Computers/Programming/Languages/C++.

3.3.1 Mapping Method 1 (m1I-category-label): Simple Term Match. The
first method uses a string comparison to find a match between an interest
and the label of the category in ODP. If an interest is the same as a cate-
gory label, the category is considered a match to the interest. Plural forms of
terms are transformed to their singular forms by a software tool from the Na-
tional Library of Medicine.!? Therefore, the interest of search engine is matched
with the ODP category Search Engines, and the output category is Computers/
Internet/Searching/Search Engines.

3.3.2 Mapping Method 2 (m2-category-profile): Most Similar Category Pro-
file. The cosine similarities between an interest and each of the category pro-
files are computed in which case the ODP category with the highest similarity
is selected as the output.

3.3.3 Mapping Method 3 (m3-category-profile-noun): Most Similar Category
Profile While Augmenting Interest With Potentially Related Nouns. The ml-
category-label and m2-category-profile will fail if the category labels and pro-
files do not contain any of the words that form a given interest so it may be
worthwhile to augment the interest concept by adding a few semantically simi-
lar or related terms. According to Harris [1985], terms in a language do not occur
arbitrarily but appear at a certain position relative to other terms. On the basis
of the concept of cooccurrence, Riloff and Shepherd [1997] present a corpus-
based bootstrapping algorithm that starts with a few given seed words that
belong to a specific domain and discovers more domain-specific semantically-
related lexicons from a corpus. Similar to query expansion, it is desirable to
augment the original interest with a few semantically similar or related terms.

For m3-category-profile-noun, one of our programs conducts a search on
Google using an interest as a search query and finds the N nouns that most

Ohttp://umlslex.nlm.nih.gov/nlsRepository/nlp/doc/userDoc/index. html.
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Table I. Frequently Cooccurring Nouns and NPs

Domain Interest Two Cooccurring nouns Cooccurring NP
C++ programme, resource general ¢
IBM DB2 database, software database
Java tutorial, sun sun
Machine Learning information, game ai topic

Computer Natural Language Processing | intelligence, speech intelligence
Object Oriented Programming | concept, link data
Text Mining information, data text mine tool
UML model tool acceptance*
Web Site Design html, development library resource web

development

Bonds saving, rate saving bond
Day Trading resource, article book
Derivatives trade, international gold
Mutual Funds news, stock account

Finance Offshore Banking company, formation bank account
Risk Management open source* software risk evaluation*®
Stocks Exchange trade, information official site
Technical Analysis market, chart market pullback
Trading Cost service, cap product

*Some cooccurring nouns or NPs may be not semantically similar or related.

frequently cooccur in the top ten search results (page titles and snippets). We
find cooccurring nouns because most terms in interest profiles are nouns (for
terms from some sample user interests, see Table I). Terms semantically sim-
ilar or related to those of the original interest thus can be obtained without
having to ask a user for input such as feedback or a corpus. A noun is identified
by looking up the word in a lexical reference system,!! WordNet [Miller et al.
1990], to determine whether the word has the part-of-speech tag of noun. The
similarities between a concatenated text (a combination of the interest and N
most frequently cooccurring nouns) and each of the category profiles then are
computed to determine the category with the highest similarity as the output
of this method.

3.3.4 Mapping Method 4 (m4-category-profile-np): Most Similar Category
Profile While Augmenting Interest With Potentially Related Noun Phrases. Al-
though similar to m3-category-profile-noun, this method finds the M most fre-
quently cooccurring noun phrases on the first result page from up to ten search
results. We developed a shallow parser program to parse sentences in the search
results into NPs (noun phrases), VPs (verb phrases), and PPs (prepositional
phrases), where a NP can appear in different forms, such as a single noun, a
concatenation of multiple nouns, an article followed by a noun, or any number
of adjectives followed by a noun.

Table I lists some examples of frequently cooccurring nouns and NPs iden-
tified by m3-category-profile-noun and m4-category-profile-np. Certain single-
noun NPs generated by m4-category-profile-np differ from individual nouns
identified by m3-category-profile-noun because a noun identified by this method

Uhttp://wordnet.princeton.edu/.
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Table II. Individual Mapping Method Comparison (Based on 56 Computer Interests)

Mapping Method ml m2 m3 m4
Number of correctly mapped interests 27 29 25 19
Number of incorrectly mapped interests 2 25 30 36
Number of total mapped interests 29 54 55 55

Precision (2ymber of correct mapped inferests y |93 0g;, | 537% | 455% | 34.5%

Number of total mapped interests

Recall (2mber of correct mapped tnterests 482% | 51.8% | 44.6% | 33.9%
F1 635% | 52.7% | 45.0% | 34.2%

may combine with other terms to form a phrase in m4-category-profile-np and
therefore not be present in the result generated by m4-category-profile-np.

3.4 Step 4: Resolving Mapped Categories

For a given interest, each mapping method in Step 3 may generate a differ-
ent mapped ODP category, and m1-category-label may generate multiple ODP
categories for the same interest because the same category label sometimes
is repeated in the ODP taxonomy. For example, the category Databases ap-
pears in several different places in the hierarchy of the taxonomy, such as
Computers/Programming/Databases and Computers/Programming/Internet/
Databases.

Using 56 professional interests in the computer domain which were manu-
ally extracted from several resumes of professionals collected from ODP (eight
interests are shown in the first column of Table I), Table II compares the per-
formances of each individual mapping method. After verification by a domain
expert, m1-category-label generated mapped categories for 29 of 56 interests,
and only two did not contain the right category. We note that m1-category-label
has much higher precision than the other three methods, but it generates the
fewest mapped interests. Machine learning research [e.g., Dietterich 1997] has
shown that an ensemble of classifiers can outperform each classifier in that en-
semble. Since the mapping methods can be viewed as classification techniques
that classify interests into ODP categories, a combination of the mapping meth-
ods may outperform any one method.

Figure 4 lists the detailed pseudocode of the procedure used to automati-
cally resolve a final set of categories for an interest profile with the four map-
ping methods. M1 represents a set of mapped category/categories generated
by m1-category-label as do M2, M3, and M4. Because of its high precision, we
prioritize the category/categories generated by m1l-category-label as shown in
Step (2); if a category generated by m1-category-label is the same as, or a parent
category of, a category generated by any other method, we include the category
generated by m1-category-label in the list of final resolved categories. Because
ml-category-label uses an exact match strategy, it does not always generate a
category for a given interest. In Step (3), if methods m2-category-profile, m3-
category-profile-noun, and m4-category-profile-np generate the same