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Abstract—This paper presents a bacterial foraging algorithm (BFA)
for null steering of linear antenna arrays by controlling only the element
amplitudes. The BFA is a new evolutionary computing technique based
on the foraging behavior of Escherichia (E.) coli bacteria in human
intestine. To show the accuracy and flexibility of the proposed BFA,
several examples of Chebyshev array pattern with the imposed single,
multiple and broad nulls are given. It is found that the nulling method
based on BFA is capable of steering the array nulls precisely to the
undesired interference directions.

1. INTRODUCTION

Antenna arrays have been widely used in mobile, wireless, satellite
and radar communications systems to improve signal quality, thereby
increasing system coverage, capacity and link quality. The performance
of these systems depends firmly on the antenna array design. The
process of determining the parameters of an antenna array to obtain
the required antenna radiation pattern is known as pattern synthesis.
Due to the increasing pollution of the electromagnetic environment,
the antenna array, which allows placing nulls in the far field pattern at
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specified directions, is becoming important in communication systems,
sonar, and radar applications for maximizing signal-to-interference
ratio [1–26]. Methods of null steering, which have been studied
extensively in the past [1–26], include controlling the amplitude-only,
the phase-only, the position-only, and the complex weights (both the
amplitude and phase) of the array elements. These methods have
been used with their own benefits and limitations. In spite of the large
variety of nulling methods, it appears that none of them completely
satisfies the requirement of a general and flexible solution for the
pattern synthesis problem.

Interference suppression with complex weights is the most effective
since it has the larger solution alternatives [1, 13, 16, 21]. However, it
is also the most expensive considering the cost of the controllers used
for phase shifters and variable attenuators for each array element.
Moreover, when the number of elements in the array increases, the
computational time to find the values of element amplitudes and phases
will also increase. The amplitude-only control [3, 4, 13, 14, 19, 23, 25]
uses a set of variable attenuators to adjust the element amplitudes.
If the element amplitudes have even symmetry about the center of
the array, the number of attenuators and the computational time are
halved. Without any approximation, the problem for the phase-only
and position-only nulling methods is inherently nonlinear and, it can
not be solved by analytical methods in a direct way. The phase-only
control [5, 6, 9, 17, 22, 24] utilizes the phase shifters while the position-
only control [7–11, 15, 26] needs a mechanical driving system such
as servomotors to move the array elements. By assuming that the
phase perturbations are small, the nulling equations can be linearized,
but it makes impossible to place nulls at symmetric location with
respect to the main beam [1]. In null synthesizing with small phase
perturbations, there is an unavoidable sidelobe level increase in the
direction symmetric to nulling direction with respect to the main beam.
In order to steer the nulls symmetrically with respect to the main
beam, the methods based on nonlinear optimization techniques have
been proposed [5, 6], however, the resultant patterns of these methods
have considerable pattern distortion because the phase perturbations
used are large. Phase-only null synthesizing is less complicated and
attractive for the phased arrays since the required controls are available
at no extra cost, but it has still common problem.

In recent years, the methods [4, 6, 8, 9, 12–21, 23, 25–52] based
on the genetic algorithm, ant colony optimization, particle swarm
optimization, tabu search, bees algorithm, differential evolution, and
clonal selection have become more popular, and they have been used in
solving antenna array pattern synthesis problems. The performances
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of these methods are found to be better than those of the classical
optimization techniques and the conventional analytical techniques.
Each of these methods has its specific advantages and disadvantages.

In this paper, an alternative method based on the bacterial
foraging algorithm (BFA) [53] is presented for linear antenna array
pattern synthesis with prescribed nulls. The array element amplitudes
are the only controlling parameters, and the main aim is to synthesize
array patterns with nulls imposed on directions of interferences.

The BFA is a new evolutionary computation technique based
on the foraging behavior of Escherichia (E.) coli bacteria in human
intestine [53]. It was successfully used to solve various kinds of
engineering problems [54–63]. It has been shown by Lin and Liu [56]
that the BFA is better than the particle swarm optimization in the
identification of the Hammerstein model in terms of convergence,
robustness and precision. Niu et al. [58] proposed a methodology
for optimal design of classical proportional-integral-derivative (PID)
controllers based on BFA. The design, implementation, and testing
of BFA-PID were compared with those of genetic algorithm (GA)-
PID. It was illustrated in [58] that a faster settling time, less or no
overshoot and higher robustness are obtained with BFA-PID controller.
A nonlinear channel equalizer using BFA was presented in [60]. The
recovery performance of the equalizer was obtained through computer
simulation study using nonlinear channels. It was shown in [60] that
the BFA based equalizer offers superior performance both in terms
of bit-error-rate and convergence speed compared to the GA based
equalizers. In addition it requires substantially less computation
during training. BFA was used in optimizing the coefficients of
proportional plus integral controllers [63]. It was demonstrated in [63]
that BFA converges faster than the GA.

The remainder of the paper is organized as follows. Section 2
explains formulation of the problem. Section 3 gives an overview of the
BFA. In Section 4, the numerical examples are provided and discussed.
Finally, the conclusion is given in Section 5.

2. PROBLEM FORMULATION

Let us assume that the array elements are symmetrically situated and
excited around the center of the linear array. The far field array factor
of such an array with an even number of isotropic elements (2M) is
defined as

AF (θ) = 2
M∑

n=1

an cos
(

2π

λ
dn sin θ

)
(1)
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where an is the amplitude of the nth element, θ is the angle from
broadside, and dn is the distance between position of the nth element
and the array center. Generally, the main beam of the array pattern
is required to be directed to the desired signal and the undesired
interference signals from other directions to be suppressed as much
as possible. To find an appropriate set of required element amplitudes
(an) that achieve interference suppression, the BFA is used to minimize
the following cost function.

J =
90◦∑

θ=−90◦
[W (θ) |AFo(θ) − AFd(θ)| + ESL(θ)] (2)

where AFo(θ) and AFd(θ) are, respectively, the pattern obtained
by using the BFA and the desired pattern. W (θ) and ESL(θ)
are employed to control the null depth level and maximum sidelobe
level, respectively. The values of W (θ) and ESL(θ) are selected by
experience such that the cost function is capable of guiding potential
solutions to obtain satisfactory array pattern performance with desired
properties. The factors W (θ) and ESL(θ) give the antenna designer
greater flexibility and control over the actual pattern. The trade-off
of the relative importance between null depth and sidelobe level can
easily be obtained by changing the values of these factors.

3. BACTERIAL FORAGING ALGORITHM (BFA)

3.1. Bacterial Foraging

Natural selection has a tendency to eliminate animals having poor
foraging strategies and favor the ones with successful foraging
strategies to propagate their genes as these are more likely to reach a
successful reproduction. Poor foraging strategies are either completely
eliminated or transformed into good ones after many generations are
produced. This activity of foraging inspired the researchers to utilize
it as a novel optimization tool. The E. coli bacteria present in our
intestines also practice a foraging strategy. The control system of
these bacteria governing their foraging process can be subdivided
into four sections, which are chemotaxis, swarming, reproduction and
elimination and dispersal [53–55].
Chemotaxis: The chemotaxis process in the control system is
attained by swimming and tumbling via flagella. As viewed from the
free end of the flagellum looking toward the cell, each flagellum is a
left-handed helix that is configured so as to rotate the base of the
flagellum in counterclockwise direction to produce a force against the
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bacterium which pushes the cell. On the other hand, each flagellum
pulls on the cell if they rotate in clockwise direction. The net effect of
this that each flagellum rotates relatively independently of the others
thereby making the bacterium tumble about. Hence, the modes of
operation that an E. coli bacterium performs in its entire lifetime are
that of running (swimming for a period of time), tumbling or switching
between running and tumbling. Running, tumbling, and chemotactic
behaviour of E. coli bacteria are shown in Fig. 1. The change in
the concentration of the nutrient triggers a reaction such that the
bacterium will spend more time swimming and less time tumbling.

Figure 1. Running, tumbling, and chemotactic behaviour of E. coli
bacteria

Swarming: When a group of E. coli bacteria is placed in the semisolid
agar having a single nutrient chemo-effector (sensor), they move from
the center to outwards direction in a moving ring of bacteria by
following the nutrient gradient produced by the group by consuming
the nutrient. Furthermore, the bacteria release attractant aspartate if
high levels of succinate are used as the nutrient, which lead the bacteria
to concentrate into groups and hence move as concentric patterns of
groups with high bacterial density. The spatial order depends both the
outward movement of the ring and the local releases of the attractant,
which functions as an attraction signal between bacteria to gather into
a swarm.
Reproduction: The less healthy bacterium dies and the other
healthier bacterium splits into two bacteria, which are placed in the
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same location. This method of reproduction keeps the population of
the bacteria constant.
Elimination and Dispersal: In the local environment of the
bacteria, the lives of a bacteria population may change either gradually
(e.g., via consumption of the nutrients) or suddenly as a result of some
other influence. All the bacteria in a local region may be killed or a
group may be dispersed into a new location in the environment. It is
possible that they destroy the chemotactic progress. It is also possible
that they assist the chemotaxis if the dispersal places the bacteria near
good food source.

3.2. Bacterial Foraging Algorithm

The BFA is an evolutionary computing technique based on the foraging
behavior of E. coli bacteria in human intestine [53]. A flowchart of the
BFA utilized in this paper is shown in Fig. 2. In this figure, J(i, j, k, l)
represents the cost function where i is the index of the bacterium, j is
the index for the chemotactic step, k is the index for the reproduction
step, and l is the index of the elimination-dispersal event.

The BFA is controlled by a number of external parameters. These
are the number of bacteria (S), maximum number of chemotactic
loop (Nc), maximum number of reproduction (Nre), maximum number
of elimination and dispersal events (Ned), dimension of the search
space (p), divisor of the step size (ds), probability for the elimination-
dispersal event (Ped), swim length (Ns), counter for swim length (m),
and chemotactic step sizes C(i), i = 1, 2, . . . , S.

The bacterium is pointed in a random direction after a tumble. To
represent a tumble, a unit length random direction δ(j) is produced;
this is used to determine the direction of movement after a tumble:

ζi(j + 1, k, l) = ζi(j, k, l) + C(i)δ(j) (3)

where ζi(j, k, l) is the ith bacterium at jth chemotactic, kth
reproductive, and lth elimination and dispersal step.

The BFA algorithm [53] can be described as follows:
Initialization

For initialization, p, S, Nc, Ns, Nre, Ned, Ped, ds, and the C(i), i=
1, 2, . . . , S must be chosen. The BFA starts by randomly distributing
the bacteria across the domain of the optimization problem.
Iterative Algorithm

The iterative algorithm models the bacterial population chemo-
taxis, reproduction, and elimination and dispersal (initially, j = k =
l = 0)
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Figure 2. Flowchart of the bacterial foraging algorithm.
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1) Elimination-dispersal loop: l = l + 1
2) Reproduction loop: k = k + 1
3) Chemotaxis loop: j = j + 1

a) For i = 1, 2, . . . , S, take a chemotactic step for bacterium i
as follows.

b) Compute J(i, j, k, l).
c) Let Jlast = J(i, j, k, l) to save this value since we may find a

better cost via a run.
d) Tumble: Generate a random vector ∆(i) ∈ �p with each

element ∆m(i), m= 1, 2, . . . , p, a random number on [−1,
1].

e) Move: Let

ζi(j + 1, k, l) = ζi(j, k, l) + C(i)
∆(i)√

∆T (i)∆(i)

This results in a step of size C(i) in the direction of the tumble
for bacterium i.

f) Calculate J(i, j+1, k, l).
g) Swim (note that we use an approximation since we decide

swimming behavior of each cell as if the bacteria numbered
{1, 2, . . . , i} have moved and {i+1, i+2, . . . , S} have not;
this is much simpler to simulate than simultaneous decisions
about swimming and tumbling by all bacteria at the same
time):
i) Let m = 0 (counter for swim length).
ii) While m < Ns (if have not climbed down too long)

• Let m = m + 1
• If J(i, j+1, k, l) < Jlast (if doing better), let Jlast =

J(i, j+1, k, l) and let

ζi(j + 1, k, l) = ζi(j + 1, k, l) + C(i)
∆(i)√

∆T (i)∆(i)

and use this ζi(j + 1, k, l) to compute the new J(i,
j+1, k, l) as we did in f).

• Else, let m = Ns. This is the end of the while
statement.

h) Go to next bacterium (i+1) if i �= S (i.e., go to b) to process
the next bacterium).

4) If j < Nc, go to step 3. In this case, continue chemotaxis, since
the life of the bacteria is not over.

5) Decrease the step sizes C(i), i = 1, 2, . . . , S by dividing ds
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6) Reproduction:
a) For the given k and l, and for each i = 1, 2, . . . , S, let

J i
health =

Nc+1∑
j=1

J(i, j, k, l)

be the health of bacterium i (a measure of how many
nutrients it got over its lifetime and how successful it was at
avoiding noxious substances). Sort bacteria and chemotactic
parameters C(i) in order of ascending cost Jhealth.

b) The Sr bacteria with the highest Jhealth values die and the
other Sr bacteria with the best values split (and the copies
that are made are placed at the same locations as their
parent).

7) If k < Nre, go to step 2. In this case, we have not reached
the number of specified reproduction steps, so we start the next
generation in the chemotactic loop.

8) Elimination-dispersal: For i = 1, 2, . . . , S, with probability Ped,
eliminate and disperse each bacterium (this keeps the number of
bacteria in the population constant). To do this, if you eliminate
a bacterium, simply disperse one to a random location on the
optimization domain.

9) Reset the step sizes C(i), i = 1, 2, . . . , S to the initial values.
10) If l < Ned then go to step 1; otherwise end.

The details on the BFA can be found in [53]. In this paper, the
BFA described above is successfully used to optimize the antenna array
element amplitudes to exhibit an array pattern with the imposed single,
multiple and broad nulls.

4. NUMERICAL RESULTS

To show the capability and flexibility of the proposed BFA for steering
single, multiple and broad nulls with the imposed directions by
controlling the amplitude-only, six examples of a linear array with 20
isotropic elements have been performed. A 30-dB Chebyshev pattern
given in Fig. 3 for 20 equispaced elements with λ/2 interelement
spacing is utilized as the initial pattern.

The BFA parameter values for the all examples given here are
listed in Table 1. These values are selected heuristically and verified
empirically. The positions of bacteria in the search space represent the
antenna array element amplitudes. The fixed chemotactic step size is
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Figure 3. The initial 30-dB Chebyshev pattern.

Table 1. Values of BFA parameters.

Parameters Values
P 10
S 50
Nc 100
Ns 50
Nre 10
Ned 2
Ped 0.2
ds 1.9
C(i), i = 1, 2, . . . , S 0.02

used in the standard BFA. If the chemotactic step size values are too
large, the search tends to jump out of the nutrient valley. On the other
hand, if the chemotactic step size values are too small, the convergence
can be slow [53]. For this reason, in this paper, we used simple variable
step sizes that are large in the beginning of the optimization process,
and are decreased gradually at the end of the chemotactic loops before
the reproduction step. The large step sizes provide fast convergence in
the beginning of the optimization process. After some iterations, the
step sizes are getting smaller; thus, the intensive searching at the most
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promising region of the search space can be done.
The simulation results are obtained within 1–2 minutes on a

personal computer with a Core Duo processor running at 1600 MHz
with 1 GB RAM. This is sufficient to produce satisfactory patterns with
the desired performance on the average. The computation time can be
significantly reduced by using faster computer systems. The BFA can
also be implemented in real time by using state-of-the art hardware
devices, such as FPGAs (Field Programmable Gate Array). In this
way, the computation time of the system is limited only by the response
time of the FPGA, which is in the order of a few microseconds. C++
programming language was used for implementation of the algorithm.
We have run the program for two times to obtain the best result.

In the first example, the Chebyshev pattern with a single null
imposed at the direction of the second peak from main beam, which
occurs about 14◦, is considered. The values of the cost function
parameters given in Equation (2) are selected as follows:

AFd(θ) =
{

0, for θ = 14◦
Initial Chebyshev pattern, elsewhere (4)

W (θ) =
{

55, for θ = 14◦
1, elsewhere (5)

and

ESL(θ) =
{

5, if MSL ≥ −28.4 dB
0, otherwise (6)

where MSL given in Equation (6) represents the maximum sidelobe
level of achieved pattern in the sidelobe region. Fig. 4 shows the
nulling pattern obtained from the BFA. As it can be seen from this
figure, the pattern closely resembles to the initial Chebyshev pattern
except for the nulling direction (θ = 14◦). It is also clear from Fig. 4
that the BFA can obtain the pattern with satisfactory null depth level
and maximum sidelobe level. Fig. 5 shows the convergence curve. It
is apparent from this figure that 2000 iterations are needed to find the
optimal solutions.

In the BFA, the elimination and dispersion event happens after a
particular number of reproduction processes. A bacterium is chosen,
according to the probability Ped, to be eliminated and dispersed to a
random location within the search space. These events may prevent
the local optima trapping effectively. The effect of the elimination
and dispersion on the optimization process is illustrated in Fig. 6 for
the first example. In Fig. 6, the positions of bacteria in the search
space represent the unnormalized amplitude values of antenna array
elements.
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Figure 4. Radiation pattern with one imposed null at 14◦.
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Figure 5. Convergence curve of the nulling pattern achieved by BFA.

In order to show the flexibility of the BFA, in the second example,
the restriction is made on the maximum sidelobe level. The value of
ESL(θ) is modified as

ESL(θ) =
{

5, if MSL ≥ −29.3 dB
0, otherwise (7)

The nulling pattern with the restricted maximum sidelobe level is
then obtained by the BFA and is shown in Fig. 7. The null depth
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Figure 6. Effect of the elimination and dispersion on the optimization
process.

level (NDL), maximum sidelobe level (MSL), and dynamic range ratio
(DRR = |amax/amin|) of the patterns illustrated in Figs. 4 and 7
are given in Table 2. As expected, the maximum sidelobe level
performance of the pattern given in Fig. 7 is better than that of the
pattern given in Fig. 4. But in response to such an improvement of the
maximum sidelobe level, the null depth performance of the pattern
in Fig. 7 is worse than that of the pattern in Fig. 4. There is a
trade-off between the null depth level and maximum sidelobe level;
usually, performance cannot be improved significantly for one without
sacrificing the other.

Table 2. NDL, MSL, and DRR of the patterns in Figs. 4 and 7–8.

Figure 4 Figure 7 Figure 8
NDL (dB) −136.60 −121.31 −113.56
MSL (dB) −28.49 −29.33 −28.11
DRR 4.03 4.20 3.89

In this paper, the separation distance value between the adjacent
elements is restricted to 0.5λ in order to prevent the mutual coupling
effects. The effect of coupling between antenna array elements can also
be reduced by minimizing the dynamic range ratio. For this reason,
in the third example, the dynamic range ratio is restricted to be 3.89.
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Figure 7. Radiation pattern with the restricted maximum sidelobe
level having one imposed null at 14◦.
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Figure 8. Radiation pattern with the restricted dynamic range ratio
having one imposed null at 14◦.

The restriction on the dynamic range ratio can easily be achieved by
suitably setting the search interval of amplitude weights. The resulting
pattern with the restricted dynamic range ratio is shown in Fig. 8. The
null depth level, maximum sidelobe level, and dynamic range ratio of
the pattern shown in Fig. 8 are also given in Table 2. As expected,
the results of this example are worse than those of the previous two
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examples because the smaller amplitude range means smaller degrees
of freedom for the solution space hence worse sidelobe and null depth
performance. The results obtained here illustrate that the null depth
level, maximum sidelobe level, and dynamic range ratio of the nulling
pattern can easily be controlled by using BFA. The antenna designer
should make a trade-off between the achievable and the desired pattern.

The proposed BFA is also capable of synthesizing the pattern with
multiple nulls at any desired directions. For this purpose, in the fourth
and fifth examples, only the AFd(θ) given by Equation (4) is modified
to synthesize the patterns with double nulls imposed at the directions
of the second and the fourth peaks from main beam (14◦ and 26◦),
and with triple nulls imposed at the directions of the second, fourth
and fifth peaks from main beam (14◦, 26◦, and 33◦). The patterns
with multiple nulls are illustrated in Figs. 9 and 10. It can be seen
from Figs. 9 and 10 that all desired nulls are deeper than −85 dB. The
results depicted in Figs. 9 and 10 show the ability of the proposed
technique for the array pattern synthesis with multiple nulls steered in
the prescribed interference directions.
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Figure 9. Radiation pattern with double imposed nulls at 14oand 26◦.

As the final example, the pattern having a broad null located at
30◦ with ∆θ = 5◦ is achieved and is shown in Fig. 11. From the figure,
a null depth level deeper than −55 dB is obtained over the spatial
region of interest. This computer simulation example clearly shows
the capacity of BFA to synthesize the array pattern with broad null
imposed at the direction of interference.

The element amplitude values normalized according to center
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Figure 10. Radiation pattern with triple imposed nulls at 14◦, 26◦,
and 33◦.
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Figure 11. Radiation pattern with a broad null sector centered 30◦
with ∆θ = 5◦.

elements for the patterns given in Figs. 4 and 7–11 are given in Table 3.
It is apparent from Figs. 4 and 7–11 that the patterns are symmetric
with respect to the main beam. This is because the symmetry property
of the element amplitudes around the array center results in a pattern
that is symmetric about the main beam. Therefore, when a null
imposed at the one side of the main beam, an image null occurs at
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Table 3. Element amplitudes normalized according to center elements
for Figs. 4 and 7–11.

Initial Chebyshev  
pattern Computed with the BFA 

k Figure 3 Figure 4 Figure 7 Figure 8 Figure 9 Figure 10 Figure 11 
1 1.00000 1.00000 1.00000  1.00000 1.00000 1.00000 1.00000 
2 0.97010 0.99452 0.98857 0.99249 1.03024 0.99258 0.97404 
3 0.91243 0.96393 0.95299 0.96429 1.01351 0.96820 0.93899 
4 0.83102 0.89263 0.87990 0.89894 0.90082 0.90547 0.86503 
5 0.73147 0.78084 0.77203 0.79107 0.74607 0.74518 0.70220 
6 0.62034 0.63995 0.63729 0.65034 0.63027 0.56954 0.56285 
7 0.50461 0.48871 0.48534 0.49786 0.53094 0.51080 0.54207 
8 0.39104 0.35188 0.34325 0.36075 0.37794 0.40222 0.46450 
9 0.28558 0.24809 0.23782 0.25686 0.20727 0.18806 0.23882 

10 0.32561 0.31423 0.30735 0.32027 0.27858 0.23937 0.25372 

±
±
±
±
±
±
±
±
±
±

the other side of the main beam.
The results depicted in Figs. 4 and 7–11 confirm that the BFA

proposed in this paper can accurately produce the nulling patterns by
controlling the amplitude-only. From the null depth and the maximum
sidelobe level points of view, the performances of the patterns are very
good. The nulling technique based on BFA preserves the characteristics
of the initial Chebyshev pattern with little pattern disturbance except
for the nulling directions. The half power beam width of the nulling
patterns is almost equal to that of initial Chebyshev pattern. It is
apparently demonstrated in this paper that the BFA can be used as
an alternative to other antenna synthesis algorithms.

5. CONCLUSIONS

In this paper, the null steering in radiation pattern of a linear antenna
array by amplitude-only control has been achieved with the use of BFA,
which is a new evolutionary computation technique inspired by the
foraging behavior of E. coli bacteria in our intestines. The computer
simulation results show that the BFA is capable of synthesizing the
array patterns with single, multiple and broad nulls imposed at the
directions of interferences. A good control over the sidelobe level,
dynamic range ratio and null depth level in the interference directions
can be achieved. Successful applications show that the proposed
technique is simple and easy to implement. Although only linear
antenna arrays have been considered here, the BFA can easily be used
for arrays with complex geometries as well as nonisotropic-elements.
Since the BFA has good accuracy and does not require complicated
mathematical functions, it can be very useful to antenna engineers for
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the pattern synthesis of antenna arrays. As an evolutionary algorithm,
the BFA will most likely be an increasingly attractive alternative, in
the electromagnetics and antennas community, to other evolutionary
algorithms.
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