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Intermodulation Distortion in Current-Commutating
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Abstract—The nonlinearity behavior of CMOS cur- Lo = lor-loz = (j-Ip)-Us-1y)
rent-switching mixers is investigated. By treating the mixer
as a periodically-time-varying weakly nonlinear circuit, we study
the distortion-causing mechanisms and we predict the mixer
distortion performance. Normalized graphs are provided from
which the designer can readily estimate the mixer nonlinearity
for particular process and design parameters. A simple CMOS
transistor model appropriate for our calculations, which also
takes into account deviation from the square law is adopted. The
significance of a physical transistor model for reliable distortion
simulation is demonstrated. The prediction of our analysis is
compared with simulation results and with experimental data.

Index Terms—Active mixers, analog integrated circuits, CMOS
analog integrated circuits, CMOS mixers, distortion, frequency
conversion, Gilbert cell, intermodulation distortion, mixers,
nonlinear distortion.

I. INTRODUCTION

IXERS ARE widely used in modern communication

M systems in order to realize frequency translation of the
carrier signals. Intermodulation distortion in the mixer greatlyig. 1. A CMOS Gilbert cell.
affects the dynamic range of most communication systems.
Since mixers are not linear-time-invariant circuits, one canneéll is shown in Fig. 1 and the active single-balanced mixer is
apply classical distortion analysis techniques using powsfiown in Fig. 2. A brief description of their operation can be
series at low frequencies and Volterra series at high frequendigsnd in [8]. The Gilbert cell, being a double-balanced struc-
[1], [2], appropriate for linear amplifiers. Designers usuallyure, has the advantage of rejecting the strong local oscillator
lack a complete understanding of the distortion-generatifgO) component and the even-order distortion products. Com-
mechanisms, and design optimization usually relies on simpared with passive CMOS mixers, active CMOS mixers offer
lation using transient analysis, which is time consuming angbnversion gain and provide in general a better system noise per-
depending on the transistor model used, often unreliable, fagmance, while their linearity is generally significantly worse.
will become apparent below. The CMOS transistors used in the transconductance stage

Active mixers which employ a switching transistor pair fobf active mixers demonstrate fairly good linearity and are
current commutation, such as the Gilbert cell, are frequeniliged often with little or no degeneration, in contrast with the
used [3]-[7], because they offer advantages such as high cpipolar transconductance stages which often require significant
version gain and high port-to-port isolation. Their principle ofiegeneration. The transconductance stage linearity can be
operation is technology independent and they can be realizeditalyzed with classical techniques [1], [2], [9]. However,
bipolar or CMOS processes. A transconductance stage is usefiitie has been published on the distortion characteristics of
transform the input voltage signal to current, which is then corthe CMOS switching pair. Its nonlinearity imposes problems,
mutated with the switching pair. Modern sub-micron CMOSarticularly when together with high linearity, high gain is
technologies are increasingly used in the design of integraie@uired from the mixer, since then the signal at the output
communication systems because they have low fabrication cesthe transconductance stage is large. While the exponential
and are appropriate for a high level of integration, while rgt—V characteristics of the bipolar transistor make the bipolar
alizing good high-frequency performance. The CMOS Gilbetitansistor switching pair arbitrarily linear at low frequency if

the device base resistance is low [10], [11], this is not true
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I as afunction of the gate-source voltdggs is modeled in this

paper by
X2
where
X =20 In(1 + e(Ves=Vr)/@nen)y )

Above, V- is the threshold voltage), is the thermal voltage
kT/q, and K is a constant depending on the technology
and the transistor dimensions, proportional to the transistor
Fig. 2. A single-balanced active CMOS mixer. width. Paramete® approximately models source series re-
sistance, mobility degradation because of the vertical field,
rlj%'ld short-channel effects such as velocity saturation [17]. For

circuit and time-varying power series are employed in t minimum-length device of an existing Oua technology,

analysis. It will be shown that if the capacitive effects are neg-\’\;]as lestimfated tof be (Cj).QVb, and for _a diff(larent_(])\./ZEacr_n
ligible, in the frequency band of interest the distortion behaviéfcnology, it was found to be approximately 2.5V It is

of the switching pair can be described by a time-invariafft function of the channel Ieng'th and is independent of.the
power series which can be cascaded with the power serie§_38fjy effect. Parametey determines the rate of exponential

the transconductance stage to calculate the total distortigif"€ase of the drain current with the gate-source voltage in

The methodology also applies to high frequencies, whe%é subthreshold region, and also the size of the moderate

time-varying \olterra series replace the time-varying powé'?verj'gn dreglon. It takes vall.rl]gs app[joxmately fbitwﬁeg 1 e]:fnd
series. Similar approaches have been used in [12] and [13] ?orf:m ':1 ecreasez (2pprolac Ing 1) ecausehﬁ t, € Od ye ECt
the distortion of diode mixers, and in [14] for the distortion of". En t ehsourhce- ohy volta%e Increases, while it ten IS tﬁ €
passive MESFET mixers. Our analysis also identifies the chaf3"€r When s ort-channe| phenomena are present. It 1S SHOWN
acteristics of a transistor model for a reliable mixer distortiolf [15] tf) depend slightly or’gs, but for simplicity  wil
simulation. be considered here a constant for a given channel length. The

A distortion study of a bipolar switching pair has been pr2@rameter corresponding to our parameters referred to in

sented in [10] and [11], but the method used was different fro"'ﬂe BSIM3 _Versi(_)n 3 Manual [16] as the effectiﬁ@s ~Vr
ltage. Using this model, the analysis presented in [8] can also

the one employed here. The behavior of the bipolar switchiP@ ) T

pair was found to depend on only a few normalized variable'%, perforn_wed wh|le taking into account the effect of weak and
and transient simulation was used to find their effect on the di@_oigrate |dnv|ers(|jon. K . . d K
tortion. Using the methods described here for fast evaluation,ofT IS moael reduces to (NOWN EXPressions in Stfo"‘g and wea
the CMOS switching pair distortion, we also provide normallVersion- In strong inversion where the exponential term domi-
ized graphs from which one can predict the intermodulation f

any given technology and operating conditions.

pair is treated as a weakly nonlinear periodically time-varyi

ptes the argument of the logarithm in (X),= Vg5 — Vi, and
1) becomes

(Vas — Vr)?
1+ Q(VGS — VT)
the common—V relation in saturation. In weak inversion, using

The transistors of the CMOS switching pair operate in weaff,o approximation(1 + z) ~ z for small z, we obtain
moderate, and strong inversion. It will become apparent below ’

that a model which ignores the subthreshold region, or uses dif- X = 2y eVos—Vr)/(2ne) (4)
ferent equations to describe the different modes of operation, is

inappropriate for a distortion analysis of the switching pair. ANd SinceX is small, 1 dominates in the denominator of (1), and
model which describes all three regions with a single analytidhProvides

I=K

®3)

Il. TRANSISTORMODEL

expression and therefore has continuous derivatives of any order I— K(th)ge(%s_w)/(n@) (5)
is needed. Furthermore, it must be simple enough for analytical
calculations. which is the exponential-V" relation of the transistor in weak

Continuous MOS transistor models have been presentedriversion. In moderate inversion equations (1) and (2) provide a
[15] and [16]. We will use the same kind of smooth interpolatioamooth monotonic increase, interpolating between (3) and (5).
between the regions of operation. We will take into account ta-However, the proportionality constant of (5) is probably inac-
first order the deviation from the square law in strong inversiaturate and the value of parametgfr, that provides the correct
while we will neglect second-order phenomena such as chanredponential increase in weak inversion does not necessarily pro-
length modulation, which complicate the transistor model. Adde accurate moderate-inversion modeling. For distortion pre-
a result of the latter assumption, we will neglect the distortiagiction of the switching pair the moderate-inversion region is
introduced by the output impedance of the devices, assumimgre significant than the subthreshold and it is preferable to
that a linear load dominates the mixer output. The drain curresdnsider am value that better models the moderate inversion.
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Fig. 3. I-V curve and first three derivatives for a quarter-micron CMO%ig. 4. -V curve and first three derivatives for a Qu8a CMOS technology.

technology. The solid line is the simple model and the dashed line is obtairEgee solid line is the simple model and the dashed line is obtained from the
from the BSIM3 version 3 model. BSIM3 version 2 model.

Nevertheless, it will be shown that the valuesphas only a this operating point for a given bias currefg and instanta-
minor effect on the distortion prediction. neous LO voltagd1.o(t). The output conductance of the de-
The I-V transistor curve in saturation and its first thre&ices is neglected and the load at the drains of M1 and M2 is
derivatives with respect td’zs obtained from this simple assumed such that they remain in saturation during the whole
model were compared with the corresponding curves obtaine@ period. This assumption is usually satisfied since if the tran-
from the SPICE models BSIM3 version 3 and version 2, isistors of the switching pair enter the triode region, the common-
Figs. 3 and 4, respectively. The two SPICE models describeurce node becomes a high impedance point and performance
different technologies of channel length 0.2 and 0.8um, is degraded because of reactive effectd ¥ f(Vgs — Vr)
respectively. The parameters of the simple model were curigethe I-V relation of a transistor as given by (1) and (2), the
fitted to the/—V curves obtained from SPICE. The derivativefarge-signal behavior of the switching pair is described by the
of the simple model were derived analytically (see Appendixipllowing:
while those of the SPICE models were calculated numerically.
As numerical noise imposes problems in the evaluation of fVi) + f(Va) = Ip (6)
the second and third derivative with successive differences, a Vi— Vo =Vio (7)
more sophisticated method was used. For every valu&;ef
a polynomial was fitted to a number of points around thighereV, = Vg1 — Vir, Va = Vgge — Vi, and Vs, and
value and then the derivatives of the polynomial were taken, ., are the gate-source voltages of M1 and M2, respectively.
analytically [18]. Substituting/z from (7) to (6), we obtain one nonlinear equation
As can be seen in Fig. 3, model BSIM3 version 3 providegith ; as an unknown which can be solved rapidly with an
smooth derivatives, as one would expect from a physical modgdrative numerical method.
and the simple model is in close agreement with it. In Fig. 4 From (7) and (6) we observe that the drain current of each
we observe that thé-V" curve and the first derivative gener-transistor does not depend &f#, and therefore to the extent
ated with the BSIM3 version 2 model coincide with those ajf validity of the transistor model used here, the behavior of
the simple model. However, the use of a different equation fafe switching pair is independent of the body effect and the
the weak, moderate, and strong inversion in the BSIM3 vatommon-mode LO voltage. The same conclusion was reached

sion 2 model becomes apparent in the second and third derivafs], but without taking into account the subthreshold region
tives, where discontinuities appear at the transitions. We will seEoperation.

below the effect of these discontinuities on the distortion simu-

lation of the switching pair. B. Distortion Calculations

At low frequencies the switching pair is a memoryless
system. Neglecting the output resistance of the transconduc-
tance stage, the output current, defined as the difference of the
A. Low-Frequency Large-Signal Equations drain currents of M1 and M2, is a function of the instantaneous

values of the output current of the transconductance stage and
Consider the single-balanced mixer of Fig. 2. The operatinige LO voltage:

point of the transistors of the switching pair varies periodically
with time. In the following analysis we need to be able to find Iy 4+ i1 = F(Vio(t),Ip +is) (8)

Il. SWITCHING PAIR DISTORTION AT LOW FREQUENCIES
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VLoa The derivatives off are denoted with the symbgl followed

by an index, whose first character (1 or 2) denotes the transistor
(M1 or M2 respectively) and the number of V’s following de-
notes the order of the derivative.

! l t Without loss of generality; (), p2(t), andps(¢) can be con-
Veo ) - sidered odd functions of time and can be expanded in a series of
—]
|
|
|
|
|
|

co|

sinusoids. In this case (10) provides
ISTONY

i1=2_ [P is+pag-is +psy - i3] -sin@rkfiot) (14)
k=1

\

, I wherep;  is the kth coefficient of the waveformp;(¢) in the
1 | L\l series, and1,o is the LO frequency. The mixer is usually used
| | : for upconversion or downconversion by one LO multiple and
P ! ! in this case the distortion behavior of the switching pair in the
! /M /\ frequency band of interest can be described by a time-invariant

- . > power series
] | t
M : i1 = by -is 4+ by i+ by i (15)
! 1
|
|
|
|

-

I where
ps(t) i

pi1 1 Tro
b = 2 = pi(t) sin(2x frot) dt (16)
2 Tio Jo

| | t
V N \j { \/ and7i o is the LO period. Ifi, consists of two tones of equal
: magnitudel, at two closely spaced frequencigsand f>

Fig. 5. Typical shape of waveforms (t), p=(t), andps(t). i, = I, cos(2m fit) + I, cos(2r fot) 17)

where/,,, I3 denote values without input signal present, an@nd the generated third-order intermodulation is
1,1, 15 denote incremental values. Singes small, a third-order

Taylor expansion provides IM; = % z—j—’f (18)
— ar iy 1ar 2 4 1 &F 3 9) For high LO amplitudep; (t) resembles a square waveform
dlp 2dlg*> ° 6dlg® 7 andb; approacheg/n. Assuming that the time interval (see
or Fig. 5), during whiclp»(¢) andps(t) are nonzero, is small com-
pared to the whole period and that during this time the LO
i1 = p1(t) - is + pa(t) - 07 + pa(t) - i3 (10) voltage is a linear function of time with slopeit can be shown

that the coefficients, andbs decrease inversely proportional to

wherep. (), pa(t), ps(?) are periodic waveforms of which Athe square oh. Indeed, forbs for example, approximating the
typical shape is shown in Fig. 5. The value of these Waveforrgﬁ]usoid with its argurr,lent (16) provides,

is easily determined when one of the transistors is off. For ex-

ample, when M2 is off, (t) = 1 andps(t) = ps(t) = 0. When 427 Ve

instantaneousl¥r.o(t) = 0, i1 = 0, andpi(t) = pe(t) = by = T2 /0 p3(Vio)Vio dVio (19)

p3(t) = 0, because of symmetry. When the conductance of both ) _

M1 and M2 is significantp; (t), pa(¢), andps(t) depend on the Where Ve, is some LO cutoff voltage above which the con-

bias currentl, the LO voltageV; ., and the device character-duction of one of the two devices is insignificant apg?) is

istics. zero. Simulation with sinusoidal LO waveform of amplitude
With some manipulation, waveforms (t), p(t), andps(t) shows that indeed intermodulation asymptotically reduces pro-

can be expressed in terms of the derivatives oftHié function Portionally to1/V? for high values ofV, while it drops at a

f with respect toVzs as follows: higher rate for mod_erate valu_esizif. qu the rest of the_: paper,
the LO waveform will be considered sinusoidal dridwill de-
p(t) = fiv = fov (11) note its amplitude.
Jiv+ fov Figs. 6 and 7 show the quantiy75(b3/b1) (1 A)? (in dB,
po(#) = Jav fivy = fivifavy (12) calculated as 20 lag(1M3)) versus bias current simulated with
v+ fov pectreRF using the version 3 an version
2 I fov)? S RF using the BSIM3 ion 3 and BSIM3 ion 2
(fivy + fovv) (fiv favv — fav fivy) model, respectively, and also as obtained from the simple model.
pa(t) = , R This quantity corresponds to the intermodulation value/for
(fiv + fov)
+ fovivvv — fiv favvy (13) 1Equation (15) as well as (26) below are ‘loose,’ in the sense that the left and

right side refer to the output and input frequency bands, respectively.

3(fiv + fov)?
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Fig. 6. Comparison of prediction (solid line) and simulation (dashed lingig. 8. Low-frequency intermodulation of a switching pair for different values
using the BSIM3 version 3 model, of the low-frequency intermodulation versg$ the parameten¢,. The intermodulation value is almost insensitive to this
bias current for a switching pair of the 0.2%n technology and channel width parameter.
100m. The LO amplitude is 1 V.

to completely switch off one of the two devices (neglecting the

subthreshold conductiey and has been found in [8] to be

_ Ipb <139>2 Ip

100

Ve (20)

2K 2K K’
The conversion gain of the switching pair has been found ap-
proximately equal to

2 V.V,
n~ () e

In [8] the subthreshold conduction was neglected and param-
eter normalization was used to express the performance of the
switching pair as a function of fewer independent parameters.

Ip (mA) For this purpose, all currents were multiplied with/ K; and
all voltages were multiplied with. Even though this normaliza-
Fig. 7-h Cosmpgrison_of IZJredié:tilon f(Sholild Iinfe) and simulationd(c:ashed linglon is not exact in the present analysis because the subthreshold
uoing the BSI avgﬁ'tgﬂmgqgaif (’thgeeoﬁ%nw t;i%%?gé’;n;ﬁ;mcoh;nﬁg?cv}ﬁf?égion of operation is taken into account, we can conjecture that
100um. The LO amplitude is 1 V. the intermodulation can be approximately expressed in terms of
similarly normalized quantities. Evaluation of the intermodula-
tion as described previously shows that indeed this is the case.

. . i i = 2 /n4d
equal to 1A, assuming that the system remains weakly ndpd- 9 shows the value of the quantiby75(bs/b,) (K1 /6")
linear. If for examplel, is 1 mA, one must subtract 120 dBVersusVz/V,, for 6V, = 1 and for three different values of
from the value read from these figures. The transistor width wis: e observe that the three curves approximately coincide for
in both cases equal to 10 and the LO amplitude was 1 V. moderate values df, /V,, which are most often used in practice,
The simulation result in Fig. 6 is a smooth curve, in very clogihile they differ for very low and very high values of./ V..
agreement with the prediction of the simple model. Howevel€ @greementis better for higher LO amplitudes because these
the BSIM3 version 2 model used in Fig. 7 is inappropriate f&orrespond to higher bias currents in this graph and the sub-
distortion simulation of the switching pair, as the discontinuitig§réshold region has a smaller effect. This observation allows
in the second and third derivatives of tiiel” curve observed US t0 give normalized intermodulation graphs.
in Fig. 4 create large errors. Very high numerical accuracy is In order to reduce the range of the intermodulation values and
needed to reduce discontinuities in the intermodulation curlf8Prove the readability of the normalized graphs we express
versus bias current and obtain the curve of Fig. 7, and even thgfgrmodulation in terms of the quantity

the result shows large discrepancies from the simple model pre- 3 by K2 (V,0)*
.. . _ e A 07' 22
?A(;trll?g. As we shall see, the latter agrees well with measure 40 68 (14,02 (22)

The intermodulation prediction is largely insensitive to théhe result is shown in Fig. 10 which was generated with="
value of parameteye:. Fig. 8 shows predicted intermodulation36 MV andV;, = 1 V. The ratiobs /b, can be calculated from this
as a function of bias for three different values)gt, 26, 38, and 9raph.

50 mV, versus bias. '”Steaq of bias current we eXpreSS.h?re b'a§oltagev;o is generally higher tha, because of the subthreshold con-
in terms ofV,. /V, whereV,, is the LO voltage value sufficient duction.
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where

BV,=1

10 N0=36mV 1 =a1b (27)
§ 0 Cy = agbl + a%bg (28)
N C3 — agbl + 2@1@2()2 + a?bg. (29)
Ml o
LY Observe that these coefficients can be obtained directly by cas-

cading the power series (23) and (15).
The total mixer third-order intermodulation is now given by
3 C3

3 as bg
IMs == 2V2 =2 [ 2V2 + ZalV2 30
3 4 el n 4 <a1 zn+b1al n ( )

0 0.2 0.4 0.6 0.8 1
Vi'Vo where in the last expressidn,, is the amplitude of each input

Fig. 9. Normalized intermodulation for a fixed value4df, but three different tone in the intermodulation test and the second term on the right

values ofV,: 0.5, 1, and 3 V. side of (29) has been neglected as small. The total mixer inter-
modulation is approximately equal to the sum of the intermod-
0 | | | ' | | ' ulation values that the driver stage and the switching pair would

generate if the other stage were ideal.

D. Distortion of Differential Versus Single-Ended Output

2]
= B A differential output was considered above for the single-bal-
| 20 anced mixer of Fig. 2 but it can be shown that if the LO wave-
<ol T s formis symmetric around zero, the distortion behavior is exactly
= identical if the output is taken single-ended. Assume thatii
<l -0 taken as output, the mixer distortion performance is described

-35 by a time-varying power series

I I I I 0V,=0.026 I
2 03 04 065 06 07 08 09 1 i1 = qi(t) - vin + @) V7, +qs(t) vl + (31)
vV,

40

and let us denote the Fourier coefficients of the wavefgg(n)

Fig. 10. Normalized intermodulation versus/ V.. by gx ». It is easy to see that if the LO waveform is symmetric,
the relevant power series fds is

C. Cascading the Driver Stage and the Switching Pair

. ) . Lo Tr.o
Let us assume now that the nonlinearity of the transconduc- t2=q | t+ 5 ) Uin tq@|t+ N
tance stage is described by a power series as follows:
2 +q3<t+_TLO>.U3+... (32)
ts = a1V + agvfn + agvg’n (23) . 2 .
wherew,,, is the input voltage. Cascading the power series 80d that the Fourier coefficients of the wavefagptt + (7'/2))
the transconductance stage with that of the switching pair, tA&(—1)"qx», where for frequency translation by one LO mul-
output current can be related to the input voltage with a ndiple » = 1. The coefficients of the corresponding time-in-

time-varying power series. Substituting (23) in (10) we obtairvariant power-series for differential output are twice these for
single-ended output, and the generated distortion in the two

Go1 = a1p1(t) - vin + (a2p1(t) + aipa(t)) - v3, cases is identical. A similar argument holds at high frequen-
+ (aspi(t) + 2a1a0p2(t) + a3ps(t)) -v3,. (24) cies where \olterra series replace the power series. A similar
approach shows that the distortion of the Gilbert cell is iden-
Using the expansion of (t), p2(t), andps(t) in a series of tjcal if single-ended or differential output is obtained. In fact for

sinusoids as in (14) we obtain the Gilbert cell this statement can be shown true even if the LO
oo waveform is not symmetric.
ior = D [amaprk - vin + (azp1y + afp2) - o,
k=1 IV. HIGH FREQUENCIES
+ (aspyk + 20102p2 & + aips k) - V3] A. Numerical Calculations
-sin(2mk f). (25) Time-varying \olterra series can be used at high frequen-

If frequency translation by one LO multiple is of interest, th&ies to analyze the high-frequency intermodulation performance

distortion performance can be described by a time-invarig® the switching pair. We will consider now the effect of the
power series gate-source capacitors of the transistors M1 and®43ndC5,

respectively, and the total capacitance from the common-source
to1 = C1 * Uin + C2 -vfn +c3 -vf’n 4+ (26) node to ground”, consisting of the source—body capacitance
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| Lo =1-I IL source potentials, we obtain
Vio#) Vio() Lo = fV) + 1(V2) + % (G~ o) d‘c/lI;O
. MEo M2 |_"+ — (CL+ G+ Cy) % (39)
Vasi C, Ve Cz;‘é Vgso Substituting
Coly - Vi=Vio.+ % —-Vs—Vr (40)
IBHS(‘P +BS Vo=Vio,— % —-Vs—Vr (41)

where V1o . is the common LO voltage considered constant,
(39) becomes a nonlinear differential equation with periodic
boundary conditions which must be solved to find the periodic
steady-state operating point of the devices. This was accom-
of M1 and M2 and the drain—body capacitance of M3, as showlished by discretizing (39), and solving for the vector of the
in Fig. 11. We will neglect the gate—drain capacitances and aglues ofl’s over one period, using a Newton—Raphson method
sume that the LO voltage is perfectly sinusoidal, generated &y described in [19]. A software package for sparse matrix ma-
an ideal voltage source while the common LO voltage is a conipulation [21] was employed. The body effect was neglected

Fig. 11. Switching pair as considered in the high-frequency analysis.

stant. Denoting again the-V relation of a transistor with = and the threshold voltage was considered a constant. We will
J(V), with no small signal present, the equation describing tkelopt this approximation for the rest of the analysis, and will
switching pair at high frequencies is comment on the role of the body effect later.

When a small-signal curremf(¢) is present at the transcon-
Ip = f(Vi)+ f(Va) + in + 1Q2 + iQs (33) ductance stage output, voltagés V2, andVgs will change to
dt dt dt Vi 4+ v, Vo +v, andVgs + v, respectively. Taking a third-order
whereQ:, Q», andQ, are the charges of the capacitdts C,, 1aylor expansion of (33) and removing the large-signal part of
andC;, respectively, and; = Vgsy — Vi, Va = Vs, — V. the equation we obtain
have been defined before. The capacitances satisfy

is = Gu+ Gu? + Gv® + 4 [Cv 4 Cyv? + Cppv?]
40, dt

ci(Vy) = 34 (42)
1 (V1) pr (34) h
where
dQ2
Cy (V) = 35
2(V2) = (35) G = fiv + for (43)
40, G, = 3(fivv + favv) (44)
Co(Vis) = dVis (36) Goyy = é(flvvv + fovvy) (45)
. C=C+Co+C (46)
whereVpgs is the body-source voltage of M1 and M2. Capac- L
itanceC}, is the sum of an area and a sidewall junction capaci- O, = 3(Crv + Cov + Civ) (47)
tance and each of its components is given by an expression of Cpy = é(Clvv + Coyy + Coyv) (48)

the form and ClVr ClVV: Cgv, 02vv, va, andCbVV denote the first

(37) and second derivatives of the capacitan€esC-, andC}, with
Ves\™ respect to their voltage arguments in (34)—(36). The incremental
<1 - (/)—J) voltagew is related to the incremental curreitwith a time-
varying Volterra series, as
where the symbol€’;,, ¢, andm; have the usual meaning. Ca- ) )
pacitance<’; andCé are depenaent on the region of operatiol ~ Hi(t, fa) 05 + Ho(t, fa, ) 0 4
and will be approximated by + Hs(t, fa, fo, fo) 002+ -+ (49)

Cgssar — Cgsor Substituting (49) into (42), equating terms of similar power of
(38) 4,,and using the usual notation faras a sum of sinusoids [1],

we obtain (50)—(52), shown at the bottom of the next page. In
which provides a smooth transition from the overlap capadhese equations, the bar above certain terms denotes as usual
tance in subthreshol@¢s,; to the capacitance value in saturathe average over all the terms that result from all possible per-
tion Cgssai. From (37) and (38), analytical expressions for theutations of the frequency arguments [1]. These are linear dif-
derivatives of the capacitances with respect to their voltage &rential equations with periodic boundary conditions and were
guments can be obtained. From (33), (34)—(36), and expressdudved as described in [20] for the case of a periodic ac analysis,
Vasi, Vase, andVgs interms of V() and the common by discretizing them and solving one algebraic sparse linear

C.
C; = !

Ol(Vl) = C’gsoz + 14+ exp(—(vl/ﬁ¢t))
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system of equations. Once the time-varying Volterra series tlihé outputfrequencyislower thgho, butthe resultis essentially

relatesi; with v is known (coefficientd;, H2, andHs), it can
be cascaded with the time-varying power series which retate
with the output current,;, whose coefficients are

di(t) = fiv(t) — fov () (53)
d2(t) = $(fivv(t) — favv(2) (54)
da(t) = t(frvvv(t) — favvv(E) (55)

in order to relate, with 7,; as follows:

iol = Pl(t’fa) ois + PQ(t’faafb) O'Lg
+P3(t7fa7fb7fc)oi§+"" (56)

Above
Pl(tv fa) = dl(t)Hl(tv fa) (57)
Ps(t, fa, fo) = di(t)Ha(t, fa, f5)

+do(t)Hi(t, fo)H1(t, f) (58)

P3(t7 fa7 fln fc) = dl(t)H?)(tv fa7 fbv fc)
+ 2da(t)H1(t, fa)Ha (2, fo, fo)
+ ds(t)Hi(t, fo)Hi(t, fo)Hi(t, fe). (59)

As with low frequencies, time-invariant Volterra coefficients

B1(fa), B2(fa, f5), andBs(f., fu, f.) that describe intermod-
ulation in the frequency band of interest can be extracted
taking the first Fourier coefficients aPy (¢, f.), P2(¢, fa, fu),
and Ps(t, fo, /s, fc), respectively. Assume that theth time-
varying Volterra coefficient has the following Fourier expan
sion:

Pn(t,'): Z Pmk(.)ejQﬂ'kaot

k=—oco

(60)

the same if the input signal frequency is low comparefi 19.3
s If i, consists of two tones of equal magnitude as in (17) where
f1 = fo = fs andf, is the input signal frequency, the third-
order intermodulation generated by the switching pair can now
be calculated as

3

IMgIZ

Bs

=272
By

5

(61)

where we have used the notatidh = B;(f;) and B;
Bs(fs, fs,—fs). It is easy to see that to evaluate these coef-
ficients we needd: (¢, fs), Ha(t, fs, fs), Ha(t, fs,—fs), and
Hs(t, fs, fs,—fs). Hence we must solve (50) once, (51) twice,
and (52) once.

The total mixer distortion can be found by cascading the
power series or \olterra series that describes the transcon-
ductance stage with the time-invariant Volterra series derived
for the switching pair. Assuming that the Volterra series that
describes the transconductance stage is

T Al(fa) O Vin + A?(favfb) OviQn
+ A3(fa7fbvfc) ng)n

the Volterra coefficients that describe the total mixer distortion
are

(62)

Ci(fa) = B1(fa)A1(fa) (63)

by Ca2(fa, fo) = Bi(fa + fo)A2(fa, fo)
+ Ba(fa, f)A1(fa)AL(fs) (64)
_03(fa7fb7fc):Bl(fa+fb+fc)A3(fa7fb7fC) (65)
+2Bo(fas fo + fe)ArL(fa)A2(fo, fe)  (66)

+ Bs(fas fo, fo)AL(fa)AL(fs)AL(fe). (67)

To calculate Cs(f1, fi,—f2), besides Bi(f;) and
Bs(fs, fs, —fs) we needBx(fs,0) and Ba(—fs, 2f,) which

where a dot has replaced the frequency arguments. For a dowmplies that H»(f5,0), Hz(—fs,2fs), H1(0), and H1(2f;)

converterP, _;(-) must be used if the input signal frequengy
is higher tharfLo, or its conjugate iff,, is lower thanf;,o. For an

must also be calculated. Approximately, the second-order

e e e e oo %;‘;W T i b oo
G()HL(t, fa)e'>™ " + % [O(t)Hl (t, fa)cﬂ’ffat} _ pi2hat (50)
G(t)Ha(t, fu, fo)e Tt % [C’(t)fb(t, Jas fb)ej%(fa"'fb)t:|
= —Gu()Hi(t, fo)Hi(t, fo)el?m et It — % [Cu(t)HI(t, FOHL(, fb)ej27f(fa+f5)t} (51)
G(t)Ha(t, fa, fo fo)el2 et it fdt 4 % [C(t)Hg(t, Far For fc)ej2w<fa+f&+fc>t}
=- |:(2G'v(t)Hl(tv Ja)Ha(t, fa, fo) + Guo(t)Hi(t, fo)Hi(t, fu)Hi(t, fc))@j27f(fa+fs+fc)t}
- % [(2Cv(t)H1(t, fo)Ho(t, far fo) + Cou(t) Hui(t, fo)Hi(t, fo)Hu(t, fc))eﬂﬂ(fa-l—fz,-l-fc)t} (52)
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K Upconversion [}
i fL o=4GHz i
Iz=8mA i

Re{P;(t,f,f,-f9}

V,=0.8V

Iy (mA) VTLo

Fig. 12. High-frequency intermodulation prediction (solid line) andFig. 14. The third-order time-varying Volterra coefficieR (z, f., fs, —fs)
simulation with spectreRF (dashed line) for a switching pair operating asfef fixed LO frequencyfr.o =4 GHz, bias currentz =8 mA, and two different
downconverter, versus bias current and for several LO frequencies. The mddelamplitudesl, = 0.8 V and 2 V.

corresponds to a 0.2bm technology, the channel width is 1@0n, and the

the LO amplitude is 1 V. . . . .
a function of the LO amplitude for a fixed bias curreint =

80 8 mA and several LO frequencies. We observe that contrary
ip = 8mA to the low-frequency case where the intermodulation improves
monotonically as the LO amplitude increases, at high frequen-
cies there exists an optimal value after which the intermodu-

70

60 fo=4GHz

s lation increases. The same behavior is observed for upconver-
= %0 sion and has also been reported for bipolar transistor switching
S w0 pairs in [10], [11]. Because of the higher voltage swing of the
oS led £ o=1GHz common-source node when the LO amplitude is high, higher
i 30 flo100MH: current is injected by the parasitic capacitances which accentu-

ates the high-frequency phenomena and alters the periodic op-
erating point of the devices. Fig. 14 shows the real part of the
104 53 - = 5 >3 A third-order time-varying Volterra coefficied®s(t, fs, fs, —fs)
v, (V) of an upconverter over one LO period, for two different values

of the LO amplitude, 0.8 and 2 V, and for the same bias cur-
Fig. 13. High-frequency intermodulation versus LO amplitude, for a fixed biaent 8 mA and LO frequency 4 GHz (for upconversion the com-
current and several LO frequencies. plex exponentials of (50)—(52) approach 1 and the time-varying

\olterra coefficients are mostly real).
interaction can be neglected and the total mixer distortion et us qualitatively comment on the role of the body effect.
can be given as the sum of the intermodulation generated g% have already established in Section IlI-A that at low fre-
the transconductance stage and the switching pair separaigliéncies the behavior of the switching pair is largely insensi-
in a similar fashion to (30) for the low-frequency case. It i§ye to the body effect. Observe that in theV relation of the
worth noting, however, in the example of Fig. 21, that whefiansistor, the sun¥s + Vi appears. Whenever because of a
the high-frequency switching-pair nonlinearity dominateghange in the LO voltage or the transconductance stage current
the mixer distortion, the interaction between the two stag@schange its + Vi occurs, the change ivis is smaller in the
partially improves Iinearity and the total mixer intermOdU|atiOIbresence of body effect than in its absence, because part of the
is lower than that of the switching pair alone. This behavior iggriation in Vs + Vi is contributed by the change #ir. Re-

20

not observed at low frequencies. ducedVs swing means that at high frequencies the body effect
effectively reduces the value of the capacitance connected to the
B. Results and Comments common-source node approximately by the quarititi + b)

Fig. 12 shows intermodulation for downconversion operatiomhereb is the ratio of the small-signal body transconductance
as predicted with the above method and as simulated with Speeer the small-signal gate transconductance (althduigpends
treRF, versus bias current and for several values of the LO fiem Vs, for simplicity it is considered here a constant). A typical
guency. The quarter-micron technology whose BSIM3 versimalue for the quantityt /(1 + b) is 0.9 and this modification to
3 model is available was used, the channel width was; &0 the capacitance value causes only a minor change to the distor-
and the LO amplitude was 1 V. Similar simulation with theaion prediction. However, it has been taken into account in the
BSIM3 version 2 model results in a high-frequency intermodyredicted curves shown in this paper.
lation curve with large discontinuities, caused by discontinuities Finally, let us comment on some assumptions adopted about
in the derivatives of the gate—source capacitance of this modikle local oscillator. The presence of a time-varying common LO

Fig. 13 shows intermodulation for the same switching pair e@bltage results in an additional voltage swing of the common
the same 0.2%+n technology, performing downconversion asource node and enhances the reactive effects which appear at
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Fig. 15. Comparison of the-high frequency intermodulation prediction using

realistic voltage-dependent capacitor models (solid line), a fixed-value capaciig. 16. High-frequency intermodulation versus bias current for several values
connected from the common-source node to ground (short dashed line), ahthe parameter§’;.. f.o andé for V, =1 V.

the simple approximation in which.25C;., is a gate-source capacitor and

0.75C4.+ Is a fixed capacitor to ground (long dashed line). . . .
complete model of voltage-dependent capacitors described in

) ) » ) Section IV-A. In this simulation, the quarter-micron technology
lower frequencies. This was also verified experimentally. The < ;sed. the channel width was 100, the LO amplitude was

assumption about the approximately sinusoidal shape of the @ anq several values of the bias current are shown. It is worth
voltage waveform is usually realist?c at high frequencies. In th‘?oticing in this graph that for relatively high bias current, the
case that a tuned loadC buffer provides the LO signal, the LO g, frequency deterioration up to very high frequencies is al-
waveform remains approximately sinusoidal as long as the '%F%st negligible.
capacitance is not dominated by the time-varying gate-sourcgsig 16 shows intermodulation of the switching pair operating
capacitances. The presence of an output impedance of the lagal qownconverter versus bias current for a fixed LO amplitude
oscillator causes small error in the predicted intermodulatiqf q V, for several values of the parameterand for several
yalue if the f';lc.tual applied LO waveform amplitude is consider%dues of the parameté... fr.o, including the one that corre-
in the prediction. sponds to dc. We observe that the intermodulation at any given
frequency can be viewed as the sum of its value at low frequen-
cies and a high-frequency component. In addition, the high-fre-
guency component does not significantly depend on parameter
The calculation of the switching-pair intermodulation at high, and can be approximately calculated from the particular case
frequencies is very fast when compared with the performanegd = 0 which corresponds to square-law devices. For very
of a circuit simulator. It requires, however, the use of numehigh frequencies, however, the curves for diffefeaalues start
ical methods and is not easily applicable by a designer. For thisdeviate. FOC;.: fLo /K1 = 3 - 1072V, the curve ford = 0
reason we will attempt to capture the intermodulation perfostands higher than that fér= 3 V—! by approximately 6 dB.
mance of the switching pair in graphs of normalized variables. For reasonably high LO amplitudes, and when capacitive ef-
Having the ability to rapidly evaluate the intermodulation ofects are significant, we can assert that the subthreshold conduc-
the switching pair, we can experiment with the related paranien of the devices does not significantly affect the mixer be-
eters. Neglecting the terms involving derivatives of the capagavior. From (40) and (41), the common source potential equals
itances in (50)—(52) does not appreciably change the predic- Vo
tion, while replacing all the time-varying capacitors by one of _ _VitVa
constant valug”;; from the common-source node to ground Vs = Vi, Vr (68)

causes only a small inaccuracy. Since for the largest part of th _ . _
LO period one of M1 and M2 is cut-off, a reasonable value f(WﬁereVLO’C is the common LO voltage. Using the latter in (39),

Chot is the sum of the total junction capacitance to ground, fAssuming square-law devices and neglecting the subthreshold

gate—source capacitance of one of the two transistors in sat r%r-‘d“"“"”: ;Ne obc:allnt.the equations that determine the high-
tion, and the gate—source overlap capacitance of the other trafquency intermodutation

sistor. To generate the following graphs of normalized variables
we will make the arbitrary but better than the constant capaci-

C. High-Frequency Intermodulation in Terms of Normalized
Parameters

Ip = Kiu(V1)? 4+ K u(Va)?

tance approximation that 0.25; is a gate—source capacitance + (C1 = C2) Vo fro cos(2m frot)
dependent on the transistor region of operation as in (38), and n (C1+C+Cy) d (Vi + V) (69)
the rest, 0.7%, ¢, is a constant capacitance to ground. Fig. 15 2 dt ?

shows intermodulation of a switching pair operating as a down-

converter versus LO frequency, for a fixed capacitor connected Vosin(27 frot) = V1 — Vs (70)

to the common-source node, for the simple model that arbi-
trarily breaks downC',; as just described, and for the moravherew(z) is the step function which equals its argument if it
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Fig. 17. Normalized high-frequency intermodulation for a downconverter and
sguare-law devices. Fig. 19. Measurement setup.

be valid for an upconverter. Lettinfy ~ 0, we obtain the corre-

sponding graphs shown in Fig. 18. In these normalized graphs
the body effectis neglected, but can be approximately accounted
for by reducing the capacitance value as discussed previously in

(dB)

w® Section 1V-B.

N¥—

e V. MEASUREMENTS

N I

s To experimentally verify the validity of our results, third-

order inputintercept point (Il measurements were taken from

a single-balanced active CMOS mixer fabricated in the Philips
Qubic2 process. The measurement setup is shown in Fig. 19.
The LO frequency was 375 MHz, the input signal consisted of
two tones around 395 MHz spaced 60 kHz apart, and the output
was obtained at 20 MHz. The input was resistively matched to
Fig. 18. Normalized high-frequency intermodulation for an upconverter afsQ (),

square-law devices. The width of the transconductance stage transistor was
100 ;zm, that of the switching pair devices was 20, while
minimum channel length 0.8m was used for all the transis-

is positive and is zero otherwise. Equivalently

I Vo2 Vo 2 tors. An I-V curve was obtained using the available SPICE
=B __ <_1) +u <_2> model, and the parameteffs= 0.94 V1, K = 10.4 mA/V?,
K,V Vo Vo andn¢, = 44 mV were extracted with curve fitting for a

(C1 = C2) from cos(2nt’) 100:m-wide device. The capacitances were also estimated
K1V, from the available SPICE model and provided a total effec-
(C1+C2+Cy) fro tive capacitance of approximately 0.8 pF, connected to the
2KV, common-source node. For the total mixer intermodulation
d (Vi W prediction, the nonlinearity of the transconductance stage was
C <VO + V()) (71) provided by a power series which can be easily derived from
_ 7 7 the expressions given in the Appendix.
sin(2nt') = V.V, (72) Fig. 20 shows measurements and prediction of NBrsus

bias current for a fixed LO amplitude of 1 V. Very good agree-
where the normalized time variabié = t¢f1.o has also been ment is observed. Also shown are the individual contributions
introduced. It is now apparent that the high-frequency part of the transconductance stage and the switching pair, as well
the intermodulation can approximately be expressed in termsasf the contribution that the switching pair would have at low
two parametersZ = Ig/(K1V?) andY = Cio fro/(V,K1). frequencies. The switching pair nonlinearity dominates at high
Fig. 17 shows normalized intermodulatidpd(Bs/B1)KV.* bias current. At low bias current, where the switching-pair per-
for downconversion operation in terms of the two parametefsrmance deteriorates compared to dc, the performance of the
These particular curves were obtained for LO amplitude 1 ¥ansconductance stage is also poor, and as a result the total
but close agreement is observed if the calculations are repeateéger intermodulation prediction is almost identical with that
with a different one. The same normalization can be shown &blow frequencies.
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’ Switching Pair at DC i APPENDIX
30 Transconductance Stage ,}'\'5 - If I = f(V)is theI-V relation of a transistor in saturation
25 \ T as given by (1) and (2), with direct differentiation we find
7 ' .
g 20 Jv=1Ix Xv (73)
=15 Jvv = fxx -X% + fx - Xvv (74)
" 7 Prediction fovv = fxxx - Xp +3(fxx - Xv - Xvv)
Measurement + fx - Xyvy (75)
s Vo=V
0 2 4 6 8 10 12 nnere
Iy (mA) Fx = KX (24 6X) (76)
14 6X)2
Fig. 20. Intermodulation measurements versus bias current for a fixed LO ( 2 )
amplitudeV, = 1 V. fxx = Km (77)
15 —60
B U =K ——— 78
14 Biptin. it EE Ixxx 1+ 6X) (78)
BT T~ /\ Transconductance Stage ) o )
" .}'/. **<e,  Total mixerlIPyat DC are the first three derivatives gfwith respect ta¥,
= | <
E
% e Prediction XV = T]-Q (79)
- 10 s
= 9 Xyy = ! 1 (80)
s Switching Pair : . YV ongy (s+s~1)2
Measurement So - ¥ 1 (S - 8_1) (81)
! ty=1.5mA | VT @ne)? (s s
6
06 08 1 1‘2V (v)l"‘ L6 18 2 are the first three derivatives &f with respect td/, and
L V_V)/(a
Fig. 21. Intermodulation measurements versus LO amplitude for a fixed bias s =l 7)/ (e, (82)

current/z = 1.5 mA.
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