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ABSTRACT Computer-aided detection and diagnosis in ECG signals for heart diseases are gaining
increasing attention. However, developing and selecting the highly performing diagnostic model suitable
for clinical implications is still challenging. In this paper, we proposed a combined network of convolutional
neural network (CNN) and Recurrent Neural Network (RNN), designed for the classification of ECG heart
signals for diagnostic purpose. The proposed network consists of 2 convolutional layers with 5 x 5 kernels and
ReLU activations, followed by 4 residual blocks, 2 bidirectional long short-term memory (biLSTM) layers,
as well as 2 fully connected layers. Each residual block involved the structure of a Squeeze-and-Excitation
Network (SENet) with lightweight property to recalibrate the feature map of the network. The last dense
layer has 5 outputs, equivalent to the classes considered: non-ectopic beats, supraventricular ectopic beats,
ventricular ectopic beats, fusion beats, and unknown beats. To train and evaluate the combined CNN and
RNN, we transferred the knowledge acquired on beat classification tasks in 2017 PhysioNet/CinC Challenge
to that in PhysionNet’s MIT-BIH dataset. The developed network achieved a recognition sensitivity of
95.90%, accuracy = 95.90% and specificity = 96.34% with classification time of single sample = 6.23 s
in detecting 5 ECG classes. A comparative analysis proved the high performance of the proposed combined
CNN and RNN against previous methods, demonstrating the potential of our proposed network in the
analysis of beat patterns. The proposed model can be applied in cloud computing or implemented in mobile
devices to evaluate cardiac health with the highest precision.

INDEX TERMS Electrocardiogram (ECG), classification model, convolutional neural network (CNN),

recurrent neural network (RNN).

I. INTRODUCTION

Electrocardiogram (ECG) is the most widely used diagnos-
tic tool in cardiology [1]. ECG uses external electrodes to
measure the electrical conduction signals of the heart and
record them as characteristic lines. These lines allow the axis,
rate, and rhythm, as well as the amplitudes of specific parts
of the heart (e.g., the P wave, PR interval, QRS complex,
ST segment) to be examined. Understanding and interpret-
ing the ECG recordings are crucial to increase the accuracy
of diagnosis and introduce timely management to patients
with abnormal heart rhythms, heart attack, and enlarged
hearts [2], [3].
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Despite the evolution of consensus statements and
guidelines regarding the ECG interpretation enhanced iden-
tification of cardiovascular pathology [1], [2], [4], manual
interpretation of ECG is still time-consuming and cumber-
some. The categorization of different waveforms and mor-
phologies into the standardized signals has a few challenges
due to diversity amongst the ECG features, the individuality
of the ECG patterns, and variability in ECG waveforms of
patients [5]. Thus, developing the most appropriate classifier
that is capable of classifying arrhythmia in real-time becomes
a critical issue in ECG arrhythmia classification. ECG clas-
sification includes preprocessing, feature extraction, feature
normalization, and classification.

In the recent decade, multiple machine learning algorithms
and approaches have been developed to interpret accurate
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results from ECG and diagnose various cardiac condi-
tions, such as fuzzy-based machine learning [6], rough set
theory [7], support vector classifiers [8], and neural net-
works [9]-[11]. Based on the neural networks, deep learning
with multiple hidden layers has been further developed to
automatically extract the hidden signatures from the raw
data and use this knowledge for the classification, instead of
manually extracting the features from the raw ECG data with
hand-crafted techniques in the machine learning techniques.

In neural network models, besides two representative train-
ing methods (back-propagation (BP) algorithm and deep
belief network (DBN)) in deep learning-based ECG diag-
nosis [12], convolutional neural networks (CNN) and recur-
rent neural networks (RNN) have been widely used in
ECG classification. A 5-layer CNN network was constructed
based on the small size of a public PAF prediction chal-
lenge database to identify individuals with paroxysmal atrial
fibrillation (PAF) [13]. By using the MIT-BIH arrhythmia
database, 16-layer 1D-CNN was designed as well to clas-
sify 17 ECG classes of cardiac arrhythmias (normal sinus
rhythm, 15 cardiac arrhythmias, and pacemaker rhythm).
However, despite of the high accuracy (91.33%) and low
computational complexity (classification time per single sam-
ple of 0.015 sec), the experiment was conducted only based
on 3600 10-s ECG samples, with the most ECG signal
fragments of 283 for the normal sinus rhythm class [14].
Similarly, a 3-layer deep genetic ensemble of classifiers was
constructed to detect the 17 arrhythmia ECG classes, with
improved accuracy of 99.37% [15]. However, the complex
classifier needed feature extraction and longer training and
optimization time. In addition, a 10-layer deep CNN model
was designed to identify patients with myocardial infarction
(MI) by using ECG records of 651 normal and 651 MI
samples in Physiobank ECG database, with accuracy of
over 99% [16].

However, it is worth noting that ECG is a time series signal
that reflects the electrical activity of the heart. The signal
consists of a series of repetitive and stereotyped complex
waveforms with an obvious frequency of approximately 1 Hz.
Although CNN has high computational efficiency, it is more
suitable for spatial data such as images but RNN is more
sensitive to sequential time series data. Therefore, a 3-layer
RNN model was constructed to detect Power-Line Inter-
ference (PLI; one of the main noise components in ECG)
resided in ECG signals [17]. Furthermore, a Long Short-
Term Memory (LSTM) RNN was constructed to classify the
normal and abnormal beats in an ECG, with accuracy of
88.1% [18]. However, RNN is difficult to train because it
requires memory-bandwidth-bound computation.

Considering the advantages and disadvantages of CNN
and RNN, we here proposed a hypothesis that merging CNN
and RNN into a single network could improve prediction
and accuracy of ECG classification and be more suitable for
industry and clinic application [19].

Moreover, it is noteworthy that Zhu et.al merged a bidi-
rectional LSTM and CNN to generate synthetic ECG data
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FIGURE 1. Architecture of our proposed model.

that agreed with existing clinical data so that the features of
patients with heart disease could be retained [20]. Usually,
not enough medical data is available to construct a deep
learning neural network model, so the development of the
concept of knowledge transfer [21], i.e., utilizing knowledge
acquired for one task to solve related ones has been devel-
oped. Salem et al. [22] used the knowledge learned from
images in the ImageNet dataset, consisting of many classes of
images such as animals and objects, to the ECG domain by a
deep neural network (DenseNet). Similarly, Xiao et al. [23]
used a pretrained Google Inception V3 model based on the
ImageNet dataset to retrain a CNN model, and thus detected
ischemic ST changes in ECG. Also, Wu et al. [24] employed
AlexNet weight initialization trained on the ImageNet and
trained 2D-CNN to classify ECG signals into normal and
abnormal beats. The above systems show that transfer learn-
ing strategies are applied on different pre-trained neural
networks to carry out final classification. In this work, we
aimed to construct a pre-trained model for identification of
Atrial Fibrillation (AF) with the 2017 PhysioNet/CinC Chal-
lenge dataset for transfer learning. Then, we were to use
the weights saved from the pre-trained model as the initial
weights to classify 5 different beat categories in accordance
with Association for the Advancement of Medical Instrumen-
tation (AAMI) EC57 standard by combining CNN and RNN
(Figure 1). We expected our model could support clinical
diagnosis and application through high performance with
small model size.
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FIGURE 2. Real ECG signal. (a) and (b) show raw signals in 2017
PhysioNet/CinC Challenge dataset and MIT-BIH Dataset, respectively.
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FIGURE 3. Denoised ECG signal. The ECG signal shows characteristics
of 5 different beats in MIT-BIH Dataset.

Il. METHODS

In this section, we first described details of the datasets
involved in the study and data preprocessing steps, and then
introduced our proposed deep learning method. Before the
description of proposed classification network, we also pre-
sented the characteristics of the input data to better under-
stand our proposed model.

A. DATASETS

The training set of 2017 PhysioNet/CinC Challenge [25]
consists of 8528 one lead ECG recordings lasting from 9s to
61s at the sampling rate of 300Hz, involving normal rhythm,
AF rhythm, other thythm, and noisy recording. The dataset
was used to train initial weights for transfer learning. The
MIT-BIH Arrhythmia Dataset [26] was used for construct-
ing the neural network in our work. The MIT-BIH dataset
contains 48 ECG recordings from 47 subjects recorded at
the sampling rate of 360Hz. Table 1 shows the mapping
of 5 different beat categories for this dataset following AAMI
ECS57 standard. Figure 2 a and b show raw ECG signals
captured with a sampling frequency of 300 Hz and 360 Hz in
2017 PhysioNet/CinC Challenge and MIT-BIH Arrhythmia
Dataset. After applying denoising and beat detection tech-
niques, Figure 3 shows the ECG signal with 5 categories in
MIT-BIH Arrhythmia Dataset.

B. DATA PREPROCESSING

Before training, preprocessing of ECG signal was performed,
in order to remove the baseline wander, motion artifacts,
and other interruptions of the original recorded signal [27].
Our preprocessing strategy was simple, without any form of
filtering or any processing that made any assumption about
the signal morphology or spectrum. Five steps were involved
in the preprocessing strategy for the ECG data.
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TABLE 1. Mapping of 5 AAMI EC57 categories 25 with heartbeats in
MIT-BIH Arrhythmia Dataset.

AAMI Annotations of
EC57:1998 MIT-BIH heartbeats
Non-ectopic ‘Normal beats
beats (N) ‘Left bundle branch
block beats
‘Right bundle branch
block beats
Nodal (junctional)
escape beats
- Atrial escape beats
Supra - Aberrated atrial
ventricular premature beats
ectopic beats (S) | -Supraventricular

premature beats

- Atrial premature
contraction

‘Nodal (junctional)
premature beats

-Ventricular flutter
wave

Ventricular
ectopic beats (V)
*Ventricular escape
beats

‘Premature
ventricular
contraction

‘Fusion of
ventricular and

normal beats
Unknown beats | ‘Paced beats
Q) ‘Unclassifiable beats
‘Fusion of paced and
normal beats

Fusion beats (F)

(1) Down-sampling: The ECG signals in 2017 Phy-
sioNet/CinC Challenge and MIT-BIH Arrhythmia
dataset was down-sampled from 300 Hz and 360Hz to
125Hz, respectively.

(2) Normalization: The ECG signals were normalized to
have values between 0 and 1.

(3) R-peak and T episode detection: The ECG R-peaks
were detected based on a threshold of 0.9 on the
normalized value of the local maximums. T episodes
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(i.e., intervals during which the ECG exhibits signif-
icant T-wave changes) were further identified by the
median of R-R time intervals.

(4) Beat extraction: ECG beat signals were extracted from
the ECG T episodes. Reference annotation files were
used to label each beat.

(5) Zero padding: Since the input length of beats for our
model has to be identical, we set the maximal length
to 10s for the 2017 PhysioNet/CinC Challenge dataset
and 30s for the MIT-BIH dataset, respectively. Longer
beats are cut at 10s/30s and shorter ones are padded
with 0.

C. ARCHITECTURE OF PROPOSED MODEL

In order to design the optimal architecture and configuration
of a deep learning model suitable for solving ECG heart-
beat classification tasks, it’s necessary to fully understand
the characteristics of ECG signals. As shown in Figure 4,
in a beat cycle, a normal ECG signal is mainly composed
of P wave, QRS wave group, and T wave. These differ-
ent waveforms contain very rich information. For exam-
ple, the PR interval reflects the atrioventricular conduction
time, which is also called the time limit of the cardiac
cycle; the ratio of the PR interval to the RR interval reflects
paroxysmal supraventricular tachycardia. Recognition of the
waveforms in the ECG signal and extraction of the corre-
sponding features are important steps to conduct the ECG
heartbeat classification task. In fact, before application of
artificial intelligence algorithms in ECG classification tasks,
wavelet transform method [28], [29] was generally used to
identify QRS complex in the ECG signal, and to determine
the characteristics and positions of other typical complexes
based on the QRS complex. Also, it helped to perform the
feature extraction operation, to obtain the time domain or
frequency domain features of detected complexes. The ECG
features obtained from the wavelet transform were finally
the inputs to traditional machine learning classification algo-
rithms, i.e., support vector machines (SVM) and random
forests, which probably resulted in weak generalization and
discrimination performance. To avoid the disadvantages of
manually selected features, convolution kernels of CNNs
were developed [30]. At present, CNNs have been success-
fully applied in many ECG signal analysis and processing
tasks [13], [14], which encourages the application of CNNs
and their based networks to extract and classify ECG sig-
nal features. However, 1D CNN obtains global information
mainly by aggregating local information which only involves
the current input. In analyzing and processing time-series
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ECG data, a single CNN structure confronts the problem in
modeling long sequence information. Therefore, to overcome
this performance limitation in using 1D CNN, it is necessary
to formulate an appropriate algorithm structure framework
and training strategy so the model can reduce the running time
and improve the accuracy rate.

1) ARCHITECTURE OVER VIEW

Based on the previous analysis, we designed a deep learning
algorithm framework shown in Figure 1, which was used
to implement the learning task from sequence to sequence.
The proposed algorithm consists of two parts: a CNN and
an RNN. First, the raw time series ECG signal was used as
input into the CNN to extract sequence features, and then
these features were employed as input into the RNN to per-
form heartbeat classification tasks. In addition, in the train-
ing process of the combined model, we introduced transfer
learning, which used the weight parameters pre-trained on
the 2017 PhysioNet/CinC Challenge dataset to initialize our
network, thereby helping to find the global optimal solution,
and finally improving the classification performance of our
model. In the following section, we described CNN, RNN
and transfer learning of the proposed network in detail.

2) DESCRIPTION OF CNN LAYERS

The raw ECG signal was passed through 2 consecutive 1D
convolutional layers and was then input to the convolution
module in the dashed box shown in Figure 1. For the con-
volution module, there were 4 modules in total, and each
module had 3 convolutional layers. The filter size of the
convolutional layer in the model was all 5. The number
of convolution kernels of the first and the second convo-
lutional layers was 32, while the numbers of convolution
kernels for the four modules in the dashed box were 64, 96,
128, and 160, respectively. For the module in the dashed
box, we adopted a residual connection method [31] similar
to the deep residual network to make the model fully use
the global context information, and introduced a Squeeze-
and-Excitation (SE) module [32] to improve the sensitivity
of our model for channel features. When the convolutional
network performed convolution layer by layer, the obtained
features were transferred from details (textures, lines, etc.) to
abstractions (parts of the entire object, rough outlines, etc.).
The residual block could catch different information from
the feature sets extracted by different convolutional layers,
thus effectively enhanced the discrimination capability of
features and avoided a large increase in model parameters.
Furthermore, the residual block not only provided feature
reuse but also enhanced gradient flow. The activation function
of all the CNN layers was ReLLU function. Also, we added a
batch normalization layer after each convolutional layer to
avoid overfitting during training.

3) DESCRIPTION OF RNN LAYERS
As shown in Figure 1, after the feature extraction by CNN
layers with raw ECG signal as input, the features were
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FIGURE 5. Architecture of bidirectional LSTM.

input to the RNN layer for classification. For the ordinary
CNN model, the signal of neurons in each layer can only
be propagated from the lower layer to the upper layer, and
its processing for samples is independent at every moment.
Moreover, CNN focuses more on the spatial correlation of
features, which makes it relatively difficult to construct a
model using time series data. While for the RNN model, the
output of the neurons in each layer can directly affect itself
in the next time period, so RNN can be used to describe the
output of continuous state over time, and is more suitable
for the analysis tasks on time series data such as speech,
text, and weather. However, the RNN also has some obvious
disadvantages. When the input time series data has a large
dimension, the calculation efficiency of RNN is relatively
low. Therefore, this study used alD CNN module as a feature
extractor to reduce the feature dimension and then used RNN
for prediction. Specifically, the RNN module was a two-layer
bidirectional Long short-term memory (bi-LSTM) [33], and
the dimension of each layer was 64. As shown in Figure
5, bidirectional LSTM, as a special RNN, simultaneously
models each sequence in both the forward and backward
direction, which enables a richer representation of long-term
dependencies of time series data, since each token encoding
contains context information from the past and the future.
Meanwhile, to avoid overfitting of the model, Dropout layers
with coefficients of 0.2 and 0.5 were added between each
layer of bidirectional LSTMs. Finally, the output vectors of
the RNN were input to the softmax layer with 5 neurons to
perform the heartbeat classification task.

4) DESCRIPTION OF TRANSFER LEARNING

Considering patient privacy and labor cost, it is usually
difficult to obtain enough labeled ECG signal data. There-
fore, limited by the scale of the training data, the proposed
combined model still has a certain degree of deficiency
in generalization. To further improve the model classifica-
tion performance, we took advantage of transfer learning
to improve the generalization and robustness of our deep
learning model. We employed the 2017 PhysioNet/CinC
Challenge dataset to pre-train our proposed model, and then
transferred the learned knowledge to the heartbeat classifica-
tion task. Specifically, the proposed transfer learning method
included a pre-training phase and a parameter transfer phase.
In the pre-training stage, we first adjusted the number of
neuron nodes of the last fully connected layer of the com-
bined network shown in Figure 1 to 4 to meet the needs of
the pre-training task; then used the he_normal initialization
method to set the initial weights of each layer of the combined
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network; finally used the 2017 PhysioNet/CinC Challenge
dataset to train the combined network and saved the weights
after training.

In the parameter migration phase, we first loaded the
weights in the pre-trained model (except the weights in the
last fully connected layer) into the combined network model
to perform network parameter initialization. Then, we read-
justed the number of neuron nodes in the last fully connected
layer to 5 to meet the training needs of the target task.
Finally, we used the training samples in the pre-processed
MIT-BIH data set to train the model. After the model con-
verged, we used the test set of MIT-BIH for testing. It was
notable that this fine-tuning strategy in transfer learning did
not increase the model parameter size while improving the
model performance.

5) TRAINING METHOD

In the training process of our proposed neural network,
we iteratively trained the network by randomly extracting
small batches of data (batch_size) from the training data.
The optimal setting of the learned weight parameters was
obtained by minimizing loss functions that was determined
by gradient descent algorithm. In this study, we used Keras
(https://keras.io/) framework with Tensorflow as the backend
to train and evaluate the proposed network. We used the
combination of Adam optimizer [34] and cross-entropy loss
function to find the optimal solution of the network. The
cross-entropy loss function was used to calculate the differ-
ence between the prediction result of the sample and the real
label, while the Adam optimizer comprehensively considered
the first moment estimation (First Moment Estimation) and
second moment estimation (Second Moment Estimation) of
the gradient to update the adaptive weight parameters. After
sufficient experiments, we set the three parameters of Adam
optimizer’s learning rate, beta-1, beta-2 to 0.001, 0.9, and
0.999, respectively. We set the batch_size to 250 and the
number of iterations to 100 as well.

Ill. EXPERIMENTAL SETUP AND RESULTS

A. EXPERIMENTAL SETUP

1) EVALUATION

To evaluate the effectiveness of our model, we applied a train-
test splitting scheme. For the MIT-BIH Arrhythmia Dataset,
800 ECG recordings were randomly selected as “training
ECG recordings™, and the actual training of the model was
carried out on the training set. The remaining ECG recordings
were set as “‘test ECG recordings”, and the performance of
the model was assessed on the test set. Accuracy (1) is the
ratio of the correctly labeled subjects to the whole pool of
subjects. Compared with classification accuracy, F-score (2)
which is the current principal performance measure of a
test’s accuracy is a better metric when there are imbalanced
classes [35]. Fl-score that considered both the precision (3)
and the recall (4) of the test was used over each class in our
multiclass task. Precision is referred to as positive predictive
value, while Recall is referred to as the true positive rate or
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sensitivity. The presented performance was comparable to
performances reported in the literature. The area under the
receiver operating characteristic curve (ROC) was also used
to evaluate performance of our proposed network.

A TP + TN 0
ccuracy =
YT TPXFPYFN+ 1IN

Recall x Precision

F=2x — 2
Recall + Precision
where
. P
Precision = —— 3)
TP + FP
TP
Recall = —— @
TP 4+ FN
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FIGURE 8. Confusion matrix for ECG beat classification on the test set of
MIT-BIH arrhythmia Dataset. (a), (b), (c) and (d) are confusion matrix of
models of Kachuee et al. [36], Pyakillya et al. [37] and Hannun et al. [38],
as well as our proposed network, respectively. Numbers inside blocks are
number of samples classified in each category normalized by the total
number of samples and rounded to two digits.

TP denotes the number of true positives, TN the number of
true negatives, FP the number of false positives, and FN the
number of false negatives.

2) IMPLEMENTATION
The proposed network was implemented using the Keras
(https://keras.io/) framework. Methods which did not involve
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TABLE 2. Comparison of the proposed network and state-of-the-art
methods.

Work Method Precision(%) Recall(%) F1-score(%) Accuracy (%)

Kachuee 1D CNN 94.30 93.42 93.43 93.42

et.al [36]

Pyakillya 1D CNN 91.35 88.52 88.58 88.52

etal[37]

Hannun 1D CNN 95.46 94.95 94.97 94.95

et.al[38]

Our work 1D CNN+ 96.34 95.90 95.92 95.90

Bi-LSTM

convolutional networks were coded in python. All exper-
iments were performed under a Linux OS on a machine
with CPU Intel Core i7-9700K @ 3.6 GHz, GPU NVIDIA
GeForce GTX 1080, and 64 GB of RAM.

B. RESULTS

1) TRAINING AND TEST RESULTS

Our proposed network performed well for the beat epoch
classification studies. When trained for 500 epochs, the clas-
sification accuracy rates were almost 100% for the training set
of MIT-BIH arrhythmia Dataset, and the curve was relatively
flat. While for the test set, the accuracies were between
90% and 95%, and the accuracy curve became relatively flat
after 100 epochs (Figure 6a). Similarly, the loss curve of
training set was almost O and very flat. While the test loss
over epochs was between 0.3 and 0.5 (Figure 6b), indicating
good generalization performance of the cross-entropy loss
function. Figure 7 showed ROC curves of our network on the
test dataset. The dashed (diagonal) line represented 0.5 ROC
indicating a random performance. Our network achieved a
high ROC of ~1.

2) COMPARISON WITH THE STATE OF THE ART

Further comparison of confusion matrix (our proposed net-
work vs. 3 state-of-the-art models) showed that our proposed
network was able to make more accurate predictions and dis-
tinguish different classes with higher robustness (Figure 8a),
while the models of Kachuee et.al, Pyakillya et.al and Hannun
et.al had more miss-recognitions (Figure 8 b and c). The
overall accuracy of 5-classes beat classification performed
in previous section (3.2.1) presented an average accuracy
of 95.9% (Figure 8d).

Moreover, we used 3 state-of-the-art models to classify the
MIT-BIH arrhythmia database, and compared their precision,
recall, and Fl-scores with those of our proposed network.
Compared with our proposed network presenting precision
and recall performance of ~96%, Kachuee’s, Pyakillya’s
and Hannun’s models had much lower precision and recall.
Table 2 further demonstrated the higher average F1-score
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and accuracy in our proposed network. On the other hand,
to further validate the superior performance of our net-
work, we also collected results of classification work in the
MIT-BIH arrhythmia database with other models.

IV. DISCUSSION AND CONCLUSION

Classification of ECG signals plays an important role in
diagnoses of heart diseases. Applications of ECG signal
classification models in detecting abnormality type and diag-
nosing a new patient are more precisely than manually. Devel-
oping and selecting the most appropriate classier is still a
changeling problem.

Our proposed network showed better performance com-
pared with the other 3 published models. As shown in table 2,
the first row corresponded to a CNN-based model consisting
of 1D CNN to extract ECG features and 5 residual blocks for
classification. Each residual block involved 2 convolutional,
2 ReLu, a residual skip connection, and a pooling layer. The
second CNN we tested was composed of 7 convolutional
and 4 dense layers. All the CNN layers used 128 kernels,
with the same size 5 x 5. While for the third CNN, it con-
sists of 16 residual blocks with two convolutional layers per
block. The 3 published deep learning algorithms were all
one-dimensional CNN architectures. Although this network
architecture had certain advantages in training efficiency,
it mainly focused on the correlation with the feature space,
and adopted the sliding window that could not capture long-
distance features. Therefore, CNN was difficult to learn
the long-term dependence of the features contained in the
ECG sequence data in the time dimension. In addition, the
hyperparameters such as convolution kernel size, number of
convolution layers and pooling layers, as well as learning
rate in the 3 published models would also affect the classi-
fication performance. While for our proposed classification
method, we proposed a combined method of CNN and RNN.
LSTMs is a type of RNN with a gated structure to learn long-
term dependencies of sequence-based tasks. Bi-LSTMs are
an extension of traditional LSTMs that train two instead of
one LSTMs on the input sequence (one from past to future
and one from future to past), which can understand context
better, and thus can improve model performance on sequence
classification problems. The combined method used the RNN
to discriminate the features extracted by the CNN, so as
to make better use of the advantages of CNN and LSTM
(CNN has advantages in model size and training efficiency,
LSTM has advantages in long-term dependence modeling of
dynamic time series data). We also introduced a fine-tuning
strategy in transfer learning, by transferring the knowledge
learned in the 2017 PhysioNet/CinC Challenge dataset to the
heartbeat classification task studied in this paper, in order
to further improve the convergence speed of the combined
model.

However, although the proposed network had better per-
formance, there were still some limitations that could not
be ignored and should be considered when interpreting the
results. The MIT-BIH data set we used for training and
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testing had a considerable imbalance in category distribution.
Although we adjusted the imbalance through the data amplifi-
cation method, the data imbalance still has a certain impact on
the generalization of the model performance. In addition, this
study only studied one cardiovascular disease, i.e., arrhyth-
mia, while the clinical signs of heart diseases were often
complex and diverse. Thus, it will be necessary to continue
to introduce more types of ECG data to expand the scope of
the proposed network.
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