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Recent research indicates that when analyzing graphically presented single-subject data,
subjects trained in visual inference appear to attend to large changes between phases
regardless of relative variation and do not differentiate among common intervention
effect patterns. In this follow-up study, experts in applied behavior analysis completed
a free-sort task designed to assess the effects of these dimensions on their use of visual
inference. The results indicate that they tended to differentiate among common inter-
vention effect patterns but did not attend to relative variation in the data.
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Although visual inference is the predominant
mode of data analysis for single-subject designs
(Kratochwill & Brody, 1978), only recently has
this procedure been empirically analyzed. The
nature of visual inference judgments has been
investigated by comparing the conclusions de-
rived from visual inference with those of statis-
tical analysis or by evaluating interjudge agree-
ment. Jones, Weinrott, and Vaught (1978)
compared judges' use of visual inference to time-
series analysis and found that there was little
agreement between these two modes of data
analysis and that interjudge agreement was low.
DeProspero and Cohen (1979) developed hypo-
thetical graphs, and reviewers of behavioral psy-
chology journals rated the degree of "experimen-
tal control" shown in the graphic data; they
also found that interjudge agreement was low.
The results of these studies indicate that visual
inference may be an unreliable mode of data
analysis.

Research on the reliability of visual inference,
however, has shed little light on how individuals
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rence J. Hubert for his assistance during this study.
Reprints and a detailed description of the algorithms
used to generate the data sets and the computer pro-
gram are available from Bruce E. Wampold at the
Department of Educational Psychology, University of
Utah, Salt Lake City, Utah 84112.

visually analyze time-series data. One investiga-
tion of this topic (Wampold & Furlong, 1981)
assumed that when a graph is viewed it is com-
pared to the common intervention effect patterns
discussed in the single-subject methodological
literature (see, for example, Parsonson & Baer,
1978, pp. 123-129) and is classified as an exam-
ple of the particular pattern (e.g., positive
change in level, immediate and lasting effect)
best fitting the data. Thus, each graph is concep-
tualized as a transformation of one of the ideal-
ized data patterns. The pattern of changes across
phases of a time series and the amount of varia-
tion in the data were evaluated in our previous
study because they have been emphasized as im-
portant elements of visual inference (cf. Hersen
& Barlow, 1976; Parsonson & Baer, 1978). Two-
phase graph sets were randomly generated from
idealized intervention effect patterns and pre-
sented to two groups of graduate students; one
group had completed a single-subject research
seminar and the other a course in multivariate
statistics. The students free-sorted a set of graphs
into classes that they believed represented simi-
lar experimental effects. It was found that the
students trained in visual inference attended
more to large changes between phases of the
graphic data regardless of relative variation than
did the students trained in multivariate statistics.
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In addition, both groups were unable to differen-
tiate among graphs involving a change in level
and trend from those showing only a change in
trend.

The theoretical model used in our previous
study predicts that the ability to classify data
patterns should improve as exposure to trans-
formations of the common intervention effect
patterns increases (Posner, 1973). Thus, the re-
sults reported for students of visual inference
may not generalize to experts of single-subject
methodology. The purpose of this study was to
examine the ability of experts in applied behav-
ior analysis to view graphs, classify them as ex-
amples of common intervention effect patterns,
and to determine how variation in the data af-
fects these judgments.

METHOD

Participants
Ten members of the Journal of Applied Be-

havior Analysis (JABA) editorial board (of 36
who were randomly selected and asked to par-
ticipate) completed the experimental task. They
represented a highly qualified group with nine
having a Ph.D. degree and one an M.D. degree.
All reviewers appeared to be well versed in sin-
gle-subject methodology; eight had taken and/or
taught a single-subject design course and had
published an average of 8.4 studies using single-
subject procedures.

Procedure
Intervention effects reflecting a change in

level, trend, or both were selected as the ideal-
ized data patterns from which the time-series
data were generated (see Figure 1). The idealized
data patterns had no slope in the baseline (phase
A), and all changes were immediate, lasting, con-
stant, and in the upward direction (phase B). To
generate the actual graphs presented to the ex-
perts, these idealized data patterns were modified
by using three transformation procedures. A
standard transformation merely added a ran-
domly and independently selected normal devi-

ate (i.e., white noise) to each value in the ideal-
ized data pattern. A scaling transformation was
formed from the standard transformation by
"stretching" it along the vertical axis. Specifi-
cally, the standard deviation of the random devi-
ates and the parameter used to generate the
change in level and/or trend was multiplied by
a constant. A variation transformation was also
formed from the standard transformation by
multiplying the standard deviation of the ran-
dom deviates by the same constant, but the pa-
rameter used to generate the change in level
and/or trend was left unaltered.

Fig. 1. Change in level, change in trend, and change
in level and trend idealized intervention effect patterns
(the idealized data set patterns, from which the trans-
formations were developed, were not presented to the
participants).
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The modifications to the idealized data pat-
terns are best discussed in terms of the three
transformation procedures. The standard and
scaling transformations were mathematically
equivalent because the parameters used to gen-
erate them differed only by a multiplicative con-
stant. Thus, the absolute size of the change in
level and/or trend of the scaling transformation
was larger than that of its associated standard
transformation, but, when compared to variabil-
ity, the relative size of the intervention effect was
exactly the same. In contrast, the variation trans-
formation differed from the standard and scaling
transformations in that only the variation pa-
rameter was increased. Thus, the size of the ex-
perimental effect (change in level and/or trend)
when compared with variation was smaller in
the variation transformation than for the associ-
ated standard and scaling transformation.
A computer program was written to select

randomly the change in level and/or trend, the
variation, the multiplicative (scaling) constant,
as well as the number of data points (range = 5
to 10) in each phase for each set of associated

standard, scaling, and variation transformations.
(Given the nature of the mathematical algo-
rithms used to select the data parameters, it is
possible that by chance a small number of the
graphs did not reflect the desired patterns. For
this reason, each reviewer received a randomly
selected subset of the graphs, thus ensuring that
this unavoidable factor did not bias the sorting
task.) A graph set thus consisted of a standard
transformation, a scaling transformation, and a
variation transformation, all of which had the
same underlying intervention effect parameters.
This random data generation procedure was re-
peated 15 times for each of the idealized data
patterns. Thus, 45 graph sets (135 separate
graphs) were created. Figure 2 presents an ex-
ample of a graph set for each of the intervention
effect patterns. It is important to note, once
again, that within each graph set, the standard
and scaling transformations were mathematically
equivalent and any differences in the up-and-
down profile of the data were due merely to
chance. Each data set was drawn on a 5- X 8-
inch index card with phase A and phase B sepa-
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rated by a solid vertical line. The mean of the
data values was centered on the card and no
abscissa or ordinate was drawn, although the ex-
perts were instructed that the edges of the card
served this purpose.

The 10 JABA reviewers were each mailed 12
randomly selected graph sets, four of each inter-
vention effect pattern, for a total of 36 graphs.
They were requested to free-sort the graphs into
disjoint classes that demonstrated "similar ex-
perimental effects" and were allowed to make
as many or as few classes as they wanted. This
sorting instruction was used so that the experts
would be allowed maximum flexibility to impose
their idiosyncratic visual inference strategies on
the experimental stimuli. After completing the
sorting task, the reviewers bound each pile of
graphs with a rubber band and returned them
to the experimenters.

RESULTS

Each reviewer's classification of the graphs
was summarized in an individual 36 X 36 sym-
metric matrix, with each cell entry assigned a
value of one if two given graphs were placed in
the same class and zero if not. The individual
matrices were then compared to three matrix
partitions that reflected possible sorting strategies
that could have been used by the reviewers.

Strategy 1. If the reviewers used this classifi-
cation strategy they would have sorted the
graphs into two piles, one containing the 24
standard and scaling transformations and an-
other containing the 12 variation transforma-
tions. This sorting strategy respects the equiva-
lence of the standard and scaling graphs because
the relative changes from phase A to phase B in
both types of graphs were exactly the same.

Strategy 2. If the reviewers used this classifi-
cation strategy they would have sorted the graphs
into two piles, one containing the 12 scaling
transformations and a second containing the 24
standard and variation transformations. This sort-
ing rationale attends only to the absolute size of

effect and not size of effect in relation to vari-
ation. A reviewer using this strategy would have
been looking for large, dramatic effects.

Strategy 3. If the reviewers used this classifi-
cation strategy they would have sorted the
graphs into three piles defined by the three inter-
vention effect patterns: change in level, trend,
or both. This sorting rationale reflects the ability
to differentiate among the intervention effect
patterns.

Each reviewer's matrix was compared to each
of the classification matrices by computing a
cross product index that indicates the degree of
similarity between the two matrices (Hubert &
Levin, 1976). To compare the classification
strategies used by the reviewers the index was
standardized using formulas for its mean and
variance (Hubert & Schultz, 1976). Thus, the
standardized index indicates the degree to which
each reviewer respected the classification strate-
gies; large values (' 2.00) indicate that the
strategy was applied, whereas small values indi-
cate that the strategy was ignored (i.e., the re-
viewer's classification results were random with
respect to the strategy).
The proportion of reviewers who obtained

standardized index values greater than or equal
to 2.00 was obtained for each strategy matrix.
For comparative purposes, the proportions of stu-
dents trained in single-subject research and mul-
tivariate statistics who also obtained this crite-
rion level were taken from data reported in our
previous study (Wampold & Furlong, 1981).
These proportions are shown in Table 1.

The results revealed that 20%, 60%, and
70% of the experts obtained index values of
2.00 or greater for strategies 1, 2, and 3, respec-
tively. It appears, therefore, that as a group, the
reviewers did not totally respond to the equiva-
lence of the standard and scaling transformations
(Strategy 1) and attended more to the absolute
size of the change between phases without taking
relative variation into account (Strategy 2). Of
the three strategies evaluated, the most reason-
able global description of the reviewers' classifi-
cation rationale, however, was that they attended
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Table 1
Proportion of participants obtaining standardized
index values exceeding 2.00 for each strategy.

Group
n = 1 Multivariate JABA

Traineda Traineda Reviewers
Strategy (N = 14) (N = 10) (N 10)

1 .07 .40 .20
2 .64 .20 .60
3 .36 .60 .70
aData reported in Wampold & Furlong (1981).

primarily to the intervention effect patterns
(Strategy 3).
To enable the reader to develop a more com-

plete picture of the experts' performance on the
experimental task, the standardized index values
for each expert are presented in Table 2. These
data corroborate the previous data; that is, most
of the experts were able to identify the interven-
tion effect patterns (Strategy 3), but attended to
the absolute size of the effect (Strategy 2) more
than the relationship between the size of the ef-
fect and variation (Strategy 1).
A secondary analysis revealed that the Pear-

son product moment correlations among the in-
dex values were as follows: Strategies 1 and 2,
r = -.64 (p < .05); Strategies 1 and 3, r = .42
(n.s.); Strategies 2 and 3, r = -.77 (p < .01).

Table 2

Expert's Standardized Index Values for Each Strategy

Strategy
Reviewer 1 2 3

1 6.01 -0.13 4.12
2 3.19 -1.40 3.74
3 1.57 2.36 3.17
4 0.72 1.47 2.25
5 0.29 2.49 3.35
6 0.04 3.03 1.25
7 0.00 4.02 1.36
8 -0.11 4.15 1.89
9 -0.53 2.08 3.03
10 -0.78 0.71 4.54

Mean 1.04 1.88 2.87
Note: Strategy 1 = relative variation; Strategy 2 =

large absolute changes; Strategy 3 = interven-
tion effects.

Although the strategies are not orthogonal, these
correlations suggest that those experts who at-
tended to the absolute size of effect were also
less able to differentiate among the intervention
effect patterns.

DISCUSSION

Visual inference is the predominant mode of
data analysis for single-subject experimental de-
signs (Kratochwill & Brody, 1978). The promi-
nence of the field of applied behavior analysis,
which depends heavily on single-subject meth-
odology for its research base, attests to the use-
fulness of visual inference. Recent research,
however, has shown low agreement between sta-
tistical and visual methods (Jones et al., 1978),
low interjudge agreement (DeProspero & Co-
hen, 1979), and the tendency for students trained
in single-subject methodology to look for the
absolute size of change between phases as well
as the inability to differentiate among common
intervention effect patterns (Wampold & Fur-
long, 1981). The purpose of the present study
was to determine if experts in single-subject re-
search would be able to differentiate among in-
tervention effect patterns and if these judgments
would be affected by changes in variation in the
data.

The results indicated that a majority of the
experts (7 out of 10) looked for common inter-
vention effect patterns in the time-series data
presented to them; however, only a minority of
the experts (2 out of 10) appeared to take varia-
tion across phases into consideration when using
visual inference. The correlational analysis re-
vealed a tendency for those experts who attended
to the absolute size of the intervention effects to
do more poorly at the task of classifying the ef-
fect patterns. In addition, the index values shown
in Table 2 suggest that among the 10 experts,
four general visual inference styles were re-
vealed. Reviewers 1 and 2 appeared to look for
intervention effects while attending to relative
variation. Reviewers 3, 5, and 9 attended to the
intervention effect patterns but also attended to
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large changes in the data. Reviewers 4 and 10
sorted the graphs according to the intervention
effects but appeared not to attend to the size of
this effect, either in an absolute or relative sense.
Finally, reviewers 6, 7, and 8 were unable to
differentiate among the intervention effect pat-
terns and looked only for large, dramatic changes
from phase A to phase B. These findings are,
perhaps, not too surprising since many advocates
of visual inference define its value as being the
identification of large, dramatic intervention ef-
fects (e.g., Baer, 1977). However, the results do
suggest that apparently most experts do not sys-
tematically compare the size of the effect to a
referent such as variation; consequently, graphs
that are otherwise mathematically equivalent are
seen as being different. These findings also con-
firm that the manner in which experts view
graphs and interpret them is variable, thus pro-
viding an explanation for the lack of interjudge
agreement reported in previous research.

Three limitations of this study should be taken
into consideration. First, intervention effects and
variation are only two, albeit important, factors
that influence the process of visual inference. A
number of other factors operate when an indi-
vidual looks at a graph and attempts to draw
conclusions from it. This appeared to be true for
the experts in this study since they formed an
average of six groups (range = 4-9) when classi-
fying the 36 graphs presented to them. Inasmuch
as the classification strategies against which the
experts' performances were evaluated contained
a maximum of three groups, it appears that they
were making more detailed discriminations
about the similarities and differences of the
graphs than were represented in the strategies
tested.
A second caution about the results of the pres-

ent study involve the nature of the graphic stim-
uli presented to the experts. To manipulate and
control the parameters of the graphs, it was nec-
essary to generate hypothetical data. In some re-
spects, this reduced the visual inference process
to an artificial one devoid of important behav-

ioral information available in research and clini-
cal settings. Although this study did not perfectly
model the use of visual inference, it did provide
useful information regarding its reliability and
dimensions that affect its use, which are prereq-
uisites to making valid clinical judgments (Fur-
long & Wampold, 1981).
A third possible influence on the results is that

the data sets contained only two phases, a re-
search design that is infrequently used by applied
behavior analysts. The decision to use two-phase
data sets was made so that the graphs would
complement the examples typically used in the
single-subject methodological literature. Thus,
the A-B design modeled in the graphs most likely
decreased the difficulty of the visual inference
task.

It should also be noted that each reviewer ac-
tually received a unique subset of the graphs
generated by the computer program. This pro-
cedure allows for logical generalization of the
findings beyond the specific graphs used in the
study, something not true of previous research in
this area (e.g., DeProspero & Cohen, 1979). Fur-
thermore, this procedure ensured that idiosyn-
cratic characteristics of a particular graph did
not systematically bias the sorting task. That is,
even if by chance the random data generation
procedure produced a graph that visually ap-
peared to have a convincing pattern, where
none was intended, this did not significantly bias
the outcome of the study.

For practitioners and researchers who fre-
quently use visual inference, the results suggest
that the following issues merit consideration.
First, the construct of "variation" needs more
careful definition in the methodological litera-
ture so that there will be clearer guidelines for
its use as an interpretative dimension of visual
inference. Second, since the change in the scaling
transformation altered the experts' analysis, care-
ful consideration should be given to graphing
techniques-what looks convincing on one size
graph paper may look much different on an-
other. In sum, those who use visual inference
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should be more cognizant of how scaling influ-
ences the appearance of graphs, how variance
relates to the size of the observed intervention
effect, and whether the up-and-down profile of
the data represents meaningful patterns or ran-
dom fluctuations.

The results of the present study offer only a
glimpse into the process of visual inference as
there are undoubtedly other dimensions that need
to be addressed. It is quite possible that vari-
ables such as the evaluation of delayed effects,
inclusion of mean or slope lines, the relationship
of the last point in a phase to the first point in
the subsequent phase, or the inclusion of graph
keys may also affect visual inference judgments.
As additional research is conducted, the goal
should be to develop a clearer understanding of
how researchers and clinicians look at graphs
and visually analyze them. A better understand-
ing of this process will undoubtedly improve the
reliability of visual inference and provide be-
havior analysts with an increased capacity to de-
termine if they have established experimental
control over the variables in their studies.
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