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Abstract——Intracranial self-stimulation (ICSS) is a
behavioral procedure in which operant responding is
maintained by pulses of electrical brain stimulation.
In research to study abuse-related drug effects, ICSS
relies on electrode placements that target the medial
forebrain bundle at the level of the lateral hypothalamus,
and experimental sessions manipulate frequency or
amplitude of stimulation to engender a wide range
of baseline response rates or response probabilities.
Under these conditions, drug-induced increases in low
rates/probabilities of responding maintained by low
frequencies/amplitudes of stimulation are interpreted
as an abuse-related effect. Conversely, drug-induced
decreases in high rates/probabilities of responding
maintained by high frequencies/amplitudes of stimulation
can be interpreted as an abuse-limiting effect. Overall
abuse potential canbe inferred from the relative expression

of abuse-related and abuse-limiting effects. The sensitivity
and selectivity of ICSS to detect abuse potential of many
classes of abused drugs is similar to the sensitivity and
selectivity of drug self-administration procedures.
Moreover, similar to progressive-ratio drug self-
administration procedures, ICSS data can be used
to rank the relative abuse potential of different drugs.
Strengths of ICSS in comparison with drug self-
administration include 1) potential for simultaneous
evaluation of both abuse-related and abuse-limiting
effects, 2) flexibility for use with various routes of drug
administration or drug vehicles, 3) utility for studies
in drug-naive subjects aswell as in subjectswith controlled
levels of prior drug exposure, and 4) utility for studies of
drug time course. Taken together, these considerations
suggest that ICSS can make significant contributions to
the practice of abuse potential testing.

I. Introduction to Abuse Potential Testing

Drugs may produce therapeutic effects useful in treat-

ment of illness, injury, or disease, but even the most

valuable medications produce undesirable effects that

limit clinical utility. Abuse potential is one category of

undesirable drug effect. Abuse potential refers to the

probability that a drug might maintain nonmedical

patterns of repeated use leading to adverse consequences

in humans. The danger of drug abuse to both the user

and the community has stimulated efforts to measure

abuse potential of drugs as a guide to government
policies for drug regulation, industry strategies for drug
development, and consumer decisions for drug use (Ator
and Griffiths, 2003; Balster and Bigelow, 2003; Carter
and Griffiths, 2009; Horton et al., 2013).

Abuse potential evaluation for any given drug is a
multi-tiered process that includes in vitro assessments
of receptor binding and functional activity, preclinical
behavioral pharmacology studies in animals, and human
laboratory studies (Ator and Griffiths, 2003; European
Medicines Agency, 2006; Carter and Griffiths, 2009; Food
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and Drug Administration, 2010). This review article is
concerned with procedures for preclinical behavioral phar-
macology studies. More specifically, drug use and abuse
can be conceptualized as a type of operant behavior. In
operant behavior, an “operant” is defined as any active
behavior that operates on the environment to generate
consequences (Skinner, 1953a), and in the case of drug
abuse, the operant is the sequence of behavior that
culminates in the consequence of drug administration.
Patterns of human drug use can be studied in naturalistic
environments as well as in the laboratory (Jones and
Comer, 2013). An important advance in the science of
drug abuse emerged in the mid-1900s with the discovery
that nonhuman animals including chimpanzees (Spragg,
1940), rhesus monkeys (Thompson and Schuster, 1964),
and rats (Weeks, 1962) could be trained to behave in ways
that produce drug delivery. As one example, JamesWeeks
(1962) reported that rats implanted with intravenous
catheters connected to a drug reservoir could be trained
to press a lever to self-administer intravenous morphine
injections. Subsequent studies determined that laboratory
animals would self-administer most drugs abused by
humans and would not self-administer many other drugs
not abused by humans (Thompson and Schuster, 1964;
Deneau et al., 1969; Johanson and Balster, 1978; O’Connor
et al., 2011). These findings provided evidence for the
sensitivity and selectivity of preclinical drug self-
administration procedures to detect drug effects related to
abuse potential in humans, and drug self-administration
procedures have subsequently emerged as key tools for
abuse potential assessment (Ator and Griffiths, 2003;
Carter and Griffiths, 2009; Horton et al., 2013).

Although drug self-administration procedures lie at
the core of preclinical abuse potential testing, other
behavioral procedures can also provide information rel-
evant to abuse potential. Intracranial self-stimulation
(ICSS) is one of these procedures. The goal of this review
article is to discuss the history of ICSS, its evolution into
contemporary methodologies, and its application to abuse
potential testing. Major conclusions of this review include
the following:

• ICSS hasmade and can continue to make significant
contributions to preclinical abuse-potential testing.

• ICSS results can be used to rank relative abuse
potential of drugs.

• ICSS results correlate well with data from drug
self-administration procedures.

• ICSS has advantages that make it a useful comple-
ment to drug self-administration.

• There is ample opportunity for future research to
refine and enhance ICSS as a tool for abuse po-
tential testing.

II. Intracranial Self-Stimulation Methodology

A. Definition, Discovery, and Neural Substrates

In drug self-administration, experimental subjects are
typically implanted with intravenous catheters con-
nected to drug reservoirs and placed into controlled
environments where performance of an operant response
(e.g., pressing a lever) results in the intravenous delivery
of a drug dose. Rates of operant responding can then be
quantified and related to independent variables such as

ABBREVIATIONS: a5ko, a5 nAChR subunit knockout mice; 5HT, serotonin; 7-OH-DPAT, 7-hydroxy-2-(di-n-propylamino)tetralin; 8-OH-
DPAT, 8-hydroxy-2-(di-n-propylamino)tetralin; A77636, (1R,3S)-3-(1-adamantyl)-1-(aminomethyl)-3,4-dihydro-1H-isochromene-5,6-diol; ACh,
acetylcholine; AChE, enzyme acetycholinesterase; ADX47273, (S)-(4-fluorophenyl)-(3-[3-(4-fluoro-phenyl)-[1,2,4]-oxadiazol-5-yl]piperidin-1-yl)
methanone; AMN082, N,N9-bis(diphenylmethyl)-1,2-ethanediamine dihydrochloride; AMPA, a-amino-3-hydroxy-5-methyl-4-isoxazolepro-
pionic acid; ANOVA, analysis of variance; ARR-17779, (2S)-29H-spiro[4-azabicyclo[2.2.2]octane-2,59-[1,3]oxazolidin]-29-one; BW373U86,
4-[(R)-[(2S,5R)-2,5-dimethyl-4-prop-2-enylpiperazin-1-yl]-(3-hydroxyphenyl)methyl]-N,N-diethylbenzamide; CB, cannabinoid; CDPPB,
3-cyano-N-(1,3-diphenyl-1H-pyrazol-5-yl)benzamide; CP55940, (2)-cis-3-[2-hydroxy-4-(1,1-dimethylheptyl)phenyl]-trans-4-(3-hydroxypropyl)
cyclohexanol; DA, dopamine; DAT, dopamine transporter; D2Rko, D2 receptor knockout; FAAH, fatty acid amide hydrolase; FDA, U.S. Food and
Drug Administration; FR, fixed ratio; GABA, g-aminobutyric acid; GHB, g-hydroxybutyric acid; GW405833, 1-(2,3-dichlorobenzoyl)-5-methoxy-2-
methyl-3-[2-(4-morpholinyl)ethyl]-1H-indole; GYKI-53655, 1-(4-aminophenyl)-3-methylcarbamyl-4-methyl-3,4-dihydro-7,8-methylenedioxy-5H-
2,3-benzodiazepine hydrochloride; HU210, (6aR)-trans-3-(1,1-dimethylheptyl)-6a,7,10,10a-tetrahydro-1-hydroxy-6,6-dimethyl-6H-dibenzo[b,d]
pyran-9-methanol; ICSS, intracranial self-stimulation; L701324, 7-chloro-4-hydroxy-3-(3-phenoxy)phenyl-2(1H)-quinolinone; LPS, lipopolysac-
charide; LSD, lysergic acid diethyamide; LY314582, (6)-2-aminobicyclo[3.1.0]hexane-2,6-dicarboxylic acid; LY341495, (2S)-2-amino-2-[(1S,2S)-2-
carboxycycloprop-1-yl]-3-(xanth-9-yl) propanoic acid; LY93959, (2)-6-phosphonomethyl-deca-hydroisoquinoline-3-carboxylic acid; mAChR,
muscarinic acetylcholine receptor; MAGL, monoacylglycerol lipase; MCR, maximum control rate; MDMA, methylenedioxymethamphetamine;
MDPV, methylenedioxypyrovalerone; MFB, medial forebrain bundle; mGluR, metabotropic glutamate receptor; MK801, (5S,10R)-(+)-5-methyl-
10,11-dihydro-5H-dibenzo[a,d]cyclohepten-5,10-imine maleate; MPEP, 2-methyl-6-[phenylethynyl]-pyridine; nAChR, nicotinic acetyl-
choline receptor; NBQX, 2,3-dihydroxy-6-nitro-7-sulfamoylbenzo(f)quinoxaline; NE, norepinephrine; NET, norepinephrine transporter;
NMDA, N-methyl-D-aspartate; PCP, phencyclidine; SERT, serotonin transporter; RTI-113, phenyl 3-(4-chlorophenyl)-8-methyl-8-
azabicyclo[3.2.1]octane-2-carboxylate; SIB-1765F, [6]-5-ethynyl-3-(1-methyl-2-pyrrolidinyl)pyridine; SKF38393, (6)-1-phenyl-2,3,4,5-
tetrahydro-(1H)-3-benzazepine-7,8-diol hydrobromide; SKF82958, 3-allyl-6-chloro-1-phenyl-1,2,4,5-tetrahydro-3-benzazepine-7,8-diol; SNC80,
4-[(R)-[(2S,5R)-4-allyl-2,5-dimethylpiperazin-1-yl](3-methoxyphenyl)methyl]-N,N-diethylbenzamide; TCB-2, 1-[(7R)-3-bromo-2,5-dimethoxybicyclo
[4.2.0]octa-1,3,5-trien-7-yl]methanamine; THC, ∆9-tetrahydrocannabinol; U50,488, 5,6-dimethoxy-N,N-dipropyl-2,3-dihydro-1H-inden-2-amine;
U69,593, N-methyl-2-phenyl-N-[(5R,7S,8S)-7-(pyrrolidin-1-yl)-1-oxaspiro[4.5]dec-8-yl]acetamide; U99194A, 5,6-dimethoxy-N,N-dipropyl-2,3-
dihydro-1H-inden-2-amine; URB597, cyclohexylcarbamic acid 39-(aminocarbonyl)-[1,19-biphenyl]-3-yl ester; VTA, ventral tegmental area;
WIN55212-2, (R)-(+)-[2,3-dihydro-5-methyl-3-(4-morpholinylmethyl)pyrrolo[1,2,3-de]-1,4-benzoxazin-6-yl]-1-naphthalenylmethanone mesylate;
WT, wild type.
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the type or dose of drug available for self-administration.
ICSS is the generic name for a family of functionally
similar behavioral procedures. In ICSS, experimental
subjects are implanted with intracranial electrodes that
target specific brain regions, and performance of the
operant response results in the delivery of electrical
stimulation to that target. Rats (Olds and Milner, 1954;
Wise, 1996), mice (Cazala et al., 1974; Stoker andMarkou,
2011a), nonhuman primates (Rolls et al., 1980), and
humans (Bishop et al., 1963; Heath, 1963) will all respond
avidly for electrical stimulation of some brain areas.
ICSS was discovered by James Olds and Peter Milner

at McGill University in the early 1950s (Olds and
Milner, 1954). According to an account of the incident
shared later by Milner (1989), the McGill Department
of Psychology at that time included a community of
scientists interested in the brainstem reticular forma-
tion. Milner himself was a graduate student conducting
studies on effects of reticular formation stimulation by
surgically implanted electrodes, and he had already
found in pilot studies that rats would avoid the arm
of a maze associated with stimulation. Olds was a new
postdoctoral fellow who learned the surgical procedure
from Milner and soon implanted his own rats with the
goal of targeting the same brain region. Surprisingly
though, Olds found that stimulation in one of his rats
elicited robust appetitive behaviors, such as forward
locomotion and sniffing, rather than avoidance behav-
iors. Later experiments demonstrated that short bursts
of stimulation could be used in this rat to train per-
formance of new behaviors such as pressing a lever. The
striking novelty of effects produced by brain stimulation
in this rat led Olds and Milner to suspect that the
electrode was not in the reticular formation as intended,
but was instead in some other brain region. An X-ray
confirmed a more rostral placement of the electrode,
and they were able later to recapitulate the positive
reinforcing effects of brain stimulation with electrodes
intentionally implanted into the septal area, a region of
forebrain located between the lateral ventricles. Results
from subsequent studies testified to the extraordinary
reinforcing strength of electrical brain stimulation in
rats. It maintained operant response rates in excess of
1 response/second for hours at a time; it maintained not
only simple lever-press behaviors but also more compli-
cated maze-running behaviors; and rats would endure
high levels of foot shock to gain access to a lever that
produced brain stimulation (Olds, 1958b).
ICSS was immediately appreciated to resemble oper-

ant behavior maintained by natural reinforcers such as
food and sex, and ICSS methodologies were quickly
applied to research on the physiology of reward and
reinforcement. One noteworthy branch of subsequent
research focused on physiologic and emotional responses
elicited in humans by stimulation of brain areas that
supported self-stimulation. For example, Heath (1963, 1964)
implanted electrode arrays that permitted subsequent

stimulation of multiple discrete brain areas in patients
with neurologic disorders. Their primary goal was to
evaluate the therapeutic potential of brain stimulation,
but they also found that stimulation of brain sites
supporting the behavior of self-stimulation also produced
variations on the feeling of pleasure. As an example, one
narcoleptic patient was given a portable unit with three
response buttons that could be used to stimulate three
different brain electrodes implanted in the septal area,
hippocampus, or mesencephalic tegmentum (Heath, 1963).
The patient initially sampled the effects of responding on
all three buttons, but ultimately, he responded exclusively
on the button that stimulated the septal area (defined to
include not only septum but also adjacent regions including
nucleus accumbens). This stimulation promoted alertness
and was deemed therapeutic in combatting narcolepsy;
however, the authors also noted patient reports that “…the
feeling (of stimulation) was ‘good’; it was as if he were
building up to a sexual orgasm. He reported that he was
unable to achieve the orgastic end point, however, explain-
ing that his frequent, sometimes frantic, pushing of
the button was an attempt to reach that end point.” By
contrast, stimulation of the hippocampal electrode was
reported as only mildly pleasurable, and stimulation of the
tegmental electrode led the patient to complain of extreme
discomfort, and he devised a method to block the button so
it could not be pushed. These early studies inspired by the
discovery of ICSS in rats contributed to technologies and
research themes that persist today under the rubric of
“deep brain stimulation” (Hariz et al., 2010; Schlaepfer
et al., 2014).

The discovery of ICSS also stimulated preclinical
research using three general approaches to examine its
neural substrate in rats (Fig. 1). First, in brain map-
ping studies, the anatomic site of the stimulating elec-
trode was manipulated. For example, the original Olds
and Milner study, together with later reports by these
and other investigators, found that effective stimula-
tion sites in rats included not only the septal area, but
also other regions in forebrain, midbrain, and brain-
stem, whereas stimulation of other sites was either not
effective or functioned to punish behavior (Olds and
Milner, 1954; Olds, 1958b; Jacques, 1979; Wise, 1996).
The highest rates of self-stimulation were maintained
by electrodes in the medial forebrain bundle (MFB) at
the level of the lateral hypothalamus (Fig. 1, A and B).

Second, electrical parameters of stimulation fre-
quency and amplitude were manipulated at single or
multiple electrode sites to gain information about the
conduction velocity, refractory periods, and connectiv-
ity patterns of neurons mediating ICSS (Stellar and
Stellar, 1985; Shizgal andMurry, 1989; Yeomans, 1989).
These studies implicated low-threshold myelinated neu-
rons as the likely substrate, and these studies also
identified multiple parallel networks of neurons capable
of supporting ICSS. For example, stimulation at multiple
points along the rostrocaudal extent of theMFB appeared
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to promote activation of a common set of neurons with
cell bodies located in forebrain and/or lateral hypothala-
mus and projecting caudally to brainstem regions in-
cluding ventral tegmental area (VTA) (Fig. 1C). More
recent studies have provided additional insight into this
substrate by showing that self-stimulation can be main-
tained by optogenetic rather than electrical stimulation
of glutamate/neurotensin-containing neurons that project
from lateral hypothalamus to VTA dopamine (DA)
neurons (Kempadoo et al., 2013). Conversely, stimula-
tion of prefrontal cortex maintained self-stimulation by
activating a different neural circuit that did not project
through MFB.
Lastly, neurochemical and pharmacological studies

have implicated mesolimbic DA neurons projecting
from VTA to nucleus accumbens as critical contributors
to ICSS, particularly when the stimulating electrode is
located in the MFB or VTA. For example, ICSS promotes
DA release in nucleus accumbens; it is enhanced by
drugs that themselves increase extracellular DA levels
in nucleus accumbens, and it is blocked by drugs that
deplete DA or block DA receptors (Stellar and Stellar,
1985; Phillips et al., 1989; Fiorino et al., 1993; Wise, 1998;
You et al., 2001; Cheer et al., 2005) [but see (Miliaressis
et al., 1991; Kruk et al., 1998)]. Mesolimbic DA neurons

constitute one subset of neurons that project through the
MFB (Nieuwenhuys et al., 1982; Veening et al., 1982),
and optogenetic studies suggest that direct activation
of these neurons is sufficient to maintain ICSS (You
et al., 2001; Kim et al., 2012). However, electrical stim-
ulation of the MFB or VTA is not thought to produce
direct activation of mesolimbic DA neurons, in part
because electrophysiological data summarized above
suggest ICSS mediation by descending myelinated
axons rather than by ascending unmyelinated axons
like those from mesolimbic DA neurons. Consequently,
current models of the substrate for ICSS of the MFB
and VTA suggest a “first stage” of descending myelin-
ated neurons directly activated by the electrode linked
to a “second stage” that includes mesolimbic DA neurons
originating in VTA (Fig. 1C). Details of this linkage
remain unclear and could involve direct or indirect
trans-synaptic connections via cholinergic intermedi-
aries (Rada et al., 2000; Yeomans et al., 2001). Re-
gardless of the precise neurobiology, one implication of
this substrate is that MFB stimulation is positioned to
activate one source of inputs to mesolimbic DA neurons
that can interact with other excitatory or inhibitory
inputs, and ICSS maintained by MFB stimulation can
be conceptualized as a behavior that integrates these

Fig. 1. Medial forebrain bundle (MFB) as a target for brain stimulation in ICSS studies for abuse potential testing. Sagittal section (A) and coronal
section (B) of rat brain showing location of the MFB in orange. (C) Diagram of neurons thought to contribute to ICSS. Electrical stimulation of MFB in
ICSS is thought to produce direct activation of “first stage” descending myelinated neurons (orange) that originate in lateral hypothalamus or more
rostral regions and project caudally to midbrain and brainstem. Collateral branches of these “first stage” neurons project to and activate “second stage”
unmyelinated mesolimbic dopamine neurons (purple) in ventral tegmental area. (D) Photograph of a rat with an MFB electrode in an operant chamber.
Amy, amygdala; CBLM, cerebellum; cc, corpus callosum; CPU, caudate/putamen; ic, internal capsule; HPC, hippocampus; Hy, hypothalamus; LH,
lateral hypothalamus; NAcC, nucleus accumbens core; NAcSH, nucleus accumbens shell; PFC, prefrontal cortex; SN, substantia nigra; Th, thalamus;
VTA, ventral tegmental area.
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inputs. Figure 1D shows a photograph of a rat engaged in
ICSS in our laboratory.

B. Experimental Design

Early studies used drugs as tools to investigate the
neural substrates of ICSS, but this work quickly suggested
a reciprocal use of ICSS to study abuse-related effects
of drugs. The equipment and the experimental designs
for ICSS in abuse potential testing have evolved, and
technical details regarding the conduct of ICSS in rats and
mice can be found in recent excellent reviews (Carlezon
and Chartoff, 2007; Stoker and Markou, 2011a). This
section will focus on features of experimental design
commonly used in contemporary design, conduct, and
interpretation of ICSS to examine abuse potential of
drugs.
1. Independent Variables.

a. Electrode placement. Although stimulation at mul-
tiple brain sites canmaintain ICSS, most studies of abuse-
related drug effects use electrodes implanted in the MFB
or VTA for two reasons. First, early studies reported that
stimulation of MFB/VTA maintained the highest rates of
ICSS, so stimulation of these sites is suitable for main-
taining high and reliable rates of behavior. Second,
stimulation of MFB/VTA activates excitatory inputs to
mesolimbic DA neurons known to play a critical role in
reinforcing effects of most abused drugs (Koob and
Volkow, 2010). As will be discussed in greater detail
below, ICSS maintained by MFB/VTA stimulation is
sensitive to many abused drugs, and for the remainder
of this review, the term “ICSS” will denote behavior
maintained by stimulation of the MFB/VTA unless
explicitly stated otherwise. However, drug effects on
ICSS can vary as a function of electrode placement. For
example, amphetamine facilitated ICSS of the MFB
more effectively than it facilitated ICSS of prefrontal
cortex (Goodall and Carey, 1975; Robertson et al., 1981).
As another example, morphine was more efficacious to
facilitate ICSS of rostromedial paraventricular nucleus
than MFB, whereas cocaine was more efficacious to
facilitate ICSS of MFB (Ewan and Martin, 2012).
Despite these nuances, prevailing evidence suggests
that ICSS of the MFB is either as sensitive or more
sensitive than ICSS of other brain regions to abuse-
related effects of many drugs.
b. Parameters of electrical stimulation. Electric cur-

rent used in ICSS can vary across multiple parameters
that include waveform (sine wave or square wave), am-
plitude (in units of microamperes, mA), and frequency (in
units of cycles per second or Hertz, Hz) (Fig. 2). Early
ICSS studies used standard 50- or 60-Hz sine-wave
alternating current delivered by conventional wall sock-
ets, and amplitude was manipulated with a variable
potentiometer (Olds and Milner, 1954; Olds, 1958b).
Later refinements in equipment and procedures permitted
delivery of square-wave pulses that allowed more pre-
cise control of current onset and offset. In contemporary

applications, ICSS is commonly maintained by delivery
of short trains of brief square-wave pulses (e.g., 0.5-second
trains of 0.1-ms pulses), and the amplitude or frequency
of pulses is manipulated as part of experimental design.

Changes in pulse amplitude affect the identity of
neurons that are activated by electrical stimulation.
Activation is most likely for large-diameter axons close
to the electrode tip, and increases in pulse amplitude
recruit activation both of progressively smaller axons
and of axons located progressively farther away from
the electrode (BeMent and Ranck, 1969). This impact
of pulse amplitude on the anatomic scope of neuronal
activation is exploited experimentally to compensate
for small differences in electrode placement that result
from variability in accuracy of surgical implantation
or in anatomy of individual subjects. Thus, when an
electrode precisely targets a structure such as the MFB,
ICSS can be maintained by relatively low stimulation
amplitudes, whereas more distal electrode placements
require higher amplitudes to reach and activate MFB.
Because there is always some variability in electrode
placement, a common first step in ICSS training is
adjustment of stimulation amplitude to an optimum

Fig. 2. Example of wave forms and parametric manipulations used for
brain stimulation in ICSS. (A) Alternating sine-wave current was often
used in early ICSS studies, and monophasic square-wave current is
typical of more recent ICSS studies. Square-wave current permits greater
control over stimulus onset and offset, and monophasic square waves are
typically used when only the cathode is implanted in brain. Biphasic
square-wave current is also commonly used with twisted electrodes, in
which both the cathode and anode are implanted in brain. (B) Changes in
pulse amplitude produce changes in the identity of the activated neurons,
such that increased amplitude activates neurons of progressively smaller
diameter located progressively farther from the electrode tip. Changes in
pulse frequency alter the firing rate of activated neurons.
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level for a given electrode in a given subject. However,
the utility of increasing stimulus amplitude has limits
because the probability of recruiting off-target path-
ways also increases. For example, as shown in Fig. 1B,
the MFB lies adjacent to the internal capsule, which
carries myelinated axons descending from motor cor-
tex to brainstem and spinal cord. A common conse-
quence of excessive stimulation amplitude for MFB
electrodes is activation of axons in internal capsule and
stimulation of motor responses, such as a head or paw
twitch. Overall, pulse amplitude then is typically ad-
justed early in behavioral training to achieve optimal
stimulation of the intended target with minimal stim-
ulation of off-target sites. As will be discussed further
below, pulse amplitude may also be manipulated within
experimental sessions.
Whereas pulse amplitude governs the identity of

activated neurons, pulse frequency governs the firing
rate of activated neurons. Neurons affected by a given
pulse amplitude have both a basal firing rate and
a maximal rate determined by their refractory periods.
Manipulation of pulse frequency can synchronize and
control neuronal firing rates within this range between
basal and maximal rates, and increased rates of neuronal
firing are associated with increased rates of operant
responding. Contemporary experimental designs often
use a broad range of stimulation frequencies to engender
a broad range of response rates. Thus, low pulse frequencies
maintain little or no responding, whereas higher pulse
frequencies maintain higher rates of responding that
plateau when pulse frequency meets and exceeds max-
imal firing rates of ICSS substrate neurons. For
example, Fig. 3A shows an ICSS “frequency-rate” curve
that relates brain-stimulation frequency to operant
response rates in rats. In this example, frequency was
manipulated in 0.05-log unit increments from 56 to 158

Hz, and there was a frequency-dependent increase in
ICSS rates. This type of frequency-rate curve often serves
as the behavioral baseline for studies of drug effects on
behavior.

In addition to producing their distinctive effects on
identity and firing rate of ICSS substrate neurons,
pulse frequency and amplitude also interact to determine
the overall reinforcing strength of brain stimulation.
For example, Fig. 3B shows ICSS frequency-rate curves
determined in rats at various pulse amplitudes. In this
experiment, a baseline pulse amplitude was determined
in each rat during initial training as described above, and
a baseline frequency-rate curve was determined at this
pulse amplitude. Subsequently, the frequency manipu-
lations were held constant, and pulse amplitude was
increased or decreased by increments of 25 or 50% from
baseline. Increases in pulse amplitude produced parallel
leftward shifts in the frequency-rate curve, such that
ICSS rates increased at most lower frequencies (e.g.,
63–100 Hz). Conversely, decreases in pulse amplitude
produced parallel rightward shifts in the frequency-rate
curve, such that ICSS rates decreased at higher frequen-
cies (e.g., 89 158 Hz).

Other parameters of stimulation are also occasion-
ally manipulated in ICSS procedures. For example, the
duration of the stimulus train can be manipulated, and
longer stimulus trains generally maintain higher ICSS
rates than shorter trains at given levels of pulse fre-
quency and amplitude (Frank et al., 1987; Hunt and
Atrens, 1992). However, stimulus train duration and
other parameters are rarely manipulated in studies of
abuse potential assessment.

c. The electrode. Regardless of waveform, amplitude,
or frequency, electrical stimulation is delivered by an
electrode implanted in brain. ICSS electrodes consist of
two wires that permit controlled delivery of stimulation

Fig. 3. ICSS frequency-rate curves obtained with MFB electrodes in Sprague-Dawley rats. Abscissae: frequency of brain stimulation in Hz (log scale).
Ordinates: ICSS rate expressed as percent maximum control rate (%MCR; see text for details). (A) A baseline frequency-rate curve determined under
a fixed-ratio 1 (FR 1) schedule of reinforcement for stimulation amplitude determined individually in each rat. This curve shows mean data from
34 rats used in one study (Negus et al., 2012a). (B) Effects of manipulating stimulation amplitude in a group of 3 rats. Increases/decreases in amplitude
produced leftward/rightward shifts in the frequency-rate curve, respectively. (C) Effect of manipulating the FR ratio requirement in the same group of
3 rats. Increasing the ratio requirement produced downward shifts in the frequency-rate curve. Data in (B) and (C) are unpublished but were collected
as in studies of drug effects in this frequency-rate procedure.
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to the anatomic target. At any given moment, one wire
serves as the cathode to deliver current (i.e., electrons),
and the other wire serves as an anode to extract current.
Two types of wire configurations are commonly used.
For “twisted” electrodes, both wires are insulated except
at the tips. These wires are then twisted together so
that their tips are adjacent to each other, and the entire
assembly is implanted in brain to position the tips in
the target region. Twisted electrodes are optimal for
procedures that use alternating sine-wave or square-
wave currents (e.g., Fig. 2A), because both wires terminate
in or near the target structure, and the identity of the
cathode can alternate between the two wires with min-
imal impact on the anatomic sphere of activation. For
“unipolar” electrodes, only one wire, insulated except at
its tip, is inserted into brain. This wire always serves as
the cathode to deliver unipolar cathodal current (e.g.,
Fig. 2B). The other wire is typically uninsulated and
wrapped around a skull screw outside of brain to serve
as the anode. Unipolar electrodes produce less tissue
damage than implantation of larger twisted electrodes,
and because one wire always serves as cathode, the
anatomic sphere of stimulation is constant. Despite
these subtle differences, both types of electrode config-
uration have been used successfully in studies of abuse-
related drug effects.
d. The operant manipulandum and schedule of

reinforcement. In ICSS and other forms of operant
behavior, subjects engage with an “operant manipula-
ndum” in the experimental environment to generate
consequences. The most commonly used type of manip-
ulandum is a lever that can be depressed by the subject
to operate a microswitch and register a response (e.g.,
see Fig. 1D). Another commonly used manipulandum in
ICSS resembles a water-wheel that is mounted in a cage
wall and can be turned by the subject (Latz et al., 1969;
Kornetsky et al., 1979). Typically, a quarter turn of the
wheel operates a microswitch and counts as one response.
The “schedule of reinforcement” defines the require-

ment for responding on the manipulandum to produce
brain stimulation. For most ICSS procedures, brain
stimulation is delivered under a fixed-ratio 1 (FR 1)
schedule of reinforcement, such that each operation
of the manipulandum (e.g., each press of the lever)
produces brain stimulation. Other more complex sched-
ules of reinforcement are occasionally used to study
drug effects on ICSS. For example, FR schedules can
use ratio values .1 (e.g., under an FR 10 schedule, brain
stimulation is delivered after completion of 10 responses)
(West et al., 1983; Neill et al., 2002). Alternatively, under
fixed-interval schedules, stimulation is delivered upon the
first response after expiration of a designated temporal
interval (Elder et al., 1965; Hunt and Atrens, 1992;
Schaefer and Michael, 1992), and under progressive-ratio
schedules, the number of responses required to produce
stimulation increases as successive stimulations are
earned (Easterling et al., 2000; Tracy et al., 2014).

Changes in the manipulandum and schedule of re-
inforcement can produce changes in baseline ICSS. For
example, Fig. 3C shows an ICSS frequency-rate curve
determined in rats responding under different FR sched-
ules with a lever manipulandum. The baseline frequency-
rate curve was determined under an FR 1 schedule,
and increases in the FR value produced downward
shifts in the frequency-rate curve. This is consistent
with other evidence to suggest that maximal ICSS rates
can be reduced by manipulations that increase the
difficulty of the response (e.g., by weighting the lever so
that it is more difficult to press) (Markou and Koob,
1992). However, drug effects on ICSS are generally
similar across manipulanda and schedules of reinforce-
ment, and prevailing evidence suggests that ICSS
maintained under an FR 1 schedule is either as
sensitive or more sensitive to abuse-related drug effects
than ICSS maintained under other schedules (Schaefer
and Michael, 1992; Tracy et al., 2014).

e. Organization of experimental sessions. A factor
related to schedule of reinforcement is the organization
of experimental sessions, and three general approaches
will be described here (Fig. 4). First, in free-operant
procedures, brain stimulation at fixed parameters of
frequency and amplitude is available under some schedule
of reinforcement for the duration of the experimental
session, and subjects can respond as often and earn as
many stimulations as the schedule allows. For example,
stimulation might be available under an FR 1 schedule for
a 30-minute session, and the subject could respond and be

Fig. 4. Diagram of different ICSS session types. The open rectangle
indicates the time line of an ICSS session, and vertical markers indicate
division of the session into “trials” or “components” with varying
stimulation parameters. Open/closed arrows indicate delivery of non-
contingent/contingent stimulation, respectively. In free-operant sessions,
stimulation parameters are constant throughout the session. Sessions
can begin with noncontingent stimulation, followed by a period during
which the subject can earn contingent stimulation under the prevailing
schedule of reinforcement. In discrete-trial sessions, stimulation param-
eters can be adjusted during each trial within a session. Noncontingent
stimulation is typically administered at the beginning of each trial, and
subjects can then respond for one contingent stimulation during the trial.
In hybrid sessions, stimulation parameters are adjusted across compo-
nents that usually begin with noncontingent stimulation. Subjects can
then earn multiple contingent stimulations by responding under the
prevailing schedule of reinforcement.
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reinforced continuously during that 30-minute period.
Sessions often begin with noncontingent delivery of stim-
ulation (i.e., stimulation independent of the subject’s be-
havior), and this noncontingent stimulation can serve both
as a priming stimulus to elicit behavior and as a discrim-
inative stimulus to signal availability of brain stimulation.
A common dependent variable in free-operant procedures
is the rate of responding or reinforcement during the ses-
sion. Many early ICSS drug studies used free-operant
procedures (Adams et al., 1972; Koob et al., 1975;
Holtzman, 1976; Reid, 1987); however, this relatively
simple approach was largely abandoned, because in-
terpretation was confounded by the potential for drug
effects to vary as a function of baseline response rate
(see below).
Discrete trials procedures emerged as one approach

to address this issue. In this type of procedure, sessions
are partitioned into sequential discrete trials, each
lasting a few seconds (Marcus and Kornetsky, 1974;
Markou and Koob, 1992). A single noncontingent sample
stimulation is delivered at the beginning of each trial,
and this is followed by a window of time (a “limited hold”)
during which the subject can emit the operant response
and receive contingent delivery of one additional stimu-
lation identical to the sample. Trials end after a response
is emitted or the limited hold elapses, whichever occurs
first, and the primary dependent variable for each trial is
the presence or absence of a response. A strength of this
approach is that it permits rapid within-session changes
in stimulation parameters to produce rapid, within-
session changes in response probability. Drug effects on
multiple response probabilities maintained by multiple
stimulation parameters can then be determined effi-
ciently in a single session. In the most common appli-
cation of this approach, sometimes denoted as “the
discrete-trial current-intensity threshold procedure,”
the amplitude of stimulation is manipulated across
trials, and the threshold amplitude required to main-
tain a criterion level of response probability is deter-
mined (Marcus and Kornetsky, 1974; Markou and
Koob, 1992). Theoretically, the approach could also be
used to evaluate effects of stimulation frequency on
response probability, but to our knowledge, this has
not been done. Discrete-trial procedures are also some-
times described as “rate-free” or “rate-independent” pro-
cedures to emphasize their focus on presence or absence
of a response rather than rate of response as a depen-
dent measure; however, some minimal response rate is
required, and studies using these procedures often
report response latency as a reciprocal measure of re-
sponse rate (i.e., time per response rather than responses
per unit time).
Hybrid procedures have characteristics of both free-

operant and discrete-trial procedures (Olds, 1958b;
Gallistel and Freyd, 1987; Carlezon and Chartoff,
2007). As with discrete-trial procedures, experimental
sessions are subdivided into multiple sequential

components to permit within-session manipulation of
stimulation parameters, and noncontingent stimulation
may be delivered at the beginning of each component.
However, the components in hybrid procedures last on
the order of minutes rather than seconds, and during
each component, subjects have free-operant access to
multiple stimulations under the prevailing schedule of
reinforcement. This approach permits generation and
measurement of a wide range of ICSS rates maintained
by a wide range of stimulus parameters during each
experimental session, and drug effects on this wide
range of ICSS rates can then be efficiently examined.
Hybrid procedures do not eliminate dependence of drug
effects on baseline ICSS rates but rather accommodate
this factor by allowing determination of drug effects on
multiple ICSS rates within a single session. Hybrid
procedures have been used to assess drug effects on
ICSS rates maintained by changes in both stimulation
frequency and amplitude; however, frequency manipu-
lations are usually preferred for drug studies, perhaps
because they do not introduce complications that may
be associated with changes in the identity, and poten-
tially the neuropharmacology, of the stimulated neu-
rons. Data reported in Fig. 3 used a hybrid procedure to
assess ICSS rates during sequential components of a
session in which different stimulation frequencies were
available during different components. This type of
procedure is commonly referred to as a “frequency-rate”
(or “rate-frequency”) procedure. (We prefer the “frequency-
rate” nomenclature to state the independent variable
first and dependent variable second, as in the term
“dose-effect”).

One additional type of procedure, referred to as
“autotitration,” has occasionally been used to assess
drug effects on ICSS and will be mentioned only briefly
here (Stein and Ray, 1960; Nazzaro et al., 1981; Easterling
and Holtzman, 1997b). In autotitration procedures,
the experimental chamber contains two manipulanda.
Responding on one manipulandum produces brain
stimulation, and the amplitude or frequency of stimulation
declines with successive stimulation deliveries. Respond-
ing on the second manipulandum resets the amplitude or
frequency of stimulation back to its baseline level, and
the primary dependent variable is the amplitude or
frequency at which the subject responds on the reset
manipulandum.

2. Dependent Variables, Data Analysis, and Interpretation.

The primary dependent variable in any ICSS pro-
cedure is a measurement of operant responding. With
free-operant procedures, statistical analysis is gen-
erally performed directly on raw response rates (e.g.,
responses per unit time) or on transformations nor-
malized to each subjects baseline rate (e.g., % baseline
response rate) (Adams et al., 1972; Koob et al., 1975;
Holtzman, 1976). However, with discrete-trial and hy-
brid procedures, each session yields multiple response
measurements at multiple stimulation parameters,
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and these data can be used to generate derivative
metrics that summarize key aspects of drug effects.
Common strategies are presented below for analysis of
data for hybrid frequency-rate procedures, and similar
approaches can be used for hybrid amplitude-rate pro-
cedures. This discussion is intended to illustrate basic
principles of data analysis, but it should be noted that
other variations exist. Strategies for analysis of data from
“discrete-trial current-intensity threshold procedures” will
also be briefly addressed.
a. Analysis of data from hybrid “frequency-rate”

procedures. Figure 5 shows the sequence of steps for
analysis of effects produced by amphetamine in a
frequency-rate ICSS procedure from our laboratory
(Bauer et al., 2013b). In this procedure, brain stimu-
lation at 10 different frequencies (56–158 Hz in 0.05-
log increments) was available under an FR 1 schedule
during sequential 1-minute response periods before

and after treatment with amphetamine (vehicle, 0.1–
1.0 mg/kg i.p.). The primary dependent variable was
the number of active responses emitted and stimula-
tions delivered at each frequency, and Fig. 5A shows
ICSS rate as a function of stimulation frequency before
treatment (baseline) and after treatment with one
amphetamine dose (0.32 mg/kg) in one rat (Rat #111).
Before treatment, this rat did not respond at frequencies
of 56–79 Hz, and responding increased and plateaued at
higher frequencies (89–158 Hz). After amphetamine, the
frequency-rate curve shifted to the left, and high ICSS
rates were observed at frequencies of 71 Hz and above.
Figure 5B shows that these raw data are then normalized
to the maximum control rate (MCR), which is defined as
the maximum rate observed at any frequency during the
baseline frequency-rate determination. In this case, the
MCR was 57 stimulations at 126 Hz. Thus, each ICSS
rate at each brain-stimulation frequency is converted to

Fig. 5. Strategy for analysis of data from a frequency-rate procedure for abuse potential testing. Raw baseline and test data (A) for each rat are
normalized (B) to that rat’s maximum control rate (MCR) on that day. (C) Normalized data can then be averaged across rats to yield mean baseline and
test frequency-rate curves (N = 6). Filled points show test ICSS rates significantly different from baseline as indicated by a significant two-way ANOVA
followed by a Holm-Sidak post hoc test (P , 0.05). (D) Alternatively, test data from different test sessions can be compared, and filled points show
a data significantly different from vehicle as determined by significant two-way ANOVA followed by a Holm-Sidak post hoc test (P , 0.05). (E) A
summary measure of drug effects on ICSS in which the test number of stimulations summed across all frequencies is expressed as a percentage of the
baseline number of stimulations across all frequencies. The asterisks indicate significant differences from vehicle as determined by one-way ANOVA
followed by Dunnett’s post hoc test (P , 0.05). This measure integrates both rate-increasing and rate-decreasing drug effects and has proven useful in
correlations with drug self-administration data. Data set has been published (Bauer et al., 2013b).
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%MCR. This normalization step controls for different
maximum response rates in different rats and reduces
variability when data are averaged across rats as shown
in Fig. 5C. At this point, average test data can be com-
pared with average baseline data using repeated-
measures two-way analysis of variance with frequency
and treatment as the two variables, and significant
analyses of variance (ANOVA) can be followed by ap-
propriate post hoc tests. In Fig. 5C, there are significant
effects of frequency and treatment and a significant
interaction, and filled points show frequencies at which
amphetamine significantly increased ICSS rate as
determined by a Holm-Sidak post hoc test (P , 0.05
for all analyses). Test data from different experiments
with different doses can then be collapsed into a single
graph as shown in Fig. 5D, and these data can again be
analyzed by two-way ANOVA with frequency and dose
as the two factors. In this example, filled points show
frequencies at which amphetamine significantly in-
creased ICSS rates relative to vehicle. To provide a
summary measure of drug effects on full frequency-rate
curves, the total number of stimulations delivered across
all frequencies after a given treatment can be summed
and expressed as a percent of the baseline number of
stimulations, and these data can also be averaged across
rats and statistically analyzed as shown in Fig. 5E.
As will be discussed further below, data analyzed

and graphed as in Fig. 5, D and E, provide a profile of
drug effects that can be useful for evaluating and
stratifying abuse potential. However, this approach is
relatively uncommon, and a more prevalent approach,
sometimes called “curve-shift analysis” (Miliaressis
et al., 1986; Carlezon and Chartoff, 2007), is shown
in Fig. 6 using the same amphetamine data set.
Figure 6A again shows raw data from one rat treated
with one dose of amphetamine (0.32 mg/kg). In curve-
shift analysis, these data are then submitted to some
form of regression analysis. Figure 6B shows linear
regression through the ascending portions of the base-
line and test frequency-rate curves, but both linear re-
gression and different nonlinear regression equations
have been used to fit ICSS data (Miliaressis et al.,
1986; Coulombe and Miliaressis, 1987; Carlezon and
Chartoff, 2007). Once the regression is established, it
is used to calculate a measure of the lateral position of
the curve along the X-axis. In Fig. 6B, the X-intercept
of each curve (i.e., the point where Y = 0) was determined,
and this intercept is often called “u0” (theta zero), with
“theta” being the Greek word for the first letter in the
word “threshold,” and “zero” indicating that this thresh-
old is the frequency at which ICSS rate = 0. Other
metrics can also be derived to define the lateral position
of frequency-rate curves. For example, the frequency
that maintains 50% of maximal responding is some-
times derived from linear or nonlinear regression,
and this value is often called the “M50” (for 50% of
maximal rate) (Miliaressis et al., 1986; Elmer et al.,

2010). Alternatively, for curves fit with nonlinear func-
tions, a value called “Locus of Rise” is sometimes cal-
culated to denote the frequency at which the lower
inflection point of the sigmoidal frequency-rate curve is
observed (O’Neill and Todtenkopf, 2010). In general,
metrics anchored to low ICSS rates (e.g., u0) are preferred
over metrics anchored to higher rates (e.g., M50) because
they are less sensitive to drug effects that alter maximal
rates and the resulting slope of the frequency-rate curve
(Miliaressis et al., 1986); however, regardless of the
metric and the regression equation used to derive it, these
values are taken to represent a measure of threshold
frequency for maintenance of responding. Drug effects
are then quantified in terms of their effect on this
measure of threshold. Figure 6C, for example, shows
that 0.32 mg/kg amphetamine produced a 20.2% re-
duction in u0 in this rat, and average data for a group of
6 rats are shown in Fig. 6D. The asterisk indicates that
0.32 mg/kg amphetamine significantly reduced ICSS
thresholds as determined by a significant one-way
ANOVA followed by a Dunnett’s post hoc test (P ,

0.05). This analysis of drug effects on thresholds is also
routinely complemented by analysis of drug effects on
maximum response rates. Again, various approaches
can be used to define maximum rates, but to illustrate
the approach with this data set, maximum rates were
defined simply as the maximum rate observed at any
frequency. Thus, the maximum rates for Rat #111 were
57 responses/trial for the baseline frequency-rate curve
and 63 responses/trial after treatment with 0.32 mg/kg
amphetamine for a 10.5% increase in maximum rates.
Average effects are shown in Fig. 6E, and ANOVA
indicated that these amphetamine doses did not sig-
nificantly alter maximum rates.

Curve-shift analysis has been extremely useful for
research on the neurobiology of ICSS because it provides
an analytic basis for dissociating drug effects on sen-
sitivity to brain stimulation (reflected in the threshold
measure and related to “reward”) from drug effects that
alter performance (reflected in the measure of maximum
rates). However, our view is that this approach is less
useful in the context of abuse potential testing for two
reasons. First, curve-shift analysis seeks to dissociate
reward-related and performance effects; however, in drug
self-administration or human drug abuse, patterns of
drug-taking behavior are influenced by both types of
effects, and drugs are often self-administered up to
doses that produce effects on motor performance. Con-
sequently, metrics that integrate both rewarding and
performance effects may be more useful in abuse po-
tential assessment than metrics focused solely on re-
ward. Data to be presented below support this view.
Second, drugs often produce effects on ICSS that cannot
be accommodated by curve-shift analysis. For example,
Fig. 6D shows that thresholds could not be determined
after treatment with 1.0 mg/kg amphetamine because
ICSS rates were elevated across the entire frequency
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range for most rats. This limits the range of doses across
which drug effects can be analyzed, and such a constraint
may not be optimal for comprehensive pharmacological
evaluation. We have adopted the analytic approach
presented in Fig. 5 because it addresses each of these
issues by (1) using an analytic approach (two-way
ANOVA) that can accommodate any possible drug effect
and (2) generating a summary measure of drug effects
(% baseline stimulations) that integrates drug effects on
ICSS across the entire frequency range.
b. Analysis of data from “discrete-trial current-intensity”

procedures. Excellent summaries of the strategies for
data analysis in discrete-trial procedures have been
published previously (Vlachou and Markou, 2011), and
a detailed account will not be presented here. In
general, though, this approach shares many features
with curve-shift analysis described above. In discrete-
trial current-intensity procedures, the amplitude of
brain stimulation is systematically varied to identify
a threshold amplitude required to maintain a criterion
probability of responding. Drug effects on this threshold
are determined in individual rats, averaged across rats,

and analyzed using ANOVA or other appropriate sta-
tistics. Thus, threshold values measured with discrete-
trial current-intensity procedures are formally similar to
threshold values measured with curve-shift analysis in
frequency- or amplitude-rate procedures, and drug effects
on thresholds are interpreted in the same way as
evidence of a reward-related effect. Likewise, measures
of response latency are analogous to measures of max-
imal response rates in frequency- or amplitude-rate pro-
cedures, and drug effects on response latency are often
interpreted as evidence of performance effects as opposed
to rewarding effects. Drug effects in frequency-rate and
discrete-trial current-intensity procedures are often
similar, and as one example, amphetamine reduces ICSS
thresholds in discrete-trial current-intensity proce-
dures (Esposito et al., 1980) as it does in frequency-
rate procedures.

c. Data interpretation. Regardless of the experimen-
tal strategy used to collect and analyze drug effects on
ICSS, abuse potential is suggested by an amphetamine-
like profile to increase low rates or probabilities of
behavior maintained by low frequencies or amplitudes

Fig. 6. “Curve-shift” strategy for analysis of data from a frequency-rate procedure using the same data set as in Fig. 5. (A) Analysis begins with raw
baseline and ICSS data as in Fig. 5. (B) Regression analysis is used to identify metrics of the lateral position of the frequency-rate curve along the
X-axis. In this case, linear regression through the ascending portions of the frequency-rate curves were used to determine u0, the “threshold” frequency
at which the regression line crosses the X-axis. (C) Drug-induced changes in threshold and maximum rates can then be determined in each rat, and
effects are usually expressed as percent change. (D and E) Values can then be averaged across rats and submitted to statistical analysis. The asterisk in
(D) indicates significant differences from vehicle as determined by one-way ANOVA followed by Dunnett’s post hoc test (P , 0.05). Notice that
threshold values were not determined (ND) for 1.0 mg/kg amphetamine. See text for details.
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of brain stimulation. This profile of drug effects is often
referred to as “facilitation” of ICSS, and the relationship
of ICSS facilitation to abuse potential is supported by
a large literature of studies with drugs from multiple
drug classes. Examples will be discussed below, but
before proceeding to a review of this literature, we will
briefly consider two general mechanisms that may con-
tribute to drug-induced facilitation of ICSS.
First, drugs could increase sensitivity of the ICSS

neural substrate to electrical stimulation (Stellar and
Rice, 1989; Wise, 1998). Several lines of evidence sup-
port this possibility. For example, as noted above, the
reinforcing effects of both MFB stimulation in ICSS
and of drugs in drug self-administration procedures
appear to involve activation of the mesolimbic DA
system. Accordingly, one hypothesis regarding drug
effects on ICSS is that drugs and brain stimulation
produce additive effects on mesolimbic DA activation
and on operant behavior maintained by mesolimbic
DA activation. Additional support for this hypothesis
comes from the similarity in effects on ICSS frequency-
rate curves produced both by increasing the amplitude
of stimulation (Fig. 3B) and by pretreatment with
amphetamine (Fig. 5).
A second possibility, not mutually exclusive with the

first, is that drugs could produce nonselective effects on
sensory-motor integration or motor capacity that alter
performance of the operant response. For example, it is
well appreciated that drug-induced decreases in ICSS
might reflect motor impairment (e.g., sedation, paral-
ysis). Indeed, drug effects on maximal response rates
(in hybrid procedures) or response latencies (in discrete-
trial procedures) are often evaluated precisely because
of their value in detecting motor impairment (Carlezon
and Chartoff, 2007; Vlachou andMarkou, 2011). However,

it is less well appreciated that drug-induced increases
in ICSS might also result from nonselective perfor-
mance effects (Hernandez et al., 2010; Trujillo-Pisanty
et al., 2013), and an even more nuanced principle is that
drug effects on operant responding may be rate de-
pendent. “Rate dependency” posits that drug effects on
rates of operant responding may be independent of the
reinforcing stimulus and may instead be determined by
baseline rates of behavior before drug administration
(Sanger and Blackman, 1976). A comprehensive discus-
sion of rate dependency is beyond the scope of this
review, but recent evidence suggests that drug effects
on ICSS often meet criteria for rate dependency (Bauer
et al., 2013a). For example, Fig. 7 shows a rate-dependency
plot for the same amphetamine data set shown in Figs.
5 and 6. In this log-log plot, the X-axis shows the
baseline ICSS rate maintained by each frequency of
stimulation before treatment, and the Y-axis shows
rates after treatment expressed as a percentage of the
baseline. The plot for data from vehicle treatment
is horizontal, indicating that ICSS rates after vehicle
treatment were similar to baseline ICSS rates at all
frequencies of brain stimulation. The negative slope of
the plot for each amphetamine dose indicates that
amphetamine increased low rates of responding more
than it increased high rates of responding, and in-
creasing amphetamine doses produce increasingly nega-
tive slopes. It is noteworthy that amphetamine produces
strikingly similar evidence for rate-dependent effects
under conditions other than ICSS that also maintain var-
iable baseline response rates (e.g., under fixed-interval
schedules of reinforcement maintained by food delivery
or shock avoidance) (Kelleher and Morse, 1968; Sanger
and Blackman, 1976). Taken together, these results
suggest the potential for amphetamine and other drugs

Fig. 7. Rate-dependency analysis of amphetamine effects on ICSS using the same data set as in Fig. 5. (A) Abscissa: Baseline ICSS rate expressed as
log of the %MCR value. Ordinate: Treatment-induced change from baseline rate expressed as the log of % baseline rate. The regression line for each
treatment is composed of 10 points, one for each of the 10 frequencies of brain stimulation. Amphetamine dose-dependently increased low baseline
rates more than it increased high-baseline rates, resulting in plots with progressively steeper negative slopes indicative of rate dependency. (B)
Abscissa: amphetamine dose in mg/kg (log scale). Ordinates: Slope of the rate-dependency plots in (A). Amphetamine produced a dose-dependent
increase in steepness of slope. For details, see (Bauer et al., 2013a).
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to alter ICSS in a manner that is at least partially
dependent on baseline response rates and independent
of sensitivity to the reinforcing electrical stimulus (Bauer
et al., 2013a).
Regardless of mechanism, it is useful to appreciate

the distinct function that drug stimuli play in ICSS
procedures as opposed to the drug self-administration
procedures more commonly used in abuse potential testing.
Specifically, drug delivery in drug self-administration pro-
cedures is contingent upon the behavior of the exper-
imental subject. A drug that maintains self-administration
is said to function as a “reinforcer” or “reinforcing stim-
ulus” that produces “reinforcing effects.” ICSS is also
an operant behavioral procedure, but in ICSS, it is
brain stimulation that functions as the reinforcing stim-
ulus, and drugs function as unconditioned stimuli that
may alter the behavior of ICSS. Because drugs do not
function as reinforcers in ICSS procedures, it is not
appropriate to refer to their effects as “reinforcing” effects.
Rather, it is most appropriate to describe drug effects as
either increasing or decreasing rates of ICSS behavior,
and these changes in behavior may then be interpreted
as evidence for changes either in sensitivity to the
reinforcing (or “rewarding) effects of brain stimulation
or in motor competence to perform the operant behavior.

III. Drug Effects on Intracranial Self-Stimulation

by Drug Class

The utility of ICSS as a tool for abuse potential
testing has been appreciated for decades, and several
previous review articles have addressed the relation-
ship between ICSS effects and abuse potential of drugs
(Kornetsky et al., 1979; Reid, 1987; Negus and Dykstra,
1989; Wise, 1996; Vlachou and Markou, 2011). The focus
of this section will be to review profiles of ICSS effects
produced by systemically administered drugs from dif-
ferent pharmacological classes. Most studies have been
conducted using acute drug administration, but drug
abuse necessarily involves repeated drug exposure, and
abuse potential of drugs can evolve with repeated/chronic
treatment. Accordingly, where data are available, effects
of repeated drug treatment and drug withdrawal will
also be considered.

A. Monoaminergic Drugs

1. Monoamine Releasers. Amphetamine is one mem-
ber of a drug class known as monoamine releasers.
These drugs function as substrates for dopamine, nor-
epinephrine, and/or serotonin transporters (DAT, NET,
SERT, respectively), and they promote neuronal release
of dopamine (DA), norepinephrine (NE), and/or seroto-
nin (5HT) independently of neuronal activity (Rothman
et al., 2001; Immadisetty and Madura, 2013). Mono-
amine releasers are used clinically for indications that
include attention deficit disorder, obesity, and narcolepsy,
but amphetamine and many other drugs in this class

also have high abuse liability. Of particular relevance to
abuse potential testing, a family of novel monoamine
releasers (and uptake inhibitors, see below) with street
names such as “bath salts” has recently emerged as
a new source of illicit drugs in Europe and North
America (Baumann et al., 2013a; De Felice et al., 2014).
Table 1 summarizes illustrative data with representa-
tive monoamine releasers in free-operant, discrete-
trial current-intensity and hybrid frequency-rate
ICSS procedures, and text below focuses on results
from frequency-rate procedures.

a. Acute administration. Monoamine releasers can
be subclassified along various dimensions, and a key
determinant of abuse potential is relative selectivity
to promote release of DA, NE, and/or 5HT. Potencies
to release DA and NE are usually closely aligned
and have been difficult to separate, but selectivity
to release DA/NE versus 5HT can vary dramatically
(Rothman et al., 2001). For example, based on in vitro
functional assays of monoamine release from rat brain
synaptosomes, amphetamine and methamphetamine
are DA/NE selective (DA/NE . 5HT), whereas meth-
ylenedioxymethamphetamine (MDMA) is relatively
nonselective (DA/NE @ 5HT), and fenfluramine is
5HT selective (5HT . DA/NE). Effects of amphetamine
were described above, and Fig. 8 compares effects of
methamphetamine, +MDMA, and fenfluramine in the
same hybrid frequency-rate ICSS procedure (Bauer
et al., 2013b). Like amphetamine, methamphetamine
produced a dose-dependent leftward and upward shift
in the ICSS frequency-rate curve and a large increase
in % baseline stimulations as the summary measure
for drug effects (Fig. 8, A and D). Conversely, the
5HT-selective releaser fenfluramine produced a down-
ward shift in the ICSS frequency-rate curve and dose
dependently reduced % baseline stimulations (Fig. 8, C
and F). Lastly, the mixed-action DA/NE/5HT releaser
+MDMA produced mixed effects (Fig. 8, B and E). A
low dose of +MDMA produced a modest leftward shift
in the frequency-rate curve, but a higher dose produced
a biphasic effect consisting of both an increase in
low ICSS rates maintained by low brain stimulation
frequencies (56–89 Hz) and a decrease in high ICSS
rates maintained by high frequencies 126–158 Hz).
This recruitment of rate-decreasing effects by higher
+MDMA doses functioned to limit the magnitude of
increase in % baseline stimulations.

Data with these three compounds suggest a relation-
ship between pharmacological selectivity to release
DA/NE versus 5HT and behavioral efficacy to facilitate
ICSS. To provide a more quantitative assessment of
this relationship, Fig. 9A shows a positive correlation
for 10 monoamine releasers between pharmacological
selectivity (expressed as selectivity to release DA
versus 5HT) and efficacy to facilitate ICSS (expressed
as maximal increase in % baseline stimulations) (Bauer
et al., 2013b). Moreover, and importantly for consideration
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of abuse potential testing, previous studies with many of
these same monoamine releasers had already shown
a similar relationship between pharmacological selec-
tivity to release DA versus 5HT and behavioral efficacy
to reinforce drug self-administration under a progres-
sive-ratio procedure in rhesus monkeys (Rothman et al.,
2005; Wee et al., 2005; Wang and Woolverton, 2007).
Accordingly, we also correlated efficacy of these mono-
amine releasers to facilitate ICSS with their efficacy
to maintain self-administration in monkeys, and the
resulting positive correlation is shown in Fig. 9B (Bauer
et al., 2013b).
We have interpreted these results to suggest two

conclusions relevant to the use of ICSS in abuse
potential testing. First, at least for this drug class, “%
baseline stimulations” (as determined with methods
shown in Fig. 5) provides a useful summary measure of
drug effects on ICSS for prediction of drug effects in
more established drug self-administration procedures.
Drug-induced change in ICSS threshold (as deter-
mined with methods shown in Fig. 6) is a different and
commonly used dependent measure in frequency-rate
ICSS studies, and monoamine releasers that increased

% baseline stimulations also reduced ICSS thresholds.
However, the magnitude of drug effects on ICSS thresh-
olds did not correlate with either self-administration data
(P = 0.67) or with pharmacological selectivity (P = 0.32)
(Bauer et al., 2013b). Accordingly, these results provide
one source of evidence to suggest that % baseline stim-
ulations may be more useful than ICSS threshold as
a dependent variable in ICSS for use in stratifying abuse
potential. This approach has also been extended to
evaluation of novel cathinone derivatives (a.k.a. “bath
salts” such as mephedrone and methylone) that have
emerged as drugs of abuse in the United States and
Europe (Robinson et al., 2012; Bonano et al., 2014).
Second, the summary measure of % baseline stimula-
tions integrates both rate-increasing and rate-decreasing
drug effects. It is the rate-increasing effects that are
generally interpreted as “abuse-related” effects. By anal-
ogy, we suggest that it may be useful to interpret rate-
decreasing effects as evidence of effects that might limit
abuse potential. ICSS provides an efficient experimental
approach to dissect and evaluate these two types of ef-
fects. For example, these data with monoamine releasers
are consistent with the conclusion that abuse-related

Fig. 8. Effects of methamphetamine, (+)-methyelenedioxymethamphetamine (+MDMA), and fenfluramine on ICSS in rats. (A–C) Full frequency-rate
curves for vehicle and two representative doses of each drug. Abscissae: Frequency of brain stimulation in Hz (log scale). Ordinates: ICSS rate
expressed as %MCR. Filled points show effects significantly different from vehicle as determined by two-way ANOVA and the Holm-Sidak post hoc test
(P , 0.05). (D–F) Summary data for drug effects on ICSS rates across all frequencies of brain stimulation. Abscissae: Drug dose. Ordinates: % Baseline
stimulations. Arrows indicate the presence of significant increases (up arrow) or decreases (down arrow) in ICSS rates for at least one frequency of
brain stimulation in frequency-rate curve analysis in (A–C). Note that methamphetamine dose dependently increased ICSS rates across a broad dose
range, whereas +MDMA produced mixed rate-increasing and rate-decreasing effects, and fenfluramine only decreased ICSS rates. Data set has been
published (Bauer et al., 2013b).
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rate-increasing effects are mediated by DA, whereas
abuse-limiting rate-decreasing effects are mediated by
5HT. This conclusion is consistent with results from
other ICSS studies (Lin et al., 1997) and with a large
literature of drug self-administration data to suggest that
DA mediates reinforcing effects of releasers, whereas 5HT
limits expression of reinforcing effects (Wee and Woolver-
ton, 2006; Bradbury et al., 2013). In summary then, ICSS
frequency-rate procedures permit simultaneous detection
and study of effects that can either promote or limit abuse
potential, and “% baseline stimulations” provides a useful
summary measure for integration of these effects and
prediction of their impact on drug reinforcement in self-
administration procedures.
As one final point, Fig. 10A shows a summary of ICSS

effects produced in our laboratory by 17 monoamine

releasers graphed as a function of pharmacological
selectivity to release DA, NE, and 5HT. This plot per-
mits segregation of ICSS effects according to pharma-
cological selectivity of each drug to release each of the
three monoamines, and the nature of drug effect is in-
dicated qualitatively by color (green = exclusive facilita-
tion as with amphetamine; blue = mixed facilitation
and depression as with MDMA; red = exclusive de-
pression as with fenfluramine). This type of plot can
also be useful in characterizing pharmacological
characteristics that contribute to abuse-related effects
in ICSS.

b. Repeated/chronic administration. Amphetamine is
the monoamine releaser that has been most extensively
evaluated with repeated/chronic dosing, and these studies
have revealed two general phenomena. First, tolerance to

Fig. 9. Correlation of monoamine releaser effects on ICSS with in vitro selectivity to promote DA versus 5HT release (A) and break points maintained
under a progressive-ratio schedule of drug self-administration in rhesus monkeys (B). A, Abscissa: Log selectivity to release DA versus 5HT expressed
as EC50 to promote 5HT release 4 EC50 for DA release in a rat brain synaptosome preparation. Higher values indicate higher selectivity to release DA.
Ordinate: Maximum facilitation of ICSS expressed as the maximum increase in the summary measure of % baseline stimulations. Fenfluramine was
tested in both procedures but was excluded from this figure because it did not facilitate ICSS at any dose or time and because precise in vitro selectivity
could not be quantified because of low potency to release DA. The regression was significant (Pearson r = 0.89, R2 = 0.78, P = 0.0006). B, Abscissa:
Maximum break point maintained by any drug dose under a progressive-ratio schedule of drug self-administration in rhesus monkeys (Wee et al., 2005;
Wang and Woolverton, 2007). Ordinate. Maximum facilitation of ICSS as in (A). 2MDMA and fenfluramine were tested in both procedures but were
excluded from the correlation because they did not facilitate ICSS in rats and/or did not reliably maintain self-administration in monkeys (self-
administration by ,50% of monkeys tested) ( NE, no effect). PAL-287 and phenmetrazine were also excluded, because they have not been tested under
the progressive-ratio schedule of drug self-administration in rhesus monkeys. The regression was significant (Pearson r = 0.80, R2 = 0.63, P = 0.0320).
For other details, see (Bauer et al., 2013b).

Fig. 10. Relationship between drug effects on ICSS and functional selectivity of drugs to release (A) or inhibit uptake (B) of DA, NE, and 5HT.
Abscissae: Selectivity for DA versus NE expressed as potency to release/inhibit uptake of DA 4 potency to release/inhibit uptake of NE. Ordinate:
Selectivity for DA versus 5HT expressed as potency to release/inhibit uptake of DA 4 potency to release/inhibit uptake of 5HT. Domains of selectivity
for each monoamine are indicated by the abbreviation for that monoamine, and dotted lines show borders of equipotency for drugs to release/inhibit
uptake of monoamines on either side of the border. Color scheme indicates most prominent drug effect on ICSS: green = facilitation, blue = mixed
action, and red = depression. Data for monoamine releaser effects were collected in rat brain synaptosomes (Rothman et al., 2001; Bauer et al., 2013b;
Bauer et al., 2014; Bonano et al., 2014). Data for monoamine uptake inhibition were taken from the Psychoactive Drug Screening Program database
(pdsp.med.unc.edu/pdsp.php) (Rosenberg et al., 2013; Bonano et al., 2014).
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ICSS facilitation fails to develop after amphetamine
administered by repeated bolus injections or by continu-
ous infusion (e.g., via osmotic minipump) (Lin et al., 2000;
Paterson et al., 2000; Bauer et al., 2014). Rather,
amphetamine-induced ICSS facilitation is largely retained
over time. In some studies, sensitization to amphetamine-
induced facilitation of ICSS has been observed, but
sensitization to amphetamine effects in ICSS procedures is
less pronounced and less reliable than sensitization
to locomotor effects (Lin et al., 2000; Cabeza de Vaca
et al., 2004). A similar resistance to both tolerance and
sensitization has also been observed with repeated/chronic
dosing of cocaine in ICSS procedures (Riday et al., 2012),
and this resistance to sensitization suggests a key
distinction between stimulant effects on ICSS and
locomotor activity. Second, withdrawal from chronic
dosing of amphetamine produces transient depression
of ICSS that can be reversed by administration with
amphetamine or related drugs (e.g., cocaine) (Paterson
et al., 2000; Bauer et al., 2014). This ICSS depression
has been interpreted as a withdrawal sign that may be
related to anhedonic signs of stimulant withdrawal in
humans (Cryan et al., 2003).
A similar profile of sustained ICSS facilitation followed

by withdrawal-associated ICSS depression has also been
observed with methamphetamine (Miyata et al., 2011),
but effects of chronic treatment with other releasers have
not been explored. Of particular significance for abuse
potential testing is whether effects of mixed-action DA/
NE/5HT releasers like MDMA or the cathinone de-
rivative mephedrone (Bonano et al., 2014) might change
during repeated/chronic treatment. For example, self-
administration studies with MDMA suggest that re-
peated exposure during acquisition of self-administration
can produce tolerance to 5HT effects and increased
expression of DA-mediated reinforcing effects (Schenk,
2009). Preliminary data from our laboratory suggest that
a similar phenomenon occurs during repeated mephe-
drone treatment, such that repeated treatment produces
decreased expression of 5HT-mediated rate-decreasing
effects and increased expression of DA-mediated rate-
increasing effects (J. Bonano and S.S. Negus, unpub-
lished observations). Although full characterization of
this effect will require further studies, these findings
illustrate the potential of ICSS not only to assess abuse-
related effects produced by acute drug administration,
but also to assess changes in abuse-related effects that
occur during repeated exposure.
2. Monoamine Uptake Inhibitors. Monoamine up-

take inhibitors also act at DA, NE, and/or 5HT
transporters, but rather than functioning as substrates
that pass through the transporter to promote mono-
amine release, they occlude the transporter and
prevent uptake of synaptically released monoamines
(Baldessarini, 2006; O’Brien, 2006). Both releasers and
uptake inhibitors increase extracellular monoamine
concentrations, but effects of uptake inhibitors are

dependent on neuronal activity and are consequently
often smaller in magnitude and narrower in anatomic
scope than effects of releasers. Similar to the releasers,
monoamine uptake inhibitors are used clinically for
indications such as attention deficit disorder, obesity,
and narcolepsy, and they are also used as front-line
antidepressants. However, several members of this
drug class, such as cocaine and methylphenidate,
also have abuse liability. Table 2 summarizes data
with a subset of representative monoamine uptake
inhibitors that have been tested in various ICSS
procedures.

a. Acute administration. Monoamine uptake inhib-
itors can be subclassified according to their relative
selectivities to inhibit DAT, NET, and/or SERT, and in
general, effects of uptake inhibitors are similar to
effects of releasers with comparable pharmacological
selectivities. Figure 11 shows ICSS effects produced by
selected doses of representative uptake inhibitors in
our laboratory. RTI-113 [phenyl 3-(4-chlorophenyl)-8-
methyl-8-azabicyclo[3.2.1]octane-2-carboxylate] is a
DAT-selective inhibitor that produces dose-dependent
ICSS facilitation across a broad dose range, and max-
imal facilitation of ICSS is similar to that produced by
amphetamine (Rosenberg et al., 2013). Methylenediox-
ypyrovalerone (MDPV) is a cathinone derivative that
has recently emerged as a designer drug of abuse often
included in “bath salts,” and it has been designated
as a schedule 1 drug by the U.S. Food and Drug
Administration (FDA) (Baumann et al., 2013b). MDPV
also functions as a relatively selective DAT inhibitor,
and it produced dose-dependent and robust ICSS
facilitation (Bonano et al., 2014). Cocaine is a non-
selective inhibitor at DAT, NET, and SERT (Baumann
et al., 2013b), but like the DAT-selective inhibitors, it
robustly facilitates ICSS across a broad range of doses
and conditions (Bauer et al., 2014) (see Table 2). In
accordance with these ICSS data, RTI-113, MDPV,
and cocaine are all self-administered by animals (Kimmel
et al., 2008; Watterson et al., 2014).

Amitifadine is a novel monoamine uptake inhibitor
with similar potencies to inhibit NET and SERT and
slightly weaker potency to inhibit DAT (Skolnick et al.,
2003; Golembiowska et al., 2012). The behavioral
profile of amitifadine in ICSS resembles the profile of
MDMA in that amitifadine facilitates low ICSS rates
maintained by low frequencies of brain stimulation but
also depresses high rates of ICSS maintained by high
frequencies (Prins et al., 2012) (L. L.Miller and S. S. Negus,
unpublished observations). Published data on the re-
inforcing effects of amitifadine are not available, but
the related compound bicifadine was reported to func-
tion as a less reliable reinforcer in rhesus monkeys than
other uptake inhibitors including cocaine (Nicholson et al.,
2009). Lastly, nisoxetine and citalopram are NET- and
SERT-selective inhibitors, respectively, and both pro-
duced only decreases in ICSS consistent with their
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failure to function as reinforcers in drug self-administration
procedures (Hiranita et al., 2009; Rosenberg et al., 2013).
The data summarized above are consistent with many

previous ICSS studies that found facilitation of ICSS by
cocaine and DAT-selective inhibitors but not by NET-
or SERT-selective inhibitors (e.g., see Table 2). Taken
together, these results provide additional support for
the relationship between ICSS facilitation and mainte-
nance of drug self-administration. In addition, these
results are also consistent with the well-established role
of DA in mediating abuse-related effects of drugs acting

at monoamine transporters. Figure 10B shows the
pharmacological selectivity plot for effects of 12 mono-
amine uptake inhibitors on ICSS in our laboratory,
and two observations warrant mention. First, as with
monoamine releasers, efficacy to facilitate ICSS in-
creases as selectivity for DAT versus SERT increases.
Uptake inhibitors differ from releasers only in appear-
ing to tolerate a greater proportion of 5HT effects than
releasers (c.f. MDMA and cocaine are relatively non-
selective compounds at DAT versus SERT, but cocaine
produces more robust ICSS facilitation). Second, currently

Fig. 11. Effects of the DA uptake inhibitors RTI-113 and methylenedioxypyrovalerone (MDPV), the mixed-action uptake inhibitors cocaine and
amitifadine, the NE uptake inhibitor nisoxetine, and the 5HT uptake inhibitor citalopram on ICSS in rats. Abscissae: frequency of brain stimulation in
Hz (log scale). Ordinates: ICSS rate expressed as %MCR. Graphs show maximal facilitation produced in dose-effect studies conducted with each drug.
Filled points show drug effects significantly different from vehicle as determined by two-way ANOVA and the Holm-Sidak post hoc test (P, 0.05). Data
sets are published for RTI-113, nisoxetine and citalopram (Rosenberg et al., 2013), cocaine (Bauer et al., 2014), and MDPV (Bonano et al., 2014). Effects
of amitifadine are unpublished but collected with identical procedures.
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available uptake inhibitors include compounds like
RTI-113 and nisoxetine that have greater selectivity at
DAT versus NET, respectively, than has been obtained
with releasers, and data with these compounds im-
plicate DA rather than NE in mediating abuse-related
ICSS facilitation.
b. Repeated/chronic administration. Effects of repeated/

chronic treatment with monoamine uptake inhibitors have
been evaluated with cocaine and with some SERT- and
NET-selective uptake inhibitors that are used clinically
as antidepressants. In general, repeated/chronic treat-
ment with cocaine produces effects that are similar to
those of amphetamine in that neither tolerance nor
sensitization to ICSS facilitation develops during long-
term treatment (Frank et al., 1988; Kenny et al., 2003b;
Riday et al., 2012; Bauer et al., 2014), and withdrawal
produces a transient and cocaine-reversible depression
of ICSS (Kokkinidis and McCarter, 1990; Markou and
Koob, 1991; Stoker and Markou, 2011b). Conversely,
chronic treatment with the SERT-selective inhibitor
fluoxetine either did not alter ICSS (Lin et al., 1999) or
produced a sustained depression of ICSS (Lee and
Kornetsky, 1998), and fluoxetine withdrawal did not
alter ICSS. Results have been less consistent with NET-
selective inhibitors. For example, as with fluoxetine,
several studies have found that chronic treatment with
the NET-selective inhibitor desipramine either did not
alter ICSS (Markou et al., 1992; Moreau et al., 1992) or
produced a sustained depression of ICSS (Hall et al.,
1990) without altering ICSS during withdrawal. How-
ever, other studies found slight but significant facilita-
tion of ICSS during withdrawal from chronic use of
desipramine (Fibiger and Phillips, 1981; McCarter and
Kokkinidis, 1988).
3. Monoamine Receptor Agonists and Antagonists.

Drugs acting as monoamine releasers or uptake in-
hibitors produce indirect effects on DA, NE, and 5HT
receptors by increasing extracellular monoamine levels.
Drugs that act directly on DA, NE, and 5HT receptors
have also been examined extensively in ICSS proce-
dures. DA acts at a receptor family with two main
receptor types: D1-like receptors (D1 and D5) and D2-like
receptors (D2, D3, and D4) (Baik, 2013). NE acts on
a separate family of receptors that also includes two
major receptor types with subclassifications within each
type (a1–2,b1–3) (Flordellis et al., 2004). 5HT acts on
a third and larger family of receptors with seven major
receptor types and additional subclassifications (5HT1–7

with several subtypes) (Kranz et al., 2010; Hayes
and Greenshaw, 2011). All receptors except the 5HT3

receptor are G-protein-coupled receptors, with different
members of each family coupled to excitatory or in-
hibitory signaling pathways. Monoamine receptor li-
gands are approved for various clinical applications
including Parkinson’s disease (e.g., the nonselective DA
agonist apomorphine), hypertension (e.g., the a2 adren-
ergic agonist clonidine and the nonselective b adrenergic

antagonist propranolol), and obesity (e.g., the 5HT2c

agonist lorcaserin) (Baldessarini and Tarazi, 2006;
Sanders-Bush and Mayer, 2006; Standaert and Young,
2006; Westfall and Westfall, 2006). However, the only
drugs in this class currently scheduled by the FDA are
hallucinogens [e.g., lysergic acid diethyamide (LSD),
psilocybin, and 4-methyl-2,5-dimethoxyamphetamine]
that share agonist activity at 5HT2A receptors.

a. Dopamine receptor agonists and antagonists.

Although DA releasers and uptake inhibitors produce
robust and reliable ICSS facilitation, direct DA agonists
do not (Table 3). For example, the nonselective D1/D2
agonist apomorphine generally produces only depres-
sion of ICSS, although in frequency-rate procedures,
high doses of apomorphine may produce weak facil-
itation of low ICSS rates maintained by low brain
stimulation frequencies at doses that also depress high
ICSS rates maintained by high frequencies (Liebman
and Butcher, 1973; Strecker et al., 1982; Depoortere
et al., 1996; Singh et al., 1996). Selective D1 agonists
such as SKF38393 [(6)-1-phenyl-2,3,4,5-tetrahydro-
(1H)-3-benzazepine-7,8-diol hydrobromide], SKF82958
(3-allyl-6-chloro-1-phenyl-1,2,4,5-tetrahydro-3-benzazepine-
7,8-diol), and A77636 [(1R,3S)-3-(1-adamantyl)-1-(amino-
methyl)-3,4-dihydro-1H-isochromene-5,6-diol] have been
reported to facilitate ICSS in some studies (Nakajima
and O’Regan, 1991; Ranaldi and Beninger, 1994; Carr
et al., 2001; Gilliss et al., 2002; Malanga et al., 2008), but
the magnitude of facilitation is generally weak and may be
accompanied by evidence for impaired performance, and
other studies have reported only depression by D1 agonists
(Hunt et al., 1994; Baldo et al., 1999). Similarly variable
effects have been obtained with D2/3 agonists such as
bromocriptine, quinpirole, quinelorane, 7-OH-DPAT [7-
hydroxy-2-(di-n-propylamino)tetralin], and U99194A (5,6-
dimethoxy-N,N-dipropyl-2,3-dihydro-1H-inden-2-amine)
(Nakajima and O’Regan, 1991; Hunt et al., 1994; Ranaldi
and Beninger, 1994; Kling-Petersen et al., 1995; Depoortere
et al., 1996; Hatcher and Hagan, 1998; Carr et al., 2001,
2002; Malanga et al., 2008). For example, quinpirole
facilitated ICSS in some studies (Ranaldi and Beninger,
1994; Carr et al., 2001), depressed ICSS in other studies
(Rady et al., 1994; Hatcher andHagan, 1998), and produced
variable effects across doses and different ICSS rates in yet
other studies (Nakajima and O’Regan, 1991; Depoortere
et al., 1996; Malanga et al., 2008). The variable effects of
DA agonists on ICSS contrast with the more reliable self-
administration of these compounds in rats and nonhuman
primates (Woolverton et al., 1984; Caine and Koob, 1993;
Weed et al., 1993; Grech et al., 1996; O’Connor et al., 2011;
Huskinson et al., 2014). Thus, DA agonists constitute
one example of apparent discordance between ICSS and
drug self-administration. Given that DA agonists are
not scheduled by the FDA and are not typically abused
by humans, ICSS may function as a better predictor
than drug self-administration for abuse potential of
these compounds.
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In contrast to the variable effects of DA agonists,
only decreases in ICSS are observed with nonselective
or subtype selective DA antagonists (Olds and Travis,
1960; Fenton and Liebman, 1982; Corbett, 1990; Hunt
and Atrens, 1992; Carr et al., 2001; Flagstad et al.,
2006; Higley et al., 2011; Negus et al., 2012a; Trujillo-
Pisanty et al., 2013). These ICSS results are generally
consistent with the lack of self-administration or abuse
liability for DA antagonists, although one study did
report haloperidol self-administration by rats (Glick
and Cox, 1975). In contrast to the ICSS-depressing
effects of acute treatment, repeated treatment with the
DA antagonists pimozide or haloperidol produced DA
receptor supersensitivity in rats that was associated
with facilitation of ICSS (Ettenberg and Milner, 1977;
Seeger et al., 1981b). This ICSS facilitation after withdrawal
from a DA antagonist is opposite to the ICSS depression
described above after withdrawal from repeated
amphetamine or cocaine.

b. Norepinephrine and serotonin receptor agonists

and antagonists. NE agonists and antagonists have
not been extensively evaluated in ICSS procedures, but
compounds that have been examined either had no
effect on ICSS or only depressed ICSS (Hunt et al.,
1976; Liebman et al., 1984; Hunt and Atrens, 1992;
Bruijnzeel et al., 2010). One compound of interest in
relation to abuse potential testing is the a2 agonist
clonidine. Clonidine is not scheduled by the FDA and
has not emerged as a significant drug of abuse. Con-
sistent with this profile, it has produced only
decreases in ICSS (Hunt et al., 1976; Liebman et al.,
1984; Hunt and Atrens, 1992). However, clonidine
does maintain drug self-administration in rats and
nonhuman primates (Shearman et al., 1981; Woolverton
et al., 1982), and consequently, it represents another
point of discrepancy between ICSS and drug self-
administration.

ICSS is generally not affected or only depressed by
systemically administered agonists and/or antagonists
for 5HT1 receptors (Harrison et al., 1999; Harrison and
Markou, 2001), 5HT2 receptors (Benaliouad et al., 2007;
Hayes et al., 2009; Katsidoni et al., 2011), 5HT3 receptors
(Greenshaw, 1993; Hatcher et al., 1995), and 5HT4

receptors (Reavill et al., 1998) (see Hayes and Greenshaw,
2011 for review). An exception is that low doses of the
5HT1A agonist 8-OH-DPATmay facilitate ICSS (Harrison
and Markou, 2001). Of particular importance for abuse
potential testing, the 5HT2A agonist TCB-2 failed to
facilitate ICSS (Katsidoni et al., 2011). Although TCB-2
itself is not currently scheduled by FDA, it shares dis-
criminative stimulus and other behavioral effects with
schedule 1 hallucinogens like LSD (McLean et al., 2006;
Fox et al., 2010). This evidence for poor sensitivity
of ICSS to abused hallucinogens with 5HT2A agonist
activity is similar to poor sensitivity of drug self-
administration to drugs from this same class (Fantegrossi
et al., 2008).
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B. Opioids

Opioids act at three receptor types: mu, kappa, and
delta opioid receptors. These G-protein–coupled receptors
are localized throughout the nervous system, including
brain areas such as the nucleus accumbens and VTA
(Mansour et al., 1987). Moreover, there is evidence for
modulation of mesolimbic DA neurons by each opioid
receptor subtype (Devine et al., 1993). Mu opioid analge-
sics, such as the canonical mu agonist morphine, are
among the most effective and widely used drugs in the
treatment of pain, but unwanted effects such as abuse
liability limit their therapeutic potential (Gutstein and
Akil, 2006). Kappa and delta opioid agonists have also
been considered as candidate therapeutics for pain and
other health problems, but their clinical deployment has
been prevented by undesirable side effects that include
psychotomimetic and convulsant effects, respectively
(Chavkin, 2011; Pradhan et al., 2011). Table 4 shows
illustrative data with selected opioids in ICSS procedures.
1. Mu Opioids.

a. Acute administration. Among the three classes of
opioid receptor ligands, drugs acting at mu receptors
have been most widely studied in ICSS, and morphine
was among the first drugs studied after the discovery
of ICSS (Olds and Travis, 1960). This study used a free-
operant procedure that maintained stable high ICSS
rates and found only morphine-induced depression of
ICSS, with the most robust depression of ICSS seen
after administration of the highest doses tested. Results
from subsequent studies using similar procedures
showed that, early in their time course, morphine and
heroin depressed ICSS, but this initial depression was
followed by later facilitation (Adams et al., 1972;
Lorens and Mitchell, 1973; Koob et al., 1975). These
time-dependent effects in free-operant procedures
highlighted the difficulty of dissociating abuse-related
frommotor effects in free-operant procedures and prompted
subsequent studies with discrete-trial procedures in an
effort to dissociate abuse-related and sedative effects;
these studies found facilitation of ICSS even at early
time points (Marcus and Kornetsky, 1974; Esposito and
Kornetsky, 1977). More recent studies with frequency-
rate procedures have confirmed that mu agonists
produce complex effects on ICSS determined by factors
that include dose, pretreatment time, and efficacy of the
agonist at mu receptors (O’Neill and Todtenkopf, 2010;
Altarifi and Negus, 2011; Altarifi et al., 2012, 2013). For
example, relatively high-efficacy mu agonists such as
methadone, fentanyl, and morphine weakly facilitate
ICSS at low doses; however, at higher doses, they produce
initial ICSS depression followed later by ICSS facilitation.
Low-efficacy mu agonists such as buprenorphine and
nalbuphine also facilitate ICSS, but even at high doses,
these compounds are relatively ineffective at producing
ICSS depression. Finally, opioid antagonists like
b-funaltrexamine and naloxone do not alter ICSS at

doses that block mu agonist effects. Experiments to
examine mechanisms of the rate-increasing versus rate-
decreasing effects of mu agonists in rats suggest that both
types of effect are mediated by pharmacologically similar
populations of mu receptors located in distinct regions of
brain, with ICSS facilitation mediated by forebrain
mu receptors in the vicinity of striatum, whereas
ICSS depression is mediated by brainstem receptors in
the vicinity of periaqueductal gray (Broekkamp et al., 1976;
Altarifi et al., 2012).

b. Repeated/chronic administration. A major de-
terminant of mu agonist effects on ICSS is opioid
exposure history. As discussed above, depression of
ICSS is a predominant effect of acute treatment with
high-efficacy mu agonists like methadone, fentanyl, and
morphine. However, repeated/chronic administration
with morphine or other mu agonists produces tolerance
to rate-decreasing effects and increased expression of
abuse-related rate-increasing effects (Adams et al., 1972;
Lorens and Mitchell, 1973; Koob et al., 1975; Carlezon
and Wise, 1993a; Easterling and Holtzman, 1997a;
Altarifi and Negus, 2011; Altarifi et al., 2012, 2013). It
is especially relevant for abuse potential testing to note
that, as with monoaminergic drugs discussed above,
repeated treatment produces little or no tolerance to
abuse-related ICSS facilitation by mu agonists. Rather,
it appears that tolerance develops selectively to mu
agonist-induced ICSS depression, and this tolerance
to rate-decreasing effects unmasks and increases the
expression of rate-increasing effects. For example, Fig.
12, A and B, shows effects of 1.0 mg/kg methadone in
opioid-naive rats and opioid-experienced rats maintained
on 3.2 mg/kg per day morphine (Altarifi et al., 2013). In
the naive rats, this methadone dose only depressed high
rates of ICSS maintained by high brain stimulation
frequencies; however, during morphine treatment, the
same methadone dose produced robust facilitation of
low ICSS rates maintained by low brain stimulation fre-
quencies. In contrast to these effects with repeated agonist
treatment, repeated administration of the mu-selective
antagonist naloxone did not alter ICSS (Borowski and
Kokkinidis, 1992).

Opioid tolerance is often accompanied by dependence
as indicated by emergence of abstinence signs during
withdrawal, and either spontaneous or antagonist-
precipitated withdrawal from mu agonist treatment
can produce depression of ICSS (Bermudez-Rattoni
et al., 1983; Schulteis et al., 1994; Easterling and
Holtzman, 1997a; Easterling et al., 2000; Liu et al.,
2008; Altarifi et al., 2013). In one study, for example,
rats were treated once per day with an escalating
regimen of morphine doses that culminated in a termi-
nal dose of 18 mg/kg per day (Altarifi et al., 2013).
Spontaneous withdrawal from this dosing regimen
produced ICSS depression manifested as a rightward
shift in the frequency-rate curve, with peak depression
occurring after 1 day followed by nearly complete recovery
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after 3 days. In another study, rats responding in a
discrete-trial current-intensity procedure were implanted
with morphine pellets for continuous morphine delivery,
and low naloxone doses that had no effect in control rats
depressed ICSS in morphine-treated rats (Schulteis et al.,
1994). Spontaneous and antagonist-precipitated with-
drawal also produced significant but weaker depres-
sion of ICSS after acute treatment with high mu
agonist doses, suggesting that dependence can develop
rapidly (Easterling et al., 2000; Altarifi et al., 2012).
Moreover, this evidence for acute dependence can be
obtained with both high- and low-efficacy mu agonists,
suggesting that even low-efficacy activation of opioid
receptors is sufficient to produce opioid dependence of
brain reward systems.
Taken together, these studies with acute and chronic

mu agonist treatment have identified a range of conditions
under which mu agonists facilitate ICSS. These ICSS
findings complement evidence for reinforcing effects by
high-, intermediate-, and low-efficacy mu agonists in
drug self-administration procedures (O’Connor et al.,
2011). In addition, evidence that mu agonist exposure
increases expression of abuse-related ICSS facilitation

resonates with related findings that mu agonist expo-
sure also increases expression of reinforcing effects in
preclinical self-administration procedures (Thompson
and Schuster, 1964; Yanagita, 1978; Carrera et al.,
1999; Negus and Rice, 2009; O’Connor et al., 2011) and
expression of abuse-related subjective and reinforcing
effects in humans (Lasagna et al., 1955; Comer et al., 2010;
Cooper et al., 2012). Consequently, studies with mu ago-
nists extend the pharmacological range of concordance
between ICSS and drug self-administration procedures.

2. Kappa and Delta Opioids. Selective kappa opioid
receptor agonists such as U50,488 (5,6-dimethoxy-N,
N-dipropyl-2,3-dihydro-1H-inden-2-amine), U69,593 [N-
methyl-2-phenyl-N-[(5R,7S,8S)-7-(pyrrolidin-1-yl)-1-
oxaspiro[4.5]dec-8-yl]acetamide], and salvinorin A produce
a dose-dependent depression of ICSS (Todtenkopf et al.,
2004; Carlezon et al., 2006; Dinieri et al., 2009; Do
Carmo et al., 2009; Negus et al., 2010, 2012a; Russell
et al., 2013). For example, Fig. 12C shows depression of
ICSS by salvinorin A, a psychoactive constituent of the
salvia divinorum plant. Moreover, in contrast to effects with
mu agonists, repeated salvinorin A treatment failed to pro-
duce either tolerance to rate-decreasing effects or enhanced

Fig. 12. Effects of the mu agonist methadone, the kappa agonist salvinorin A, and the delta agonist SNC80, on ICSS in rats. Abscissae: frequency of
brain stimulation in Hz (log scale). Ordinates: ICSS rate expressed as %MCR. Graphs show illustrative data from dose-effect studies conducted with
each drug. Effects of methadone were determined in opioid-naive subjects and again in the same rats during treatment with 3.2 mg/kg per day
morphine (opioid-experienced subjects). Filled points show drug effects significantly different from vehicle as determined by two-way ANOVA and the
Holm-Sidak post hoc test (P , 0.05). Data sets are published for methadone (Altarifi et al., 2013), salvinorin A (Negus et al., 2012a), and SN80 (Negus
et al., 2012b).
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expression of rate-increasing effects (Potter et al., 2011).
Taken together, these ICSS effects with kappa agonists are
consistent with the lack of evidence for reinforcing effects by
kappa agonists in drug self-administration studies (Tang
and Collins, 1985; Negus et al., 2008).
The systemically active, nonpeptidic delta opioid agonist

SNC80 [4-[(R)-[(2S,5R)-4-allyl-2,5-dimethylpiperazin-1-yl]
(3-methoxyphenyl)methyl]-N,N-diethylbenzamide] pro-
duced only a dose-dependent depression of ICSS; however,
the magnitude of this depression was modest compared
with kappa agonists, and in contrast to effects of mu
agonists, initial rate-decreasing effects were not fol-
lowed by later ICSS facilitation (Do Carmo et al., 2009;
Negus et al., 2012b). Moreover, repeated SNC80 treat-
ment produced complete tolerance to ICSS depression
but failed to reveal ICSS facilitation. In agreement with
these findings, SNC80 and the related delta agonist
BW373U86 [4-[(R)-[(2S,5R)-2,5-dimethyl-4-prop-2-enyl-
piperazin-1-yl]-(3-hydroxyphenyl)methyl]-N,N-diethyl-
benzamide] failed to maintain drug self-administration
in rhesus monkeys (Negus, 2004). Central administration
of peptidic delta agonists has been reported to both
facilitate ICSS and maintain self-administration (Belluzzi
and Stein, 1977; Jenck et al., 1987; Negus and Dykstra,
1989; Negus, 2004), suggesting that delta opioid receptors
can play a role in reward processes; however, this review
focuses on systemically administered drugs most likely to
be examined in the course of abuse potential testing.

C. Cholinergic Drugs

Acetylcholine (ACh) acts at two main receptor types,
the nicotinic receptors (nAChRs) and muscarinic re-
ceptors (mAChRs). nAChRs are ligand-gated ion chan-
nels composed of five subunits organized around a cation
pore, and diverse subtypes of nAChRs have been iden-
tified with different subunit compositions (Taylor, 2006a;
Millar and Gotti, 2009). Drugs acting at nAChRs in-
clude the prototype agonist nicotine, which is not only
a principal psychoactive constituent of tobacco products
but is also increasingly available in smoking-cessation
products and in formulations that can be used with
electronic cigarettes (Palazzolo, 2013). Other clinically
available nAChR ligands include the intermediate-
efficacy agonist varenicline and the noncompetitive
antagonist mecamylamine, both of which are also used
in smoking-cessation products. mAChRs are a family of
five G-protein–coupled receptors usually coupled to Gi or
Gq (Taylor, 2006a). mAChR agonists such as pilocarpine
or carbachol are used clinically in ophthalmic applica-
tions such as treatment of glaucoma, whereas antago-
nists such as atropine and scopolamine are used to treat
problems associated with excessive activation of the
parasympathetic nervous system such as bradycardia or
nausea. Acetylcholine is metabolized by the enzyme
acetycholinesterase (AChE), and cholinergic drugs also
include AChE inhibitors such as physostigmine, which
are used for applications that include treatment of

Alzheimer’s disease (Taylor, 2006b). Novel drugs that
act on cholinergic signaling are also being developed for
other applications that include cognitive enhancement
(Sarter et al., 2009; Demeter and Sarter, 2013). At
present, no cholinergic drugs are scheduled by the FDA.

1. Nicotinic Acetylcholine Receptor Ligands. By far
the most widely studied cholinergic drug in ICSS has
been nicotine, which produces its effects primarily by
functioning as an agonist at the a4b2 nAChR subtype.
Numerous studies have shown that nicotine produces
a biphasic effect with modest but significant ICSS
facilitation at low doses and depression of ICSS at
higher doses (Druhan et al., 1989; Huston-Lyons et al.,
1993; Bauco and Wise, 1994; Panagis et al., 2000;
Harrison et al., 2002; Tobey et al., 2012) (see Table 5
for illustrative data). For example, Fig. 13A shows
facilitation of ICSS by a dose of 0.1 mg/kg i.p. nicotine
in rats responding under a frequency-rate procedure,
and higher doses recruited rate-decreasing effects and
ICSS depression. Nicotine has been shown to facilitate
ICSS regardless of whether it was administered non-
contingently by the experimenter (as most drugs are
in ICSS studies), or if it was self-administered by
the experimental subject prior to ICSS testing (Kenny
et al., 2009). Moreover, nicotine also facilitated ICSS
when it was administered in an aqueous tobacco extract
that also included other tobacco alkaloids (Harris et al.,
2012). Repeated nicotine treatment produces tolerance
to the rate-decreasing effects of high nicotine doses but
neither tolerance nor sensitization to ICSS facilitation
by lower nicotine doses (Bauco and Wise, 1994; Bozarth
et al., 1998). Lastly, as with abused stimulant and
opioid drugs described above, termination of chronic
nicotine treatment can produce a withdrawal-associated
depression of ICSS (Bozarth et al., 1998; Epping-Jordan
et al., 1998; Bauzo and Bruijnzeel, 2012). Nicotine
is distinguished from stimulant and opioid drugs of
abuse primarily by the weak magnitude of maximal
ICSS facilitation that can be achieved after either
acute or repeated/chronic nicotine treatment. The
relatively weak effects of nicotine in ICSS procedures
appears to parallel its relatively weak efficacy as a
reinforcer in drug self-administration procedures
(Caille et al., 2012).

Far fewer studies have been conducted with other
nAChR ligands. ICSS was facilitated by the a4-selective
agonist SIB-1765F [[6]-5-ethynyl-3-(1-methyl-2-pyrrolidinyl)
pyridine] and the intermediate-efficacy a4b2 nAChR agonist
varenicline, but not by the a7-selective agonist ARR-17779
[(2S)-29H-spiro[4-azabicyclo[2.2.2]octane-2,59-[1,3]oxazoli-
din]-29-one] (Spiller et al., 2009). Conversely, ICSS was
either not affected or depressed by nAChR antagonists,
including the nonselective antagonists mecamylamine
and dihydro-b-erythroidine, the a4b2-selective antagonist
2-fluoro-3-(4-nitrophenyl) deschloroepibatidine, and the
a7 antagonist methyllycaconitine (Panagis et al., 2000;
Harrison et al., 2002; Spiller et al., 2009; Tobey et al., 2012).
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2. Muscarinic Acetylcholine Receptor Ligands and

Enzyme Acetycholinesterase Inhibitors. Few studies
have examined effects of systemically administered
mAChR ligands and AChE inhibitors on ICSS. In
general, these studies found that ICSS was depressed
by mAChR agonists (arecoline and pilocarpine) and the
AChE inhibitor physostigmine, but facilitated by the
mAChR antagonist scopolamine (Olds and Domino,
1969; Olds, 1972; Druhan et al., 1989). The facilitation
of ICSS by scopolamine parallels evidence for reinforc-
ing effects of scopolamine in drug self-administration
procedures in rats and mice (Glick and Guido, 1982;
Rasmussen and Fink-Jensen, 2000). Other studies have

examined effects of centrally administered mAChR
ligands, and in contrast to effects of systemic adminis-
tration, both scopolamine and the other mAChR antag-
onist atropine depressed ICSS (Kofman and Yeomans,
1988). These latter studies have contributed to the
hypothesis that ICSS is mediated in part by activation
of cholinergic neurons that, in turn, activate mesolimbic
DA neurons by actions at mAChRs. However, the dis-
crepancy in effects of mAChR antagonists after central
versus systemic administration has not been investi-
gated. Given interest in development of mAChR ligands
and AChE inhibitors for cognitive enhancement and
other applications, more extensive studies with these

Fig. 13. Effects of the nicotine, caffeine, diazepam, toluene vapor, MK801, and ketamine on ICSS in mice (diazepam, toluene) or rats (all other drugs).
Abscissae: frequency of brain stimulation in Hz (log scale). Ordinates: ICSS rate expressed as %MCR. Graphs show maximal facilitation produced in
dose-effect studies conducted with each drug. Filled points show drug effects significantly different from vehicle as determined by two-way ANOVA and
the Holm-Sidak post hoc test (P , 0.05). Data sets are published for diazepam and toluene (Tracy et al., 2014) and for MK801 and ketamine (Hillhouse
et al., 2014). Results with nicotine and caffeine are unpublished but collected with identical procedures.
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drugs in ICSS procedures are warranted (Conn et al.,
2009; Bubser et al., 2012; Jones et al., 2012).

D. GABAergic Drugs

g-Aminobutyric acid (GABA) is the primary inhibi-
tory neurotransmitter in the central nervous system,
and it binds to two major receptor types, the GABAA

and GABAB receptors (Charney et al., 2006; Vlachou and
Markou, 2010). GABAA receptors are ligand-gated
chloride channels, and because extracellular chloride
concentrations are usually greater than intracellular
concentrations in neurons, activation of GABAA recep-
tors usually causes an influx of negatively charged
chloride anions that hyperpolarizes neurons and
reduces neuronal excitability (Farrant and Nusser,
2005; Egawa and Fukuda, 2013). GABAA receptors are
composed of five subunits organized around an anion
pore, and diverse GABAA receptor subtypes exist with
different subunit compositions (including a subtype
composed exclusively of rho subunits and known
formerly as GABA C receptors). Orthosteric ligands for
the GABAA receptor include the agonist muscimol and
the antagonist bicuculline, but the more clinically
relevant GABAA ligands bind to allosteric sites and
function as positive modulators of GABAA function.
These positive allosteric modulators include benzodi-
azepines (e.g., diazepam), barbiturates (e.g., pentobar-
bital), and neuroactive steroids (e.g., alphaxalone) used
for applications that include anxiolysis, sedation, and
anesthesia. A variety of other chemicals including
ethanol and some volatile inhalants (e.g., toluene) also
positively modulate GABAA receptor function. GABAB

receptors are Gi/o-protein–coupled receptors that exist
as dimers of two GABAB subunits linked to inhibitory
signaling pathways, including calcium channel inhibi-
tion, potassium channel activation, and inhibition of
adenylate cyclase (Vlachou and Markou, 2010; Benarroch,
2012). The only clinically available GABAB ligand is
the agonist baclofen, but other drugs have been de-
veloped that function as agonists, antagonists and
allosteric modulators. Lastly, an array of drugs acting
in less clearly specified ways with GABA signaling
includes pregabalin, gabapentin, g-hydroxybutyric acid
(GHB), and vigabatrin. Many GABAergic drugs have
abuse liability and are scheduled by the FDA in
schedule 1 (GHB), schedule 2 (pentobarbital), schedule
3 (hexobarbital), schedule 4 (diazepam, zolpidem,
phenobarbital), and schedule 5 (pregabalin). Unsched-
uled chemicals (e.g., ethanol, toluene) that act at least
in part via GABA receptors also have established
abuse liability.
1. GABAA Receptor Ligands. ICSS research with

GABAA ligands has focused on studies of positive
allosteric modulators, in part because many drugs from
this general class have known abuse liability (see
Table 5 for illustrative data). In general, ICSS is
facilitated by barbiturates including phenobarbital and

pentobarbital, although the magnitude of this facilita-
tion is generally small relative to effects of stimulants
like amphetamine (Reid et al., 1964; Seeger et al.,
1981a; Bossert and Franklin, 2003). ICSS is also
typically facilitated by benzodiazepines including mid-
azolam, diazepam, and chlordiazepoxide (Olds, 1966;
Ichimaru et al., 1985; Straub et al., 2010; Tracy et al.,
2014; Engin et al., 2014). For example, Fig. 13C shows
facilitation of ICSS by 3.0 mg/kg i.p. diazepam in mice
responding under a hybrid frequency-rate procedure,
and higher doses recruited rate-decreasing effects and
ICSS depression. To our knowledge, the effects of
repeated treatment with these or other barbiturates
or benzodiazepines on ICSS have not been examined
but would clearly be of interest to assess the potential
for tolerance to rate-decreasing effects and enhanced
expression of abuse-related rate-increasing effects.

Evidence for abuse-related ICSS facilitation by these
barbiturates and benzodiazepines is consistent with
evidence both for the reinforcing effects of these drugs
in drug self-administration procedures and for their
abuse liability in humans (Collins et al., 1984; Griffiths
et al., 1991). One possible exception to this concordance
may be zolpidem, a nonbenzodiazepine sedative that
selectively targets the benzodiazepine binding site of
GABAA receptors containing the a1 subunit. In the
only study of its effects on ICSS, zolpidem failed to
facilitate ICSS in mice (Reynolds et al., 2012); however,
numerous drug self-administration studies in non-
human primates have documented reinforcing effects
of zolpidem, and zolpidem is currently classified as
a schedule 4 compound by the FDA along with most
other benzodiazepines (Griffiths et al., 1992; Licata
and Rowlett, 2011). This apparent discrepancy illus-
trates the opportunity for further studies with estab-
lished and novel GABAA positive allosteric modulators
to assess the predictive validity of ICSS for assessment
of abuse potential. This class of drugs includes nu-
merous scheduled and unscheduled drugs that have
been extensively evaluated for abuse potential in other
procedures, and a rank-ordering of relative abuse li-
ability for 19 hypnotics has been proposed (Griffiths
and Johnson, 2005). This previous work provides an
empirical foundation that could be used for systematic
study of effects produced by the same drugs on ICSS.

2. GABAB Receptor Ligands and Other GABAergic

Drugs. The clinically available and nonscheduled GABAB

agonist baclofen only depresses ICSS, and similar effects
have been obtained with other GABAB agonists, antago-
nists, and positive allosteric modulators (Fenton and
Liebman, 1982; Macey et al., 2001; Slattery et al., 2005;
Paterson et al., 2008; Vlachou et al., 2011). Other drugs
acting at GABA receptors have a more varied profile of
effects. For example, ethanol typically produces a modest
but significant facilitation of ICSS, as do some abused
solvents like toluene (Kornetsky et al., 1988; Bespalov
et al., 1999; Bespalov et al., 2003; Chan et al., 2012; Fish
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et al., 2010; Tracy et al., 2014) (Fig. 13D). Conversely,
gabapentin and vigabatrin only depressed ICSS under
conditions in which pentobarbital facilitated ICSS (Bossert
and Franklin, 2003; Paterson et al., 2005). These findings
generally agree with the literature on reinforcing effects of
these drugs. For example, drug self-administration is
maintained by ethanol and toluene, whereas baclofen
maintained significant but only low levels of self-
administration in baboons, and vigabatrin was not self-
administered by rhesus monkeys (Griffiths et al., 1991;
Takada and Yanagita, 1997; Blokhina et al., 2004; Green
and Grahame, 2008).

E. Glutamatergic Drugs

Glutamate is the primary excitatory neurotransmit-
ter in the mammalian central nervous system, and it
binds to an array of ionotropic and metabotropic
receptors (Javitt et al., 2011; Osikowicz et al., 2013).
Ionotropic glutamate receptors (iGluRs) are each as-
sembled from four subunits structured around a cation
pore, and iGluRs are divided into three types named for
compounds that bind them selectively: AMPA (a-amino-
3-hydroxy-5-methyl-4-isoxazolepropionic acid), kainate,
and NMDA (N-methyl-D-aspartate) (Dingledine et al.,
1999; Meldrum, 2000). Metabotropic glutamate recep-
tors (mGluRs) are G-protein–coupled receptors divided
into three groups (groups I, II, and III), and each group
is divided into further subtypes for a total of eight
metabotropic glutamate receptor subtypes (Pilc et al.,
2008). Group I receptors (mGlu1, mGlu5) are primarily
postsynaptic receptors coupled to Gq/G11, and they
mediate excitatory postsynaptic effects that include
calcium mobilization and diacylglycerlol production.
Group II receptors (mGlu2, mGlu3) and group III
receptors (mGlu4, mGlu5–8) are primarily presynaptic
receptors that couple to Gi/Go to mediate inhibition of
adenylate cyclase. Drugs acting at all these receptors
have been evaluated as therapeutics, and these drugs
include not only orthosteric agonists, partial agonists,
and antagonists but also allosteric modulators and,
in the case of iGluRs, channel blockers. Glutamate
release and extracellular glutamate levels are also
regulated by an array of membrane-bound and vesic-
ular glutamate transporters, and drugs targeting these
transporters are also under investigation (Divito and
Underhill, 2014). The only drugs with current or
historical approval as therapeutics are noncompetitive/
uncompetitive NMDA receptor antagonists such as
memantine, phencyclidine (PCP), and ketamine. PCP
and ketamine are scheduled by the FDA, and some
other abused compounds including ethanol also ap-
pear to have antagonist actions at NMDA receptors
(Moykkynen and Korpi, 2012).
1. N-Methyl-D-aspartate Receptor Ligands. The

NMDA receptor has at least four types of binding sites
relevant to drug action: a glutamate binding site, a
glycine binding site, a binding site in the cation channel,

and an array of allosteric binding sites (Monaghan et al.,
2012). Ligands that bind directly to the glutamate or
glycine sites do not facilitate ICSS and may depress
ICSS at high doses. For example, ICSS was not affected
or was depressed by the competitive glutamate-site
antagonists midafotel and LY23959 [(2)-6-phosphono-
methyl-deca-hydroisoquinoline-3-carboxylic acid] (Bespalov
et al., 2006; Kenny et al., 2009) as well as by an agonist
(sarcosine), partial agonist (D-cycloserine), and antag-
onist [L701324 (7-chloro-4-hydroxy-3-(3-phenoxy)phenyl-
2(1H)-quinolinone] of the glycine binding site (Herberg
and Rose, 1990; Bespalov et al., 2006; Chan et al.,
2012). Studies with systemically administered gluta-
mate site agonists have not been published, but admin-
istration of N-methyl-D,L-aspartate directly into the
ventral tegmental area also failed to alter ICSS (Willick
and Kokkinidis, 1995).

In contrast to these effects of orthosteric ligands,
numerous studies have reported facilitation of ICSS
by NMDA receptor channel blockers including PCP
and the more selective ligand MK801 [(5S,10R)-(+)-5-
methyl-10,11-dihydro-5H-dibenzo[a,d]cyclohepten-5,10-
imine maleate] (Kornetsky et al., 1979; Corbett, 1989;
Herberg and Rose, 1989; Carlezon and Wise, 1993b;
Sundstrom et al., 2002; Bespalov et al., 2006; Hillhouse
et al., 2014) (see Table 5 for illustrative data). For ex-
ample, Fig. 13E shows facilitation of ICSS by 0.18 mg/kg
i.p. MK801 in rats responding under a frequency-rate
ICSS procedure (Hillhouse et al., 2014). Notably, both
MK801 and PCP produced modest facilitation of ICSS
at low doses, whereas higher doses recruited abuse-
limiting rate-decreasing effects. In general, mixed profiles
of ICSS effects that include both facilitation of low ICSS
rates maintained by low brain-stimulation frequencies
and depression of high ICSS rates maintained by high
frequencies are common (Fig. 13E). Repeated PCP ad-
ministration did not alter its abuse-related rate-
increasing effects (Carlezon and Wise, 1993b). Relative
to PCP and MK-801, the lower affinity NMDA receptor
channel blockers memantine and ketamine produce
little or no ICSS facilitation (see Table 5 for illustrative
data). For example, relative to MK801, memantine up to
doses that recruited rate-decreasing effects produced
only weak facilitation of ICSS in rats responding under
a frequency-rate procedure (Tzschentke and Schmidt,
1999). Ketamine was also reported to weakly facilitate
ICSS in one study that used a free-operant ICSS pro-
cedure (Herberg and Rose, 1989); however, Fig. 13F shows
that ketamine failed to facilitate ICSS in a hybrid
frequency-rate procedure that was sensitive to rate-
increasing effects of MK801, and additional studies
showed that repeated ketamine produced tolerance to its
rate-decreasing effects but still failed to unmask abuse-
related rate-increasing effects (Hillhouse et al., 2014)
(Table 5). Taken together, these ICSS results suggest
a hierarchy of abuse potential for NMDA antagonists
with MK801 = PCP . ketamine = memantine. MK801
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has not been approved for clinical use and has not been
considered for scheduling by the FDA, but for the
remaining three compounds, the hierarchy of abuse
potential from ICSS studies corresponds roughly to the
FDA scheduling hierarchy for these compounds, where PCP
is schedule 1, ketamine is schedule 3, and memantine
is unscheduled. The relationship of these ICSS data to
drug self-administration data is less clear. MK801,
PCP, ketamine, and memantine all maintain drug self-
administration (Marquis and Moreton, 1987; Koek
et al., 1988; Nicholson et al., 1998; Winger et al., 2002).
In addition, a behavioral economic analysis of drug
self-administration in rhesus monkeys suggested a hi-
erarchy for reinforcing efficacies of ketamine = PCP .

MK801, a hierarchy that aligned with their rates of
onset (Winger et al., 2002) but not with their relative
efficacies to facilitate ICSS. This apparent discrepancy
in abuse-related effects for NMDA channel blockers in
ICSS versus drug self-administration procedures
would benefit from further study. In addition, studies
with newer NMDA receptor allosteric modulators, or
with antagonists such as ifenprodil that are selective
for NMDA receptor subtypes, have yet to be conducted
(Mony et al., 2009; Monaghan et al., 2012).
2. Other Glutamate Receptor Ligands. In studies

conducted to date, ICSS has not been facilitated by
drugs acting at other iGluRs or at mGluRs. For example,
ICSS was not facilitated by either the AMPA antagonist
GYKI-53655 [1-(4-aminophenyl)-3-methylcarbamyl-4-
methyl-3,4-dihydro-7,8-methylenedioxy-5H-2,3-benzodi-
azepine hydrochloride] or the mixed AMPA/kainate
receptor antagonist 2,3-dihydroxy-6-nitro-7-sulfamoyl-
benzo(f)quinoxaline (Kenny et al., 2003a; Bespalov et al.,
2006). ICSS was also not altered by an agonist [LY314582,
(6)-2-aminobicyclo[3.1.0]hexane-2,6-dicarboxylic acid] or
antagonist [LY341495 ((2S)-2-amino-2-[(1S,2S)-2-
carboxycycloprop-1-yl]-3-(xanth-9-yl) propanoic acid)] for
mGlu2/3 receptors (Kenny et al., 2003a). Lastly, ICSS was
not altered or depressed by the mGluR5 antagonist
2-methyl-6-[phenylethynyl]-pyridine (MPEP) (Kenny et al.,
2003a; Bespalov et al., 2006), the mGluR5 negative
allosteric modulators 3-((2-methyl-4-thiazolyl)ethynyl)
pyridine (MTEP) and fenobam, the mGluR5 positive
allosteric modulators [CDPPB (3-cyano-N-(1,3-diphenyl-
1H-pyrazol-5-yl)benzamide) and ADX47273 ((S)-(4-fluoro-
phenyl)-(3-[3-(4-fluoro-phenyl)-[1,2,4]-oxadiazol-5-yl]
piperidin-1-yl)methanone)] (Cleva et al., 2012), or by
the mGluR7 positive allosteric modulator AMN082
[N,N9-bis(diphenylmethyl)-1,2-ethanediamine dihydro-
chloride] (Li et al., 2013). The pharmacology of drugs
acting at glutamate receptors and transporters is rap-
idly expanding, and this will clearly be a fruitful area for
future research (Javitt et al., 2011).

F. Cannabinoids

Cannabinoids constitute a class of natural and
synthetic compounds that bind to cannabinoid 1 (CB1)

and cannabinoid 2 (CB2) receptors, which are widely
distributed in the brain and periphery (Cravatt and
Lichtman, 2004; Karanian and Bahr, 2006; Vlachou and
Panagis, 2014). The prototype cannabinoid receptor
agonist is∆9-tetrahydrocannabinol (THC), a nonselective
and intermediate-efficacy agonist at CB1 and CB2 re-
ceptors and a primary psychoactive constituent of mari-
juana products. As of the writing of this review, marijuana
retains schedule 1 status under U.S. federal law; however,
its legal status is rapidly evolving, and its use is wide-
spread (SAMHSA, 2012). A synthetic isomer of THC
(dronabinol; (2)-trans-∆9-THC) is clinically available as
a schedule 3 drug for indications that include treatment of
nausea and emesis, and other clinically available canna-
binoids include the synthetic THC analog nabilone and
the THC/cannabidiol mixture Sativex (GW Pharmaceuti-
cals, Wiltshire, UK). Other synthetic CB receptor agonists
have been developed and evaluated for various clinical
indications, and some of these compounds have also
emerged as designer drugs of abuse with street names
such as “spice” and “K2” (Elsohly et al., 2014; Wiley et al.,
2014). The class of cannabinoid drugs also includes
compounds that modulate synthesis or degradation of
the endogenous cannabinoid neurotransmitters ananda-
mide and 2-acylglycerol (Cravatt and Lichtman, 2004;
Karanian and Bahr, 2006; Vlachou and Panagis, 2014). In
particular, anandamide is degraded by the enzyme fatty
acid amide hydrolase (FAAH), whereas 2-acylglycerol is
degraded by monoacylglycerol lipase (MAGL). FAAH and
MAGL inhibitors can increase endogenous cannabinoid
levels and produce CB receptor-mediated effects.

1. Cannabinoid Receptor Ligands. Cannabinoid re-
ceptor ligands with mixed action at both CB1 and CB2
receptors produce little or no facilitation of ICSS. Most
of this work has been conducted to evaluate THC, and
three studies have reported ICSS facilitation (see
Table 5 for illustrative data). An early study reported
that 1.5 mg/kg i.p. THC facilitated ICSS in Lewis rats
responding under an autotitration procedure (Gardner
et al., 1988). A later study from the same group found
that a slightly lower dose of 1.0 mg/kg i.p. THC also
facilitated ICSS in Lewis and in Sprague-Dawley rats
responding under a hybrid frequency-rate ICSS pro-
cedure, but this THC dose did not facilitate ICSS in
Fischer 344 rats (Lepore et al., 1996). Lastly, a third
study using a frequency-rate procedure found that
1.0 mg/kg i.p. THC only depressed ICSS in Sprague-
Dawley rats, but ICSS was facilitated by a lower dose of
0.1 mg/kg THC (Katsidoni et al., 2013). In contrast to
this evidence for potential strain- and/or dose-dependent
facilitation of ICSS, other studies have observed only
dose-dependent depression of ICSS by THC doses of
0.32–10 mg/kg i.p. in Sprague-Dawley rats responding
under frequency-rate procedures (Vlachou et al., 2007;
Kwilasz and Negus, 2012), and we have obtained similar
results in C57Bl/6J mice (J. M. Wiebelhaus, S. S. Negus,
and A. H. Lichtman, unpublished observations). Moreover,
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the other CB agonists nabilone, levonantradol, CP55940
[(2)-cis-3-[2-hydroxy-4-(1,1-dimethylheptyl)phenyl]-trans-
4-(3-hydroxypropyl)cyclohexanol], WIN55212-2 [(R)-(+)-[2,
3-dihydro-5-methyl-3-(4-morpholinylmethyl)pyrrolo[1,2,3-
de]-1,4-benzoxazin-6-yl]-1-naphthalenylmethanonemesylate],
and HU210 [(6aR)-trans-3-(1,1-dimethylheptyl)-6a,7,10,10a-
tetrahydro-1-hydroxy-6,6-dimethyl-6H-dibenzo[b,d]pyran-
9-methanol] produced only dose-dependent depression
of ICSS in rats of various strains responding under
various ICSS procedures (Stark and Dews, 1980;
Kucharski et al., 1983; Arnold et al., 2001; Antoniou
et al., 2005; Vlachou et al., 2005; Kwilasz and Negus,
2012). Lastly, repeated treatment with THC produced
tolerance to its rate-decreasing effects but failed to
unmask abuse-related rate-increasing effects (Kwilasz
and Negus, 2012), and repeated treatment with the
higher efficacy agonist WIN55212-2 produced only
sustained ICSS depression (Mavrikaki et al., 2010).
Taken together, these findings provide at best only
weak evidence for abuse-related facilitation of ICSS by
THC and no evidence for facilitation by other CB agonists.
This relative insensitivity of ICSS to abuse-related
cannabinoid effects is similar to the narrow range of
conditions under which cannabinoids maintain self-
administration (Panagis et al., 2008; Panlilio et al., 2010;
Vlachou and Panagis, 2014). Of potential note for the
practice of abuse potential testing, the high-efficacy CB
agonist WIN55212-2 was reported to maintain self-
administration in rodents (Martellotta et al., 1998; Fattore
et al., 2001; Lecca et al., 2006), but it only depressed ICSS
(Vlachou et al., 2005; Mavrikaki et al., 2010).
ICSS studies with more selective CB1 or CB2 receptor

agonists have not yet been published; however, effects of
THC and some other CB agonists have been blocked by
doses of the CB1-selective antagonist rimonabant that
did not alter ICSS when administered alone (Vlachou
et al., 2005, 2007; Kwilasz and Negus, 2012). These
findings implicate CB1 receptors as the primary
mediator of ICSS effects produced by THC and other
mixed-action agonists. Consistent with this conclusion,
we found that the CB2-selective agonist GW405833 [1-
(2,3-dichlorobenzoyl)-5-methoxy-2-methyl-3-[2-(4-mor-
pholinyl)ethyl]-1H-indole] (Valenzano et al., 2005)
at doses up to 32 mg/kg i.p. had little effect on ICSS
in rats responding under a frequency-rate procedure
(A. Kwilasz and S. S. Negus, unpublished observations).
2. Fatty Acid Amide Hydrolase Inhibitors. As with

direct CB receptor agonists, inhibitors of endocanna-
binoid degradation have also failed to facilitate ICSS.
The only published studies have been conducted with
the FAAH inhibitors URB597 [cyclohexylcarbamic acid
3’-(aminocarbonyl)-[1,19-biphenyl]-3-yl ester] and phe-
nylmethylsulfonyl fluoride, and these compounds de-
pressed ICSS in rats at doses that significantly increased
brain anandamide levels (Vlachou et al., 2006; Kwilasz
et al., 2014). These findings agree with the failure of
URB597 to maintain drug self-administration (Justinova

et al., 2008). In unpublished studies conducted in mice,
we also found that the other FAAH inhibitor PF3845 [N-
3-pyridinyl-4-[[3-[[5-(trifluoromethyl)-2-pyridinyl]
oxy]phenyl]methyl]-1-piperidinecarboxamide] (Ahn
et al., 2009), as well as the MAGL inhibitor JZL184 [4-[bis
(1,3-benzodioxol-5-yl)hydroxymethyl]-1-piperidinecarboxylic
acid 4-nitrophenyl ester] (Long et al., 2009) and the mixed
FAAH/MAGL inhibitor SA57 [4-[2-(4-chlorophenyl)ethyl]-
1-piperidinecarboxylic acid 2-(methylamino)-2-oxoethyl es-
ter] (Niphakis et al., 2012), also failed to facilitate ICSS at
doses that increased their respective endocannabinoid
levels in brain (J. M. Wiebelhaus, S. S. Negus, and
A. H. Lichtman, unpublished observations).

G. Other Drugs

In addition to the drug classes reviewed above, ICSS
has also been used to evaluate a range of other drugs
acting at other targets. Effects of three other drugs will
be discussed briefly here to illustrate the breadth of
ICSS data that have been collected relevant to abuse
potential testing (see Table 5 for illustrative data).

1. Caffeine. Caffeine is an adenosine receptor
antagonist and a primary psychoactive constituent of
widely used plant-based beverages, including coffee
and some teas (Heckman et al., 2010). Caffeine is also
a common additive to soft drinks and energy drinks,
and although caffeine is not scheduled, chronic con-
sumption can meet clinical criteria for dependence
(Griffiths and Chausmer, 2000; Reissig et al., 2009).
Caffeine produced weak but significant facilitation of
ICSS in rats responding under a hybrid amplitude-rate
procedure (Bespalov et al., 1999), and Fig. 13B shows
that caffeine also facilitated ICSS in rats responding
under a frequency-rate procedure (M. Lazenka and
S. S. Negus, unpublished observations). A recent review
of the drug self-administration literature concluded that
caffeine does not produce reinforcing effects in pre-
clinical drug self-administration studies (Horton et al.,
2013), although other investigators have concluded that
caffeine may maintain self-administration under a lim-
ited range of conditions (Griffiths and Woodson, 1988).
Overall, both ICSS and drug self-administration proce-
dures agree that abuse-related effects of caffeine are
weak; however, in the context of the present review,
caffeine is the only drug that appears to produce more
robust evidence for abuse potential in ICSS than in drug
self-administration procedures.

2. Testosterone. Anabolic steroids constitute a major
category of FDA scheduled drugs, and testosterone is
the prototype of this class (Kanayama et al., 2010).
Steroid use and abuse typically occur in the context of
athletic training and competition, but these drugs can
also produce other direct effects that may contribute to
their abuse potential (Wood, 2008). To our knowledge,
only three studies have investigated testosterone
effects on ICSS. Two early studies found that daily tes-
tosterone treatment facilitated ICSS in rats responding
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under free-operant procedures (Olds, 1958a; Caggiula
and Hoebel, 1966). A significant detail of these studies
was the location of the stimulating electrode. Olds
(1958a) reported facilitation of ICSS by testosterone at
some sites but no effect or depression at other sites. In
the study by Caggiula and Hoebel (1966), the electrode
was placed in posterior hypothalamus in male rats,
and stimulation at this site not only maintained
operant self-stimulation but also elicited copulatory
behavior if a female rat was present. In both studies,
sites where ICSS was responsive to testosterone were
distinguished from sites associated with feeding. A
more recent study evaluated ICSS in rats responding
under a frequency-rate procedure before and during
chronic treatment with a steroid mixture that included
testosterone (Clark et al., 1996). This treatment
produced a small but significant depression of ICSS,
but it enhanced the ICSS-facilitating effects of am-
phetamine. In agreement with these ICSS data,
testosterone was also reported to function as a signif-
icant but weak reinforcer in drug self-administration
procedures (Wood, 2004).
3. Tripelennamine. Tripelennamine is a histamine

H1 receptor antagonist, and during the 1970s, it
emerged as a drug of abuse in combination with the
opioid agonist pentazocine. This combination acquired
the slang name “T’s and Blues” because “T” is the first
letter in one trade name for pentazocine (Talwin;
Sanofi-Aventis, Bridgewater, NJ), and tripelennamine
tablets were usually blue. The emergence of tripelenn-
amine + pentazocine abuse stimulated research on
the abuse-related effects of tripelennamine and other
antihistamines. In ICSS studies, tripelennamine facilitated
ICSS in rats responding under a discrete-trials current-
intensity procedure when it was administered alone
or in combination with pentazocine (Unterwald and
Kornetsky, 1984; Unterwald et al., 1984). These find-
ings agree with evidence for reinforcing effects of tri-
pelennamine in drug self-administration procedures
(Beardsley and Balster, 1992).

IV. State and Trait as Determinants of Drug

Effects on Intracranial Self-Stimulation

Most studies cited above focused on manipulation of
pharmacological variables and parameters of the ICSS
procedure. Experimental subjects were usually common
strains of male rats and mice housed under normal
laboratory conditions, and other biologic or environmen-
tal variables were not explicitly manipulated. However,
a large literature in ICSS research has addressed the
function of “state” and “trait” variables (Chaplin et al.,
1988) as determinants of drug effects on ICSS, and this
research may be relevant to abuse potential testing
insofar as it may identify conditions likely to increase
or decrease abuse-related effects of test drugs. For the
purposes of this review, “state” variables are defined as

manipulations that alter the biology or environment of
the test subject for only a portion of the subject’s life span
(e.g., transient food deprivation). This temporal attribute
of state variables means that drug effects on ICSS can be
evaluated before and during state manipulation using
a within-subjects experimental designs, and in the case
of reversible manipulations, drug effects can also be
evaluated after state manipulation. By comparison,
“trait” variables are defined here as variables that have
a fixed value in a test subject throughout its life span
(e.g., male or female sex), and as a result, research on the
effect of trait variables requires between-subjects exper-
imental designs. This issue of within- versus between-
subjects designs is pertinent in part because of its
implications for exerting experimental control over
electrode placement. The precise anatomic placement
of electrodes varies to some degree across subjects, and
the impact of this variable is minimized by within-
subject designs, in which electrode placement is consistent
within a given subject across time. When between-
subject designs are required, then special care must be
taken to maximize consistency of electrode placement
between groups and minimize the potential that group
differences in ICSS are due to differences in electrode
placement rather than to differences in the intended
target variable. This is typically accomplished by histo-
logic verification of electrode sites to permit comparison of
electrode placement between groups. It is noteworthy that
the use of identical stereotactic coordinates for electrode
implantation is not sufficient to assure consistency of
electrode placement, because brain targets such as the
MFB may have different spatial relationships to skull
coordinates such as bregma in different groups of subjects.
The review below is not intended to be exhaustive of the
literature on state/trait variable manipulation but rather
is intended to illustrate the potential for these variables to
influence abuse-related drug effects in ICSS procedures.

A. States

State variables are defined here as manipulations
that alter a subject’s biology or environment for only a
portion of the subject’s life span, and by this definition,
drug treatments are one type of state variable. This
section will consider nonpharmacological state varia-
bles that may interact with drug effects to modulate
ICSS.

1. Food Deprivation. Operant responding for brain
stimulation is similar to operant responding for natural
reinforcers such as food, and prior to the discovery of
ICSS, it was already established that food-maintained
responding could be increased by food deprivation
(Skinner, 1950, 1953b). Accordingly, food deprivation
was among the first variables examined in early efforts
to identify determinants of ICSS. For example, one
study examined rats and cats responding for brain
stimulation in free-operant procedures (Brady et al.,
1957). After stable responding was established, effects
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of food and water deprivation were examined (1, 4, 24,
and 48 hours in cats; 0 and 48 hours in rats). Food and
water deprivation resulted in robust facilitation of ICSS.
Multiple other studies soon replicated the general
phenomenon of food deprivation-induced facilitation of
ICSS (Olds, 1958a; Hodos and Valenstein, 1960; Katz
et al., 1978), although relatively robust levels of food
deprivation leading to more than 10% weight loss may
be required to produce this effect (Lin et al., 2002).
Subsequent studies examined the effects of food

deprivation on drug-induced changes in ICSS. As one
example of such efforts, Cabeza de Vaca and Carr
(1998) examined effects of D-amphetamine, nicotine,
and the NMDA antagonists phencyclidine and MK801
on ICSS, with and without food deprivation. With
a hybrid frequency-rate procedure, they showed that
food restriction enhanced facilitation of ICSS after
amphetamine, PCP, and MK801 administration, but
not nicotine administration. Other studies have ex-
tended these findings to include effects on different
ICSS procedures (Cabeza de Vaca et al., 2004) and
other drugs including D1 and D2 dopamine receptor
agonists (Carr et al., 2001). Enhancement of abuse-
related drug effects by food deprivation in ICSS
procedures is consistent with enhancement of reinforc-
ing drug effects by food deprivation in drug self-
administration procedures (O’Connor et al., 2011).
2. Noxious Stimulation and Pain. In contrast to the

enhancement of basal ICSS produced by food depriva-
tion, noxious stimulation and associated pain states
can produce a depression of basal ICSS (Negus, 2013).
For example, tissue acidification is a common compo-
nent of inflammation, and intraperitoneal injection of
dilute acid is a well-established chemical noxious
stimulus that produces a concentration- and time-
dependent depression of ICSS in rats responding under
a hybrid frequency-rate procedure (Pereira Do Carmo
et al., 2009). This acid-induced depression of ICSS is
linked to depression of mesolimbic dopamine release
(Leitl et al., 2014), and it can be blocked by clinically
effective analgesics such as mu opioids and nonsteroi-
dal anti-inflammatory drugs (Pereira Do Carmo et al.,
2009; Kwilasz and Negus, 2012; Rosenberg et al., 2013;
Leitl et al., 2014). Acid-depressed ICSS has also been
used as a behavioral baseline to examine candidate
analgesics including kappa and delta opioids (Negus
et al., 2010, 2012a,b), cannabinoids (Kwilasz and
Negus, 2012; Kwilasz et al., 2014), and monoamine
uptake inhibitors (Rosenberg et al., 2013). Of potential
relevance to abuse-potential testing, some treatments
have been identified (e.g., the delta agonist SNC80, the
nonsteroidal anti-inflammatory drug ketoprofen) that
block acid-induced depression of ICSS without pro-
ducing an abuse-related facilitation of ICSS in the
absence of acid treatment. These results could be
interpreted to suggest heightened potential for abuse
of these medications in the presence of some pain

states. Conversely, other drugs nonselectively facilitated
ICSS (e.g., mu opioid agonists, DA uptake inhibitors) or
nonselectively depressed ICSS (e.g., kappa opioid ago-
nists, cannabinoid receptor agonists) in the absence or
presence of acid treatment.

Other studies have demonstrated pain-related de-
pression of ICSS in rats by other noxious stimuli,
including surgical incision of the hindpaw (Ewan and
Martin, 2014), administration of formalin into the
hindpaw (M. Leitl and S. S. Negus, unpublished obser-
vations), and systemic administration of lipopolysaccha-
ride (Borowski et al., 1998; Barr et al., 2003). However,
ICSS was not depressed in rats by spinal nerve ligation,
a procedure used to model neuropathic pain (Ewan and
Martin, 2011). Moreover, spinal nerve ligation attenu-
ated abuse-related effects of mu opioid agonists in both
an ICSS and drug self-administration procedure (Ewan
and Martin, 2011, 2013). Thus, these latter data provide
added evidence for similar effects of state manipulations
on abuse-related drug effects in ICSS and drug self-
administration procedures.

3. Stress and Depression. Anxiety and depressive
disorders are significant public health issues (Kessler
et al., 2005), and stress is one factor thought to play
a significant role in their development (Kendler et al.,
1999). A key component of depression is anhedonia,
which is defined as diminished interest or pleasure in
activities that are usually enjoyable. In one family of
preclinical procedures aimed at modeling depressive
behaviors, animals are repeatedly exposed to stressors,
and anhedonia is inferred from resulting depression
of behaviors such as feeding and sexual activity
(Der-Avakian and Markou, 2012). Brain reward systems,
including the mesolimbic DA system, have been impli-
cated in mood disorders (Nestler and Carlezon, 2006;
Russo and Nestler, 2013), and ICSS has been used in
preclinical studies aimed at identifying determinants
of stress-related depression of positively reinforced be-
havior. Regimens of repeated stress, including chronic,
intermittent exposure to stressors like restraint and
soiled bedding (Moreau et al., 1992, 1994) or social defeat
(Donahue et al., 2014), have been reported to depress
basal ICSS, and ICSS was also depressed by an olfactory
bulbectomy model of depression (Slattery et al., 2007).
However, other regimens of chronic stress had no effect on
ICSS (Fokos and Panagis, 2010) or produced effects that
varied across time or across test subjects (Nielsen et al.,
2000; Lin et al., 2002). A likely source of these discrepancies
is variability in the stress regimens across studies.

In studies of drug effects on ICSS in the context of
stress, the monoamine uptake inhibitor antidepres-
sants desipramine and mianserin reversed depression
of ICSS by chronic intermittent stress (Moreau et al.,
1992, 1994), and these effects were selective for stress
states, because neither drug facilitated ICSS in the
absence of stress (Rosenberg et al., 2013). Conversely,
the NMDA antagonist ketamine, which primarily
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depresses ICSS in the absence of explicit stress, also
failed to reverse depression of ICSS induced by social-
defeat stress in mice (Donahue et al., 2014). Other
research has shown that repeated stress can enhance
amphetamine-induced facilitation of ICSS (Lin et al.,
2002), whereas effects of cocaine and THC were not
altered by olfactory bulbectomy or repeated stress,
respectively (Slattery et al., 2007; Fokos and Panagis,
2010). Together, these results illustrate the potential
for differential effects of stress as a modulator of abuse-
related drug effects in ICSS procedures, but given the
prominent role of stress as a risk factor in drug abuse
(Neisewander et al., 2012; Volkow et al., 2012), this is
a relatively undeveloped theme of research.

B. Traits

1. Sex. Rates of drug abuse are higher in males
than females (SAMHSA, 2012), and efforts have been
made to examine sex differences in drug effects on
ICSS. Males and females do not differ with regard to
baseline sensitivity to the reinforcing effects of elec-
trical stimulation of the MFB, and sensitivity in
females is also stable across stages of the estrous cycle
(Stratmann and Craft, 1997; Russell et al., 2013). How-
ever, exogenously administered estradiol facilitates
ICSS in ovariectomized female rats (Galankin et al.,
2010) and exogenous testosterone facilitates ICSS in
castrated male rats (Olds, 1958a). These findings suggest
that baseline sex differences in ICSS do not exist, but
artificial manipulation of sex hormones is sufficient to
alter ICSS.
Regarding the role of sex in the effects of drugs of

abuse on ICSS, the monoamine releaser amphetamine
and the uptake inhibitor cocaine facilitated ICSS to
a similar degree in male and female rats responding
under a discrete-trial current-intensity threshold pro-
cedure (Stratmann and Craft, 1997), but administra-
tion of exogenous estradiol enhanced cocaine-induced
ICSS facilitation in ovariectomized female rats (Galankin
et al., 2010). Sex also does not appear to play a major role
in cocaine self-administration in rats (Caine et al., 2004),
although estradiol administration to ovariectomized rats
increased cocaine self-administration under a progressive
ratio procedure (Ramoa et al., 2013).
Acute administration of the mu opioid agonist

morphine did not facilitate ICSS in a discrete-trial
procedure in either male or female rats (Stratmann
and Craft, 1997), but a subsequent study using a hybrid
frequency-rate procedure did show sex-dependent effects
(Craft et al., 2001). Specifically, this study found that
morphine was more potent to depress ICSS in males and
more potent to facilitate ICSS in females. Some data also
suggest that morphine serves as a stronger reinforcer
in females than males in self-administration procedures
(Cicero et al., 2003). Similar to these effects with mor-
phine, the kappa opioid agonist U50,488 was also more
potent to depress ICSS in male rats than in females

responding under a frequency-rate procedure (Russell
et al., 2013).

2. Strain. In contrast to the relatively modest effects
of sex, genetic strain has emerged as a more robust
modulator of basal and drug-altered ICSS. In an early
study of ICSS in DBA/2, C57BL/6, and BALB/c mice
responding under a free-operant procedure, consistent
differences in ICSS rates were observed with a hierarchy
of BALB/c . DBA/2 . C57BL/6 (Cazala et al., 1974).
More recent comparisons of C57BL/6J and DBA/2J mice
using hybrid frequency-rate procedures found no strain
differences in ICSS thresholds, although maximal ICSS
rates were greater in C57BL/6 mice (Elmer et al., 2010;
Fish et al., 2010). In rats responding under a frequency-
rate procedure, ICSS thresholds did not differ between
Lewis, Fischer 344, and Sprague-Dawley rats, and in
this study, maximal response rates also did not differ
across strain (Lepore et al., 1996). Taken together, these
data suggest ICSS frequency thresholds do not vary in
strains examined to date, although maximum rates may
differ across strains.

With regard to strain differences on drug effects,
amphetamine and cocaine produce abuse-related reduc-
tions in ICSS thresholds to similar degrees in both
C57BL/6J and DBA/2J mice (Elmer et al., 2010; Fish
et al., 2010). A study examining these strains along with
BALB/c mice provided some evidence of potency differences
for amphetamine effects on ICSS across these strains
(BALB/c . DBA/2 . C57 BL/6), but the effects were
qualitatively similar in each strain (Cazala, 1976). Both
cocaine and amphetamine maintain self-administration in
C57BL/6J and DBA/2J mice (van der Veen et al., 2007;
Elmer et al., 2010). Thus, the available data suggest that
strain does not play a central role in the effects of
amphetamine or cocaine on ICSS, and these findings
are consistent with data from self-administration
studies.

In contrast to the work with monoaminergic drugs
mentioned above, strain can be a primary determinant
of morphine effects on ICSS. Morphine administration
significantly facilitated ICSS in C57BL/6J mice, whereas
morphine only depressed ICSS in DBA/2J mice (Elmer
et al., 2010). Similarly, in drug self-administration stud-
ies, morphine also served as a more robust reinforcer in
C57BL/6J mice compared with DBA/2J mice (Elmer
et al., 2010). Thus, strain can determine morphine effects
on ICSS in these mouse strains, and it does so in a
manner that is consistent with strain differences ob-
served in self-administration studies.

Strain dependency of the effects of ethanol and THC
has also been examined. Effects of ethanol were
examined in C57BL/6J and DBA/2Jmice using a hybrid
frequency-rate procedure. Administration of ethanol
resulted in ICSS facilitation in each strain and did so
across a broader range of doses and pretreatment
times in DBA/2J mice compared with C57BL/6J mice
(Fish et al., 2010). The ability of ethanol to facilitate
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ICSS in C57BL/6J mice is consistent with its ability to
maintain self-administration in this strain, but the
effect in DBA/2J mice is inconsistent with data showing
that ethanol does not maintain self-administration in
this strain (Risinger et al., 1998). Strain-dependence of
the effects of THC on ICSS was examined in Lewis,
Fischer 344, and Sprague-Dawley rats using a hybrid
frequency-rate procedure. THC facilitated ICSS in
Lewis and Sprague-Dawley rats, but not Fischer 344
rats (Lepore et al., 1996), although it should be noted
that only one dose of THC was tested in this study.
Strain comparisons of THC self-administration have
not been conducted, although in general, THC does
not serve as a robust reinforcer in rodent drug self-
administration procedures (Panlilio et al., 2010;
Vlachou and Panagis, 2014).
The studies above used established rodent strains,

but novel strains can also be generated by selective
breeding for particular phenotypes, and illustrative
of this approach are FAST and SLOW mouse lines
selectively bread for divergent responses to ethanol.
FAST mice exhibit greater motor activation and
ethanol consumption relative to SLOW mice (Risinger
et al., 1994). These strains were used to study the
effects of ethanol and cocaine on ICSS in mice responding
under a frequency-rate procedure (Fish et al., 2012).
Ethanol facilitated ICSS in FAST mice, but effects of the
same ethanol doses in SLOW mice were not significant.
Cocaine, on the other hand, facilitated ICSS in both
FAST and SLOW mice.
3. Gene-Targeted Manipulations. Genetic tools offer

the opportunity to manipulate expression of specific
proteins, and these techniques were recently applied to
ICSS studies. One of the first studies to use this
approach examined basal and drug-altered ICSS in
DA D2 receptor-deficient mice responding under a
hybrid frequency-rate procedure (Elmer et al., 2005).
Initial experiments in this study demonstrated that
D2 receptor knockout (D2Rko) mice required higher
intensity stimulation to maintain equivalent ICSS
compared with wild-type (WT) mice. Once stimulation
parameters were adjusted such that baseline ICSS was
similar, effects of amphetamine and morphine were
examined. Amphetamine facilitated ICSS regardless
of genotype. However, morphine facilitated ICSS in
WT mice, produced a mixed, nonsignificant effect in
heterozygous mice, and only depressed ICSS in D2Rko
mice. This study was interpreted to suggest that ex-
pression of D2 receptors is necessary for morphine-
induced facilitation of ICSS but not for maintenance of
basal ICSS or for amphetamine-induced facilitation of
ICSS. Thus, these results resonate with sex and strain
manipulations cited above in finding that opioid effects
are often more sensitive than monoamine releaser/
uptake inhibitor effects to trait manipulations. More-
over, these results agree with the finding that morphine

maintained drug self-administration in WT and hetero-
zygous mice but not in D2Rko mice (Elmer et al., 2002).

A related approach was used to study the role of
a5 nAChRs in the effects of nicotine on ICSS under a
discrete-trial current-intensity procedure (Fowler
et al., 2013). WT mice and a5 nAChR subunit knockout
mice (a5ko) did not differ with regard to baseline ICSS.
Nicotine facilitated ICSS in WT and a5ko mice, but
this effect occurred over a broader range of doses in the
a5ko mice. In particular, the nicotine dose-effect curve
was biphasic in WT mice, and high nicotine doses that
failed to facilitate ICSS in WT mice did facilitate ICSS
in the a5ko mice. This effect agrees with results from
nicotine drug self-administration studies (Fowler et al.,
2011) and was interpreted to suggest that a5 nAChRs
mediate abuse-limiting effects of nicotine.

Loss-of-function point mutations to a1, a2, and
a3 GABAA subunits in mice were used to study the
role of these subunits in benzodiazepine effects on ICSS
(Reynolds et al., 2012). Baseline ICSS and cocaine-
induced facilitation of ICSS were equivalent across
genotypes. Point mutations of the a2 or a3 GABAA

subunit eliminated diazepam-induced facilitation of
ICSS that was observed in WT mice and in mice
with a point mutation of the a1 subunit, suggesting a
primary role for the a2 and a3 subunits in abuse-related
diazepam effects. In contrast, zolpidem administration
only depressed ICSS in WT, a2, and a3 mice, but not a1
mice, suggesting that the a1 subunit is necessary for
zolpidem-induced depression of ICSS.

Other studies manipulating genotype have done so
in an attempt to model a particular pathologic state
rather than to examine the role of a certain receptor or
receptor subtype in the effects of drugs of abuse. For
example, mice lacking a functional FMR1 gene (Fmr12/Y)
have been suggested as a preclinical model of fragile X
syndrome and were recently used to examine the
effects of drugs of various classes on ICSS (Fish et al.,
2013). Cocaine was more potent to facilitate ICSS in
Fmr12/Y mice than WT mice. The dopamine partial
agonist aripiprazole depressed ICSS in both genotypes,
but was more potent in WT mice. The mGluR5 antagonist
MPEP had no effect in WT mice but facilitated ICSS in
Fmr12/Y mice, whereas the M1 cholinergic antagonist
trihexyphenidyl had no effect in Fmr12/Y mice but
facilitated ICSS in WT mice. In another study, basal
and cocaine-facilitated ICSS were evaluated in mice with
a mutation in the CLOCK gene, a central transcriptional
activator of molecular rhythms that may contribute to
manic and bipolar disorder (Roybal et al., 2007). Relative
to WT mice, the CLOCK mutant mice displayed lower
ICSS thresholds and greater sensitivity to cocaine-
induced ICSS facilitation.

Genotypic manipulations have also been used to
study determinants of ICSS outside of the context of stud-
ies with abused drugs. For example, 5HT transporter
knockout (SERT2/2) rats were used in a discrete-trial
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procedure to study serotonergic modulation of ICSS
depression induced by administration of lipopolysac-
charide (LPS) (van Heesch et al., 2013). WT and
heterozygous (SERT+/2) rats had reduced baseline
ICSS thresholds compared with SERT2/2 rats, but
only the differences between SERT+/2 and SERT2/2
achieved statistical significance. SERT 2/2 rats were
also less susceptible to LPS-induced depression of
ICSS, suggesting a role for SERT in LPS-induced ICSS
depression. In another study, the role of the orexigenic
peptide ghrelin on motivated behavior was examined
using wild-type and ghrelin receptor knockout rats
responding under a hybrid frequency-rate procedure
(Wellman et al., 2012). Significantly higher current
intensities were required to maintain similar frequency-
rate curves in the knockout rats, and these results
were interpreted to suggest a role for ghrelin in basal
ICSS.

V. Predictive Validity of Intracranial Self-

Stimulation in Abuse Potential Testing

A. Prediction of Preclinical Drug Self-Administration

For decades, drug self-administration procedures
have been a standard in preclinical abuse potential
testing, and results obtained with these procedures
have been reviewed extensively (Ator and Griffiths,
2003; Carter and Griffiths, 2009; O’Connor et al., 2011;
Horton et al., 2013). Accordingly, one measure of the
utility of ICSS in abuse potential testing is the com-
parison of results obtained with ICSS and drug self-
administration procedures. ICSS compares favorably
to the drug self-administration standard. A quantitative
example of this comparison was presented in Fig. 9B for
a series of monoamine releasers, and there was a sig-
nificant correlation between measures of drug-induced
facilitation of ICSS in rats and of reinforcing efficacy in
a progressive-ratio procedure in rhesus monkeys. One
implication of this correlation is that ICSS might be
useful not only for predicting presence or absence of
reinforcing effects but also for stratifying those effects
along a continuum of reinforcing strength for mono-
amine releasers (Brady and Griffiths, 1976; Richardson
and Roberts, 1996; Horton et al., 2013). Table 6 presents
a more qualitative comparison of results in ICSS and
drug self-administration procedures for representative
drugs discussed in this review article. This type of
comparison should be regarded with caution, because it
reduces nuanced results from variants of each pro-
cedure to simplistic binary assessments of the presence
or absence of an abuse potential signal (Horton et al.,
2013). Given that caveat, though, it is apparent that
ICSS and drug self-administration yield largely concor-
dant results. Some approximate rank ordering of effects
is also evident across procedures. For example, many
DA releasers (e.g., amphetamine) and uptake inhibitors
(e.g., cocaine) reliably facilitate ICSS and maintain

self-administration across a wide range of conditions,
whereas CB receptor agonists like ∆

9-THC facilitate
ICSS and maintain self-administration under a far
more limited range of conditions. Taken together, these
results support the proposition that drug effects in ICSS
procedures are often predictive of drug effects in drug
self-administration procedures. Moreover, as discussed
above in section IV, the concordance between ICSS and
drug self-administration results extends not only across
multiple drug classes but also to modulation of abuse-
related drug effects by many state and trait variables.

Table 6 also identifies a few exceptions to this
general rule. Several drugs that have failed to facilitate
ICSS have been reported to maintain self-administration
with varying degrees of reliability in rats and/or non-
human primates. Conversely, caffeine is the only drug,
to our knowledge, that produces stronger evidence for
abuse potential in ICSS procedures than in drug self-
administration procedures. Determinants of these incon-
sistencies remain to be discovered, but of note for this
review, such inconsistencies are unusual. To the degree
that ICSS and drug self-administration procedures
yield different results, ICSS appears slightly less likely
than drug self-administration to yield evidence of abuse
potential.

B. Prediction of Abuse Liability in Humans

The concordance of results from ICSS and drug self-
administration procedures provides one source of evi-
dence to support utility of ICSS in preclinical abuse
potential testing. However, the value of any preclinical
procedure is ultimately determined by its (1) sensitivity
for detecting drugs with abuse potential in humans and
(2) selectivity for dissociating drugs that have abuse
potential in humans from those that do not (Horton et al.,
2013). The sensitivity and selectivity of drug self-
administration for this purpose has been extensively
reviewed (Ator and Griffiths, 2003; Carter and Griffiths,
2009; O’Connor et al., 2011; Horton et al., 2013), and as
implied by Table 6, ICSS appears to display similar
sensitivity and selectivity. Both procedures are sensitive
to effects of abused drugs like DA releasers/uptake in-
hibitors and mu opioid agonists, and both procedures are
also selective for these drugs in comparison with many
classes of drugs that are not commonly abused, such as
NE or 5HT uptake inhibitors or kappa opioid agonists.
Moreover, both procedures share similar vulnerabilities
to apparent false negatives and false positives. For ex-
ample, ICSS and drug self-administration share similarly
poor sensitivity to some classes of abused drugs (e.g.,
CB receptor agonists and LSD-like hallucinogens) and
similarly poor selectivity for some other clinically available
drugs for which abuse is rare (e.g., scopolamine, bupropion).
ICSS and drug self-administration data do not always
align, but these exceptions do not strongly favor pref-
erence for either procedure to increase predictive
validity in abuse potential testing. For example, drug
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self-administration appears more likely to yield false-
positive effects with apomorphine, baclofen, and cloni-
dine, three clinically available drugs that are not
scheduled or commonly abused. Conversely, ICSS appears
more likely to yield false-negative effects with ketamine
and zolpidem, two scheduled drugs that are abused under
some circumstances. These examples suggest that ICSS
may be more likely than drug self-administration to
generate false-negative effects in abuse potential testing,
whereas drug self-administration may be more likely to
generate false positive effects.
In assessing predictive validity of any preclinical

procedure for clinical outcomes, an obvious but often
underappreciated issue is the clinical endpoint to which
preclinical data are being compared. The discussion
above is founded on qualitative judgments of abuse
liability for different drugs in humans. More precise
validation of preclinical metrics for abuse potential
would benefit from more precise clinical metrics. From

a regulatory perspective, the most relevant metric of
a drug’s abuse liability in the United States is its status
under the Controlled Substances Act. The Controlled
Substances Act is a federal law that mandates strati-
fication of drugs along an ordinal scale as schedule 1
(high abuse-liability without approved clinical indica-
tion), schedule 2 (high abuse liability with approved
clinical indications), schedules 3–5 (lower abuse liability
with approved clinical indications), or nonscheduled
(drugs considered to have little or no abuse liability)
(Rocha, 2013). This scale explicitly acknowledges a reg-
ulatory perspective that drugs have graded levels of
abuse liability, but the relationship of this scale to
graded metrics of abuse potential from preclinical
procedures has been only superficially explored. For
example, one recent study compiled data from a set of
100 drugs and reported that the binary identity of
a drug as scheduled or not scheduled correlated with
binary preclinical metrics such as whether the drug

TABLE 6
Comparison of effects produced by representative drugs in intracranial self-stimulation and drug self-

administration procedures

Drugs are listed in their order of discussion in the manuscript. A drug was considered to facilitate ICSS or to maintain
self-administration if at least one published study supported this characterization. Drugs scheduled by the FDA are
shown in boldface italic.

Facilitate ICSSa No Change or Depress ICSS

Maintain self-administrationb Amphetamine Haloperidol
Phenmetrazine Clonidine
MDMA Zolpidem
Cocaine Baclofen
Methylphenidate MPEP
MDPV WIN55212-2
Apomorphine
Methadone
Morphine
Nalbuphine
Nicotine
Varenicline
Scopolamine
Midazolam
Chlordiazepoxide
Diazepam
Pentobarbital
Phenobarbital
Toluene
Ethanol
MK-801
Phencyclidine
Ketamine
∆
9-THC

Testosterone
Tripelennamine

Fail to maintain Self-administration Caffeine Fenfluramine
Citalopram
Atomoxetine/nisoxetine
Imipramine/desipramine
Chlorpromazine
TFMPP
SNC80
U69593
Naloxone
URB597

aICSS references are cited in section III.
bDrug self-administration references are as follows: baclofen (Griffiths et al., 1991), MDPV (Watterson et al., 2014),

MK-801 (Koek et al., 1988), MPEP (van der Kam et al., 2009), TFMPP (Fantegrossi et al., 2005), SNC80 (Negus et al.,
1998), toluene (Blokhina et al., 2004), U69593 (Negus et al., 2008), URB597 (Justinova et al., 2008), WIN55212-2 (Fattore
et al., 2001). For all other drugs, results are taken from (O’Connor et al., 2011; Horton et al., 2013).

906 Negus and Miller



maintained self-administration or not (Horton et al.,
2013). However, this type of correlation is largely
tautological insofar as preclinical data often guide
scheduling decisions, and no attempt has been made
to correlate preclinical metrics with different levels of
scheduling. Moreover, there are prominent discrep-
ancies between preclinical metrics and drug scheduling
(e.g., the evolving scheduling status of marijuana, the
exemptions of ethanol and tobacco products, the schedule
4 status of fenfluramine).
These limitations to scheduling status as an appro-

priate clinical metric suggest the need for other
objective and quantitative endpoints to validate pre-
clinical procedures. It is noteworthy that preclinical
metrics from ICSS and drug self-administration do not
correspond to prevalence of use (SAMHSA, 2012),
which is governed by social and economic factors such
as cost, availability, and legal status as well as by
pharmacological effects (Katz and Goldberg, 1988). The
most widely used drugs are legal compounds (e.g.,
ethanol and nicotine) that are marketed primarily as
constituents of plant-based products (e.g., wine and
tobacco) and that produce relatively weak effects in
ICSS or drug self-administration procedures. Alterna-
tive, data-driven and clinically relevant metrics of
abuse liability in humans might consider the risk or
prevalence of harm among recreational users of a given
drug. As one example of this approach, Nutt and
colleagues (2007) recently devised a questionnaire to
score harm associated with drug use, and scores for
different drugs and drug classes were processed by a
panel of experts using a “delphic” approach. Thus, harm
scores assigned by individual experts were averaged
to yield a rank order of perceived harm, and by this
approach, heroin and cocaine emerged as the most
harmful of the drugs considered, whereas other illicit
drugs including cannabis, LSD, and GHB had much
lower harm scores. Tobacco and alcohol had intermedi-
ate harm scores by this approach. As another example
that might rely on existing quantitative databases
rather than on expert opinions, Fig. 14 plots data for
a series of drugs and drug classes from two surveys
conducted by the Substance Abuse and Mental Health
Services Administration. Shown for each drug or drug
class is a measure of negative consequences (emergency
room mentions as reported by the Drug Abuse Warning
Network) expressed as a proportion of use prevalence
(past year usage from the National Survey on Drug Use
and Health) (SAMHSA, 2012, 2013). Users of opioid
agonists (e.g., heroin) and DA releasers/uptake inhib-
itors (e.g., cocaine) were more likely than users of other
drugs/drug classes to experience negative consequences
leading to emergency room visits. Phencyclidine (PCP),
which facilitates ICSS and maintains drug self-
administration, scored especially highly on this measure
despite relatively low overall prevalence. Conversely,

alcohol scored low on this measure despite high overall
prevalence.

These two approaches based on expert opinions
(Nutt et al., 2007) or on government databases (Fig.
14) yield largely similar rank orders, with the notable
exception of alcohol, which received high harm scores
but yielded a relatively low ratio of emergency room
mentions to use prevalence. Nonetheless, these ap-
proaches illustrate the types of strategies that might
provide useful clinical comparators for interpretation
of outcomes from preclinical procedures for abuse
potential testing. A rough implication of these findings
is that preclinical ICSS and drug self-administration
procedures might function best to predict potential for
harm associated with relatively acute recreational use.
For example, robust facilitation of ICSS, or reliable
maintenance of drug self-administration, may be pre-
dictive of drug effects in humans that promote suf-
ficiently high and frequent rates of drug consumption
that users are likely to achieve toxic doses that prompt
clinical intervention.

C. Intracranial Self-Stimulation as a Complement to

Drug Self-Administration in Abuse Potential Testing

Given the largely similar outcomes produced by
ICSS and drug self-administration procedures, the
selection of procedure for any particular task must be
guided by other considerations. Drug self-administration
has two particular advantages as a tool for abuse
potential testing. First, it has high face validity with
drug abuse by humans and provides a direct measure
of drug-taking behavior (Brady and Griffiths, 1976;
Katz and Goldberg, 1988; Ator and Griffiths, 2003;

Fig. 14. Rate of emergency room mentions per 1000 users for a series of
drugs and drug classes as calculated from surveys conducted by the
Substance Abuse and Mental Health Services Administration in 2011.
Abscissa shows drug or drug class. Ordinate shows the ratio of Emergency
Room Mentions (from Drug Abuse Warning Network) per 1000 Past Year
Users (from the National Survey on Drug Use and Health) (log scale).
Drugs associated with high rates of emergency room mentions per 1000
users also tend to produce robust facilitation of ICSS and maintain self-
administration across a broad range of conditions. This analysis illustrates
one possible approach to quantifying negative consequences of drug use as
a metric for abuse liability in humans.
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Carter and Griffiths, 2009). Second, it is deeply
embedded in the regulatory infrastructure of abuse
potential testing, and its long use has contributed to
standardization of procedures, construction of large
databases, and education of policy makers in common
strategies for data analysis and interpretation (Balster
and Bigelow, 2003; European Medicines Agency, 2006;
Food and Drug Administration, 2010).
ICSS by comparison provides an indirect measure of

abuse-related effects and historically has had a limited
role in generating data for regulatory guidance.
However, ICSS is also distinguished by several pro-
cedural attributes that can make it valuable as
a complement to drug self-administration. Four of
those attributes will be mentioned here. First, ICSS
procedures can generate baseline patterns of operant
behavior that include both low ICSS rates sensitive to
abuse-related rate-increasing drug effects and high
ICSS rates sensitive to abuse-limiting rate-decreasing
drug effects. Both types of effect likely contribute to
patterns of self-administration and abuse, and ICSS
procedures permit efficient detection and dissociation
of these effects. For example, we have argued in this
review that coordinated assessment of abuse-related
and abuse-limiting drug effects with hybrid frequency-
rate ICSS procedures permits a rank ordering of abuse
potential similar to that provided by progressive-ratio
self-administration procedures (Bauer et al., 2013b).
Second, ICSS is compatible with a wide range of drug
vehicles and routes of administration. For example,
ICSS can be readily adapted to studies of inhaled
solvents, orally administered drugs, or drugs dissolved
or suspended in vehicles that would be difficult to
deliver by the intravenous route preferred for drug self-
administration procedures. Third, ICSS evaluates
unconditioned drug effects that can be detected immedi-
ately in otherwise drug-naive subjects, and changes in
ICSS effects can be tracked during regimens of
repeated drug exposure and withdrawal. By contrast,
reinforcing drug effects in drug self-administration
procedures are conditioned behaviors that develop over
time during drug availability and that adjust over time
when drug dose is changed or drug is removed. Lastly,
ICSS permits detailed assessment of the time course of
abuse-related drug effects. By contrast, drug self-
administration procedures are sensitive to drug time
course, but they are not ideally suited to character-
ization of that time course. Taken together, these
considerations suggest that ICSS is unlikely to replace
drug self-administration as a core procedure for pre-
clinical abuse potential testing. However, ICSS may be
especially useful either to evaluate drugs that are
difficult to study in standard drug self-administration
procedures or to collect data that can guide the
design and interpretation of drug self-administration
experiments.

VI. Conclusions and Future Directions

A. Conclusions from Existing Data

Evidence reviewed here suggests three major con-
clusions regarding the use of ICSS as a tool for abuse
potential testing. First, the most effective and widely
used procedures involve (1) electrode placements that
target the MFB and (2) schedule parameters that
permit within-session manipulation of the frequency or
amplitude of electrical stimulation to maintain a wide
range of baseline response rates or response probabil-
ities during each experimental session. Under these
conditions, drug-induced increases in low ICSS rates
maintained by low frequencies or amplitudes of stimu-
lation can be interpreted as an abuse-related effect,
whereas drug-induced decreases in high ICSS rates
maintained by high frequencies or amplitudes of stimu-
lation can be interpreted as an abuse-limiting effect.
Drugs can vary in their efficacies to produce these rate-
increasing and rate-decreasing effects, and importantly,
both types of effects can be detected simultaneously. Net
abuse potential appears to reflect an integration of these
abuse-related and abuse-limiting effects as summarized
in Fig. 15. Moreover, within these profiles, abuse
potential would be greatest for drugs with rapid onsets
and short durations of action and for drugs that display
increased expression of abuse-related effects with re-
peated treatment. Consequently, thorough evaluation of
the potency and time course of acute and chronic drug
effects on ICSS provides a strategy not only for detect-
ing presence or absence of abuse-related effects but also
for ranking the expression of those effects relative to

Fig. 15. Summary diagram for relating profiles of drug effects on ICSS to
net abuse potential. Drugs can vary in their efficacies to produce abuse-
related rate-increasing effects and abuse-limiting rate-decreasing effects,
and both effects can be produced simultaneously. See Fig. 8 for examples.
Net abuse potential can be conceptualized as an integration of these rate-
increasing and rate-decreasing effects. In addition, the profile of rate-
increasing and rate-decreasing effects varies over time after administration
of a single drug dose, and may also change with repeated dosing.
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expression of abuse-limiting effects. It is our view that
hybrid frequency-rate ICSS procedures are especially
well-suited for this task.
Second, evidence of abuse potential from ICSS pro-

cedures closely matches evidence from drug self-
administration procedures for a wide range of drugs
and drug classes. Drug self-administration is a core
procedure in preclinical abuse potential testing, and
the close alignment of results from ICSS and drug self-
administration procedures suggests that ICSS could be
comparably informative in providing preclinical data
on abuse potential of novel drugs. To the degree that
ICSS and drug self-administration yield different
results, ICSS appears to be slightly less likely than
drug self-administration to yield evidence of abuse
potential. In terms of predictive validity, this suggests
that ICSS may be slightly less likely than drug self-
administration to yield false-positive results but slightly
more likely to yield false negatives. However, discrep-
ancies between ICSS and drug self-administration are
unusual with compounds studied to date, and these
discrepancies are generally restricted to drugs that
generate weak signals in one or the other procedure.
Moreover, of particular importance to abuse potential
testing, ICSS permits a ranking of abuse-related effects
similar to the ranking of relative reinforcing efficacy
that can be achieved with progressive-ratio drug self-
administration procedures. This point warrants special
emphasis. Current regulatory practice seeks to rank
drugs by their perceived abuse potential (e.g., schedule
1–5 in the United States), and there is general agreement
that progressive-ratio schedules of drug self-administration
provide one strategy for assigning rank (Brady and
Griffiths, 1976; Richardson et al., 1994; European
Medicines Agency, 2006; Horton et al., 2013). Evidence
presented in this review article suggests that ICSS may
provide an alternative to progressive-ratio drug self-
administration procedures for generating data that can
be used to rank relative abuse potential of different
drugs. Evidence for this claim is strongest for mono-
aminergic stimulants (Bauer et al., 2013b), weakest for
uncompetitive NMDA channel blockers (Marquis and
Moreton, 1987; Hillhouse et al., 2014), and further study
with other drug classes is warranted.
Third and finally, ICSS has procedural advantages

that contribute to its value as a complement to drug self-
administration procedures. These include its usefulness
for (1) studies of both abuse-related and abuse-limiting
effects, (2) studies using various routes of drug admin-
istration or drug vehicles, (3) studies in drug-naive
subjects as well as in subjects with controlled levels of
prior drug exposure, and (4) studies of drug time course.

B. Opportunities for Future Research

Although ICSS procedures have long been used to
examine abuse-related drug effects (Kornetsky et al.,
1979; Wise, 1996; Carlezon and Chartoff, 2007; Vlachou

and Markou, 2011), these procedures do not have a
formal association with abuse potential testing for
regulatory purposes. For example, ICSS is not men-
tioned in guidance for abuse potential testing provided
by either the FDA or the European Medicines Agency
(European Medicines Agency, 2006; Food and Drug
Administration, 2010), nor is it considered in recent
academic reviews of strategies for abuse potential
testing (Ator and Griffiths, 2003; Carter and Griffiths,
2009; Horton et al., 2013). As a consequence, a clear first
step in advancing ICSS as a viable tool in abuse po-
tential testing is to raise awareness in the testing
community about its existence, its predictive validity,
and its strengths and weaknesses relative to established
procedures. Moreover, the integration of ICSS into
abuse potential testing would benefit from standardiza-
tion of procedures. This review has presented evidence
to suggest that optimal test strategies will include
evaluation of drug potency and time course in hybrid
frequency-rate procedures, followed by analysis using
procedures described in Fig. 5 to integrate both rate-
increasing and rate-decreasing drug effects. Also,
because repeated drug exposure and withdrawal may
modify both drug effects on ICSS and abuse liability in
humans (e.g., with mu opioid receptor agonists), we also
feel that evaluation of drug effects before, during, and
after repeated dosing is often warranted. Overall, it is
our view that ICSS research has already made sig-
nificant contributions to the general practice of abuse
potential testing and that future research could refine
and enhance those contributions. Five possible topics of
future research are mentioned briefly below.

First, a substantial database already exists on abuse
potential of drugs and drug classes that have been
evaluated in other procedures such as drug self-
administration more thoroughly than they have been
examined in ICSS. Systematic evaluation of these
compounds would help to clarify the range of con-
ditions across which ICSS is predictive of reinforcing
effects in drug self-administration procedures and
abuse liability in humans. As one example, benzodi-
azepines and related positive allosteric modulators
of GABAA receptors constitute a major set of abused
and scheduled drugs, but relatively little work has
been conducted with these compounds in ICSS
procedures.

Second, we live in an age of proliferating drug de-
velopment that requires an expanding capability for
abuse potential testing. Much of this drug development
is focused on discovery of new medications in drug
classes populated with known drugs of abuse. Exam-
ples include development of anorectics with novel
mechanisms of action, biased mu opioid agonists to
target selected signaling pathways coupled to mu
receptors, selective ligands for GABAA receptor sub-
types, and allosteric modulators of NMDA receptors
(Mohler, 2012; Burgdorf et al., 2013; DeWire et al.,
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2013; Fleming et al., 2013). Development of illicit
“designer” drugs is also proliferating, and most re-
cently, this has included emergence of novel cathinone
derivatives and synthetic cannabinoids (Baumann
et al., 2013a; Cottencin et al., 2013; Wiley et al.,
2014). All of these novel compounds will require abuse
potential testing, and ICSS is poised to contribute to this
effort. For example, ICSS has already contributed to
abuse potential evaluation of novel cathinone derivatives
(Robinson et al., 2012; Watterson et al., 2014; Bonano
et al., 2014), and further studies with these and other
novel compounds will aid in building the ICSS database
and informing the validation of ICSS as viable tool for
abuse potential testing.
Third, abuse potential testing with ICSS typically

uses electrodes that target the MFB, but ICSS at this
site is relatively insensitive to facilitation by some
known classes of abused drugs including cannabinoids
and hallucinogens. As discussed above, drug effects on
ICSS can vary as a function of electrode placement
(Goodall and Carey, 1975; Robertson et al., 1981; Ewan
and Martin, 2012). It would be of interest to explore the
degree to which ICSS of other brain targets might alter,
and potentially improve, sensitivity to cannabinoids or
other drugs that yield weak signals in procedures that use
MFB electrodes.
Fourth, sensitivity might also be improved by manip-

ulating state and/or trait variables in ICSS procedures.
For example, nearly all ICSS studies have been con-
ducted in male subjects, but the few studies that have
been conducted with females have identified intriguing
sex differences in effects of some drugs such as opioids
(Craft et al., 2001; Russell et al., 2013). Systematic
examination of state/trait variables on drug effects
in ICSS procedures may help to identify conditions
under which selected drugs are most likely to produce
an abuse-related effect.
Finally, brain stimulation in standard ICSS proce-

dures is accomplished by electrical stimulation de-
livered via electrodes. However, electrical stimulation
preferentially activates large myelinated neurons prox-
imal to the electrode, and it provides limited flexibility
for targeting neurons with selected functional or chemical
phenotypes. Emerging optogenetic technologies permit
targeted expression of channel rhodopsins in neurons
of interest, and these neurons can then be selectively
activated or inhibited by light stimuli delivered via fiber
optic probes. ICSS maintained by light rather than
electrical stimulation has been demonstrated (You
et al., 2001; Kim et al., 2012; Kempadoo et al., 2013),
and the potential of this technology for abuse potential
testing remains to be determined.
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