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Abstract

Learning to synthesize data has emerged as a promising
direction in zero-shot quantization (ZSQ), which represents
neural networks by low-bit integer without accessing any
of the real data. In this paper, we observe an interesting
phenomenon of intra-class heterogeneity in real data and
show that existing methods fail to retain this property in
their synthetic images, which causes a limited performance
increase. To address this issue, we propose a novel zero-
shot quantization method referred to as IntraQ. First, we
propose a local object reinforcement that locates the target
objects at different scales and positions of the synthetic im-
ages. Second, we introduce a marginal distance constraint
to form class-related features distributed in a coarse area.
Lastly, we devise a soft inception loss which injects a soft
prior label to prevent the synthetic images from being over-
fitting to a fixed object. Our IntraQ is demonstrated to well
retain the intra-class heterogeneity in the synthetic images
and also observed to perform state-of-the-art. For exam-
ple, compared to the advanced ZSQ, our IntraQ obtains
9.17% increase of the top-1 accuracy on ImageNet when
all layers of MobileNetV1 are quantized to 4-bit. Code is at
https://github.com/zysxmu/IntraQ.

1. Introduction
The increasing demands in computing power and mem-

ory footprint of deep neural networks (DNNs) raise a chal-
lenging application problem on edge computing devices
such as smart phones or wearable gadgets, in which the lim-

*Corresponding Author

ited hardware resource fails to support the highly complex
DNNs. A variety of methods [15, 16, 23, 28] have been in-
vestigated to reduce the model complexity. Network quan-
tization, which represents the floating-point parameters and
activations within the networks by low-bit integers, stands
out among these methods for its significant memory reduc-
tion and more efficient integer operations.

Most existing methods explore quantization-aware train-
ing (QAT) that builds a quantizer on the premise of access-
ing the original complete training dataset [2, 10, 46]. In
[21, 26,50], QAT is demonstrated to be comparable or even
better than its floating-point counterpart since the learned
weights could be adjusted to fit the quantization opera-
tions given the access to sufficient training data [43]. How-
ever, the drawbacks also stem from its reliance on train-
ing data. Specifically, in many real-world cases, the orig-
inal training data is sometimes prohibitive due to deterio-
rating privacy and security problems. For example, people
may not wish their medical records to be revealed to oth-
ers, and business material is not expected to be transmit-
ted via the internet. As such, QAT is no longer applicable.
Though recent studies concentrate on post-training quanti-
zation (PTQ) [27,33,43] which directly quantizes DNNs us-
ing a small portion of original data, for cases such as MLaas
(e.g., Amazon AWS and Google Cloud), it may be impossi-
ble to reach any of the training data from users [3].

Fortunately, the research community recently has pro-
posed zero-shot quantization (ZSQ) to quantize models
without accessing real data. We empirically categorize ex-
isting studies on ZSQ into two groups. The first group con-
centrates on calibrating parameters without the involvement
of any data. For example, DFQ [34] only utilizes the shift
and scale parameters β and γ stored in the batch normaliza-
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Figure 1. Feature visualization using t-SNE [42]. We randomly sample 1,000 synthetic/real images consisting of 5 classes with 200 images
per class. For ZeroQ and DSG, label information is unavailable. The features are extracted from a pre-trained ResNet-18.

tion layers of the pre-trained full-precision model to com-
pute the expected biased error on the output. Nevertheless,
a simple calibration of parameters often results in severe
performance degradation. This issue is even amplified for
the ultra-low precision situation. For instance, only 0.10%
top-1 accuracy of DFQ on ImageNet [39] is reported in the
appendix of [44] when quantizing ResNet-18 to 4-bit.

The second group performs quantization by exploiting
synthetic fake images. The involvement of fake images
facilitates the training of quantized networks which are
demonstrated to be superior in performance [14, 44, 49].
An intuitive solution is to deploy a generator to synthesize
training data [5, 31, 44]. However, these generator-based
methods suffer a heavy overhead on computation resources
since the introduced generator has to be trained from scratch
for different bit-width settings. On the contrary, many stud-
ies such as ZeroQ [3] and DSG [49] formulate the data syn-
thesis as an optimization problem where a random input
data drawn from a standard Gaussian distribution is itera-
tively updated to fit the real-data distribution. The benefit of
this research line is that the synthetic images can be reused
to calibrate or fine-tune networks in different bit widths, re-
sulting in a resource-friendly quantization. Nevertheless,
there still remains a non-ignorable quality gap in synthetic
images when comparing the feature visualization of ZeroQ
(Fig. 1b) and DSG (Fig. 1c) with the real data (Fig. 1a) since
traditional Gaussian synthesis is towards fitting the whole
dataset while ignoring a subtler class-wise decision bound-
ary. Thus, the quantized models often bear large perfor-
mance drops (see Sec. 3.1.2).

To ensure class-wise discrimination in the fake images,
we apply the popular inception loss [12, 47] to ZeroQ and
DSG, which first chooses an arbitrary label, and then per-
forms optimization to generate label-oriented images. As a
result, we observe more class-wise separable distributions
of synthetic data (Fig. 1d and Fig. 1e). This demonstrates
the importance of injecting prior class information in syn-
thetic data. Nevertheless, we observe that the synthetic data
with the inception loss does not well capture the intra-class
heterogeneity. Specifically, images from the same class of-
ten contain different contents; thus features from the same
class of real data scatter a lot as shown in in Fig. 1a. On the

contrary, those in Fig. 1d and Fig. 1e are in a dense concen-
tration, which indicates the synthetic images of the same
class are mostly homogeneous. Consequently, the quan-
tized model fine-tuned with these synthetic data fails to gen-
eralize well to the real-world test dataset featuring hetero-
geneity.

To retain the intra-class heterogeneity, in this paper, we
propose a novel zero-shot quantization method, termed In-
traQ. Motivated by the fact that the objects of interest bene-
fiting the model learning are not always at the same scale or
position in the images, we propose a local object reinforce-
ment by randomly cropping a local patch from the synthetic
image to locate the target objects, which mitigates synthe-
sizing homogeneous images. Apart from heterogeneous im-
ages, we also propose to retain the intra-class heterogeneity
in their feature representation. This is accomplished by in-
troducing a marginal distance constraint to not only form
class-related features but also avoid learning features con-
centrated on a dense area. In contrast to the traditional in-
ception loss with one-hot label vectors, we further devise
a soft inception loss which injects a soft prior label to ex-
cavate images with more complex scenes and prevent the
synthetic images from being overfitting to a fixed object.
With the above three innovative solutions, the intra-class
heterogeneity is well preserved in our synthetic images as
shown in Fig. 1f and significant performance improvements
are observed when using only 5,120 synthetic images to
fine-tune the quantized models. For instance, our IntraQ
achieves 51.36% top-1 accuracy on ImageNet when quan-
tizing MobileNetV1 to 4-bit, leading to a increase of 9.17%
when compared with the advanced DSG [49] equipped with
the traditional inception loss [12].

2. Related Work
In this section, we briefly review data-driven quantiza-

tion and zero-shot quantization. A comprehensive discus-
sion can be referred to the recent survey paper [9].

2.1. Data-Driven Quantization

Both QAT and PTQ require real data to complete quanti-
zation. With abundant training images, existing QAT meth-
ods focus on designing quantizers [7,20,26], training strate-
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gies [25, 50], dynamic quantization [19, 41, 48], binary net-
works [29, 32, 37, 38], approximate gradients [10, 45], etc.
On the contrary, PTQ is limited to accessing a very small
portion of training data [1,8,27,30,33,43]. Banner et al. [1]
combined analytical clipping, per-channel bit allocation,
and bias-correction to form a 4-bit post-training method.
AdaRound [33] shows that the rounding-to-nearest is not
the optimal rounding function and formulates the round-
ing as a layer-wise quadratic unconstrained binary prob-
lem. In [30], a linear combination of multiple low-bit vec-
tors is used to approximate a full-precision weight vector.
A mixed-precision network is constructed upon a quantiza-
tion error-based greedy selection to adaptively decide the
number of low-bit vectors. Based on a theoretical study of
the second-order loss and empirical evidence, Li et al. [27]
proposed a block reconstruction to regain the accuracy.

2.2. Zero-Shot Quantization

ZSQ accomplishes network quantization without access-
ing any real data. To this end, DFQ [34] focuses on calibrat-
ing network parameters by utilizing the scale-equivariance
property. To fix inherent bias rising from quantization [1]
without data, the shift parameter β and scale parameter
γ in the BN layers are used to calculate the expected bi-
ased error on the outputs. To boost accuracy performance,
another group concentrates on synthesizing fake images.
GDFQ [44] incorporates the BNS alignment loss and incep-
tion loss to train a generator for generating label-oriented
images. To diversify synthetic images, DQAKD [5] trains
the generator in an adversarial manner. ZAQ [31] also ad-
versarially trains the generator with a novel two-level mod-
eling strategy to measure the discrepancy. In addition to
the generator, the data synthesis can also be realized by op-
timizing the Gaussian noise. By regarding batch normal-
ization statistics (BNS) (i.e. running mean µ and running
variance σ2) as the distribution indicators, ZeroQ [3] opti-
mizes the Gaussian noise such that the mean and variance
of synthetic data can match the BNS in the pre-trained net-
work. DSG [49] first relaxes the BNS alignment loss to pre-
vent synthetic images from over-fitting, and then for each
sample, randomly enlarges the loss term in backward prop-
agation. Inspired by VAE [6], GZNQ [14] regards the syn-
thetic images as optimizable parameters and introduces en-
sembling to model hard samples. By approximating BNS,
[17] estimates the fake data to determine activation ranges.

3. Methodology
3.1. Preliminaries

3.1.1 Quantizer

Following the settings of [44], we use the asymmetric uni-
form quantizer to implement network quantization. Denot-
ing x as weights/activations, l and u as the lower bound and

upper bound of x, we can obtain the quantized integer q as:

q = round
(clip(x, l, u)

s

)
, (1)

where clip(x, l, u) = min(max(x, l), u) and round(·)
rounds its input to the nearest integer. s = u−l

2b−1 is the scal-
ing factor that projects a floating-point number to a fixed-
point integer and b is the bit-width. The corresponding de-
quantized value x̄ can be calculated as:

x̄ = q · s. (2)

For activations and weights, we use layer-wise quantizer
and channel-wise quantizer respectively.

3.1.2 Data Synthesis

ZSQ receives popularity mostly due to its evasion of ac-
cessing real data. However, its poor performance also re-
sults from this limitation. By making full use of the pre-
trained full-precision model F to generate fake images, data
synthesis has garnered more attention recently since the in-
volvement of fake images greatly facilitates the training of
quantized networks. One basic principle in data synthe-
sis is to fit the real-data distribution, which is explored by
the BNS alignment loss that aligns the batch normalization
statistics (BNS) in many existing studies [3, 44, 49] as:

LBNS(Ĩ) =

L∑
l=1

‖µ′l(Ĩ)− µFl ‖2 + ‖σ′l(Ĩ)− σFl ‖22, (3)

whereµFl and σFl are the running mean and variance stored
in the l-th BN layer of the pre-trained full-precison network
F , and µ′l(Ĩ) and σ′l(Ĩ) denote the mean and variance of
synthetic image batch Ĩ in the l-th layer of F , respectively.

However, we observe that similar mean and variance do
not indicate an identical data distribution. As shown in
Fig. 1b and Fig. 1c, the distributions of synthetic fake im-
ages from ZeroQ [3] and DSG [49] differ a lot from that of
the real data in Fig. 1a. Particularly, a subtler class-wise dis-
tribution is overlooked since the synthesis is to fit the mean
and variance of the whole dataset without any label infor-
mation. The poor quality of synthetic data also results in
inferior performance of 60.68% for ZeroQ and 60.12% for
DSG on ImageNet when all layers of ResNet-18 are quan-
tized to 4-bit as experimentally shown in Tab. 1.

Fortunately, the inception loss [12], which first chooses
an arbitrary label y as a prior classification knowledge and
then performs optimization to generate these label-oriented
images, might be a potential method to solve this problem.
It can be formulated as:

LIL(Ĩ) = ce
(
F (Ĩ), y

)
, (4)
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Method
Avg. of intra-class
cosine distances Acc. (%)

full-precision - 71.49
Real data 0.44 67.89

ZeroQ - 60.68
DSG - 60.12

ZeroQ+IL 0.17 63.38
DSG+IL 0.19 63.11

IntraQ (Ours) 0.42 66.47

Table 1. Top-1 accuracy of 4-bit ResNet-18 fine-tuned on 5,120
fake/real images and average of intra-class cosine distances. The
“IL” is short for inception loss.

where ce(·, ·) represents the cross entropy andF (·) returns a
probability distribution, i.e., the output of the softmax layer.
Note that F is fixed and the gradient will be backwarded to
optimize the synthetic images Ĩ for fitting the distribution
of real images from class y. We can observe from Fig. 1d
and Fig. 1e that the distributions of fake data from ZeroQ
and DSG become class-wise discriminative, and are more
close to that of the real data after integrating the inception
loss. Consequently, the performances of ZeroQ and DSG
respectively increase to 63.38% and 63.11% in Tab. 1, well
demonstrating the efficacy of incorporating prior class in-
formation in synthesizing fake images.

3.2. Our Insights

Though existing ZSQ methods benefit from the incep-
tion loss, the performance gain is limited if compared with
67.89% of quantized ResNet-18 fine-tuned on real training
data in Tab. 1. To dive into a deeper analysis, when looking
back into Fig. 1, we observe that though class-wise discrim-
inative, the synthetic data with inception loss does not well
capture the intra-class heterogeneity. Images, even from the
same class, often contain different contents, and thus fea-
tures from the same class in Fig. 1a scatter a lot. On the
contrary, these in Fig. 1d and Fig. 1e are in a dense con-
centration, which indicates that the synthetic images from
the same class are mostly homogeneous. Quantized models
fine-tuned on these homogeneous fake images fail to well
generalize to the real-world test dataset featuring hetero-
geneity. Thus, the performance gains becomes limited.

To quantitatively measure the intra-class heterogene-
ity, we feed the synthetic images to the pre-trained full-
precision ResNet-18 to derive their feature vectors and then
calculate the cosine distances among feature data from the
same class. Tab. 1 displays the average cosine distance of
the synthetic images. It is easy to understand that the intra-
class heterogeneity can be well reflected by the cosine dis-
tance (ranging from 0 to 2). Note that the quantitative re-
sults for ZeroQ and DSG are not presented since the syn-
thetic images are unlabeled when the inception loss is not
applied. From Tab. 1, the average distance for real data is
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Figure 2. The framework of our IntraQ. The local object rein-
forcement locates objects at different scales and positions of the
synthetic image Ĩ . The marginal distance constraint forms hetero-
geneous intra-class features. The soft inception injects soft label
information to learn complex scenes in the synthetic images.

0.44, which denotes a high degree of intra-class heterogene-
ity in real data. This statistical result conforms with the scat-
tered intra-class visualization in Fig. 1a. However, the av-
erage distances for ZeroQ and DSG with the inception loss
are only 0.17 and 0.19, less than half of the real data. Con-
sequently, synthetic images from the same class tend to be
densely distributed in a small area as shown in Fig. 1d and
Fig. 1e. Thus, the inception loss fails to retain the intra-class
heterogeneity, which however, if well addressed, might be a
promise of further boosting the performance of ZSQ.

3.3. Our Solutions

In what follows, we introduce our proposed IntraQ to
learn synthetic images with intra-class heterogeneity. As
shown in Fig. 2, the core contributions of our IntraQ are
three folds: a local object reinforcement, a marginal dis-
tance constraint, and a soft inception loss. We elaborate on
the details in the following subsections.

3.3.1 Local Object Reinforcement

Our first step to retain the intra-class heterogeneity resorts
to enhancing the synthetic images before feeding them to
the pre-trained full-precision model F . Our motives lie in
the fact that the objects of interest the model is expected
to learn are not always at the same scale or position in the
images. Thus, it is natural to expect the synthetic images
to contain these informative contents at different scales or
positions. However, earlier methods only focus on optimiz-
ing a complete image during the whole process of data gen-
eration given prior labels from the inception loss. Thus,
the synthetic images tend to have the target objects all at
the scale of covering up the whole images, and these syn-
thetic images with the same prior label become very similar,
which thus fails to retain the intra-class heterogeneity.
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Motivated by the above analysis, we propose to locate
the target objects at different scales and positions of the
synthetic images. Specifically, for each synthetic image, in-
stead of directly feeding the whole image to the pre-trained
full-precision model F for optimization, we choose to ran-
domly crop a patch of the image with a probability of p. For
each cropping, its scaling rate is sampled from a uniform
distribution U(η, 1) where η is a hyper-parameter control-
ling the minimum scaling rate of the cropped patch. Thus,
the input of the pre-trained full-precision F after our local
object reinforcement becomes:

ĨLOR =

{
resize

(
cropη(Ĩ)

)
with probability of p

Ĩ with probability of 1− p,
(5)

where cropη(·) randomly crops a patch from its input with a
scaling rate sampled from a uniform distribution of U(η, 1)
where η is a pre-defined parameter, and resize(·) resizes
its input to the size of the original synthetic image Ĩ . The
p = 50% is observed to perform best.

To stress, traditional cropping in data augmentation is to
discard irrelevant contents and remain the pleasing portions
of the image to enhance the overall composition. In con-
trast, our image cropping is to synthesize fake images with
target objects at different scales and positions. As shown in
Fig. 2, if cropped, the gradient is only backward to update
the local cropped patch. Given a prior label, the cropping is
applied at different positions and scales, and thus the syn-
thesized images are no longer similar, which further retains
the intra-class heterogeneity.

3.3.2 Marginal Distance Constraint

With the enhanced synthetic images as inputs, we can ex-
tract their feature vectors from the pre-trained full-precision
network F . To correctly classify all the classes simultane-
ously, we expect F to form class-related features with large
intra-class discrimination. To well generalize the quantized
model to the real-world test dataset, we also expect F to
form heterogeneous intra-class features. To achieve this, we
further devise the following marginal distance constraint as
a supervisory signal to guide the feature learning:

LMDC(ĨLOR) = max
(
λl − cos

(
VF (ĨLOR), C(ĨLOR)

)
, 0
)

+max
(
cos
(
VF (ĨLOR), C(ĨLOR)

)
− λu, 0

)
,

(6)

where cos(·, ·) returns the cosine distance of its two inputs
in comparison and VF (·) returns the feature vector extracted
by the pre-trained full-precision F , and C(ĨLOR) returns
the class center of ĨLOR. Assuming the label of ĨLOR is c
and Mc is a collection of the previously generated synthetic

images belonging to class c, we define the class center as
the mean feature vector of all synthetic images in Mc:

C(ĨLOR) =
1

|Mc|

|Mc|∑
i=1

VF (Ĩi), Ĩi ∈Mc. (7)

The λl and λu in Eq. (6) are two hyper-parameters to
control the lower and upper bounds of the cosine distance
between ĨLOR and its class center. Detailedly, Eq. (6) re-
quires the distance larger than a margin λl, but smaller than
a margin λu. The upper bound λu encourages features ex-
tracted from fake images of the same class to be similar,
which brings about correct classification. The low bound λl
avoids learning features concentrated on a dense area and
thus can effectively preserve the intra-class heterogeneity,
which ensures the generalization ability when the quantized
model is employed on real-world test data.

3.3.3 Soft Inception Loss

The inception loss of Eq. (4) is to inject prior label knowl-
edge into the synthetic images. To fulfill this goal, the loss
essentially drives the gradients to optimize the synthetic im-
ages until the output of the pre-trained network F exactly
matches the one-hot label. However, image contents are
often overlapped even though they are grouped into differ-
ent classes. One-hot labels do not represent soft decision
boundaries among different objects, and hence the synthetic
images trained on them are prone to overfitting to a fixed ob-
ject. These images tend to be “easy” and do not well acquire
the complex scenes within the contents. Consequently, ex-
isting methods embedded with the inception loss fail to re-
tain the intra-class heterogeneity as shown in Fig. 1.

Reflecting on this, we consider soft labels as a regular-
ization that has the potential to tell a model more about the
meaning of each synthetic image. To be specific, given the
enhanced synthetic image ĨLOR with its prior label y = c,
we devise the following soft inception loss:

LSIL(ĨLOR) = mse
(
F (ĨLOR)c, U(ε, 1)

)
, (8)

where ε is a pre-defined parameter to control the softness of
the label vector. Recall that F (·) returns the output of the
softmax layer as stated in Sec. 3.1.2. Herein, F (·)c indicates
the c-th element of F (·). The mse(·, ·) computes the mean
squared error between its two inputs.

Our soft inception loss requires the prediction probabil-
ity of each synthetic image to match a soft label randomly
sampled from a uniform distribution of U(ε, 1) instead of
the hard one-hot form. Consequently, the synthetic images
no longer overfit to a fixed object labeled with y = c, and
more complex scenes are excavated, which further benefits
the desired property of intra-class heterogeneity.
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3.4. Training Process

Our learning of a quantized network consists of two parts
including a data generation for fake images and fine-tuning
of the quantized network upon the fake images.

3.4.1 Data Generation

We start with random input data Ĩ drawn from a standard
Gaussian distribution. Our data generation aims to opti-
mize Ĩ , such that the distribution of the fake data can match
that of real data in particular with the intra-class heterogene-
ity. To this end, as shown in Fig. 2, we first apply our local
object reinforcement detailed in Sec. 3.3.1 to derive ĨLOR.
Then, we feed ĨLOR to the pre-trained full-precision net-
work F to compute the BNS alignment loss of Eq. (3) and
our proposed marginal distance constraint of Eq. (6). Also,
we replace the traditional inception of Eq. (4) with our pro-
posed soft inception loss of Eq. (8). As such, our final loss
for data generation can be obtained as:

L(ĨLOR) = LBNS(ĨLOR) + LMDC(ĨLOR) + LSIL(ĨLOR).
(9)

3.4.2 Network Fine-Tuning

With our synthetic fake images Ĩ , we apply them to fine-
tune the quantized network Q with the cross-entropy loss:

LQCE = ce
(
Q(Ĩ), y

)
. (10)

Following [44], we also transfer the output of F to Q as:

LQKD = kl
(
Q(Ĩ), F (Ĩ)

)
, (11)

where kl(·, ·) computes the Kullback-Leibler distance be-
tween its two inputs. Thus, the overall loss for fine-tuning
the quantized network Q can be summarized as:

LQ = LQCE + α · LQKD, (12)

where α balances the importance of LQCE and LQKD.
In Tab. 1, our IntraQ results in an average intra-class co-

sine distance of 0.42, very close to 0.44 of the real data.
Besides, the visualization results show that the distribution
of our synthetic images (Fig. 1f) also approximates that of
real data. Moreover, IntraQ obtains 66.47% in the top-1 ac-
curacy, over 3.0% increases compared with ZeroQ and DSG
integrated with the inception loss, as illustrated in Tab. 1.

4. Experiments
4.1. Implementation Details

We report top-1 accuracy on the validation set of CIFAR-
10/100 [24] and ImageNet [39]. The quantized networks in-
clude ResNet-20 [13] for CIFAR-10/100, ResNet-18 [13],

Bit-width Method Generator Acc. (%)
full-precision - 94.03

Real data - 91.52
GDFQ ! 90.25
ZeroQ % 84.68
DSG % 88.74

ZeroQ+IL % 89.66
DSG+IL % 88.93
GZNQ % 91.30

W4A4

IntraQ (Ours) % 91.49
Real data - 87.94

GDFQ ! 71.10
ZeroQ % 29.32
DSG % 32.90

ZeroQ+IL % 69.53
DSG+IL % 48.99

W3A3

IntraQ (Ours) % 77.07
(a) CIFAR-10

Bit-width Method Generator Acc. (%)
full-precision - 70.33

Real data - 66.80
GDFQ ! 63.58
DSG % 62.36

ZeroQ % 58.42
DSG+IL % 62.62

ZeroQ+IL % 63.97
GZNQ % 64.37

W4A4

IntraQ (Ours) % 64.98
Real data - 56.26

GDFQ ! 43.87
DSG % 25.48

ZeroQ % 15.38
DSG+IL % 43.42

ZeroQ+IL % 26.35

W3A3

IntraQ (Ours) % 48.25
(b) CIFAR-100

Table 2. Results of ResNet-20 on CIFAR-10/100. WBAB indi-
cates the weights and activations are quantized to B-bit.

MobileNetV1 [18] and MobileNetV2 [40] for ImageNet.
All experiments are implemented with Pytorch [36].

For our data generation, the Adam [22] is adopted with a
momentum of 0.9 and an initial learning rate of 0.5. We up-
date the synthetic images for 1,000 iterations and decay the
learning rate by a factor of 0.1 each time the data generation
loss of Eq. (9) stops decreasing for 50 iterations. The batch
size of synthetic images is set as 256. There are four hyper-
parameters in our data generation, including η in Eq. (5), λl
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Bit-width Method Generator Acc. (%)
full-precision - 71.47

Real data - 70.31
GDFQ ! 66.82
DSG % 69.53

ZeroQ % 69.65
DSG+IL % 69.53

ZeroQ+IL % 69.72

W5A5

IntraQ (Ours) % 69.94
Real data - 67.89

GDFQ ! 60.60
DSG+G ! 61.58
ZeroQ % 60.68
DSG % 60.12

ZeroQ+IL % 63.38
DSG+IL % 63.11
GZNQ % 64.50

W4A4

IntraQ (Ours) % 66.47

Table 3. Results of ResNet-18 on ImageNet. WBAB indicates the
weights and activations are quantized to B-bit.

and λu in Eq. (6), and ε in Eq. (8). They are respectively set
to 0.5, 0.05, 0.8, and 0.9 on CIFAR-10; 0.5, 0.02, 1.0, and
0.6 on CIFAR-100; 0.5, 0.3 0.8, and 0.9 on ImageNet. As
for ZeroQ+IL and DSG+IL, we implement the experiments
based on their open-source code and use the same training
configurations as ours.

For all datasets, we generate 5,120 synthetic images
to fine-tune the quantized model using SGD with Nes-
terov [35]. We set the weight decay as 10−4 and a to-
tal of 150 fine-tuning epochs are given. The batch size
for fine-tuning is 256 for CIFAR-10/100 and 16 for Ima-
geNet. Besides, CIFAR-10/100 is in configuration with an
initial learning rate of 10−4 while it is 10−6 for ImageNet.
Both learning rates are decayed by 0.1 every 100 fine-tuning
epochs. The hyper-parameter in our network fine-tuning is
α in Eq. (12) which is always set to 20.

4.2. Performance Comparison

4.2.1 CIFAR-10/100

We first analyze the performance on CIFAR-10/100, com-
paring it against the popular ZSQ methods including
GDFQ [44], ZeroQ [3], DSG [49] and GZNQ [14]. To
demonstrate the efficacy of our IntraQ, we quantize all lay-
ers of ResNet-20 including the first and last layers to the
ultra-low precisions of 4-bit and 3-bit since CIFAR-10/100
are relative simple datasets and high performance can be
easily reached if larger quantization bits are given.

From Tab. 2, we can see that our IntraQ consistently
outperforms the compared methods on both CIFAR-10

Bit-width Method Generator Acc. (%)
full-precision - 73.39

Real data - 69.87
GDFQ ! 59.76
ZeroQ % 61.95
DSG % 64.18

ZeroQ+IL % 67.11
DSG+IL % 66.61

W5A5

IntraQ (Ours) % 68.17
Real data - 59.66

GDFQ ! 28.64
ZeroQ % 20.96
DSG % 21.14

ZeroQ+IL % 25.43
DSG+IL % 42.19

W4A4

IntraQ (Ours) % 51.36
(a) MobileNetV1

Bit-width Method Generator Acc. (%)
full-precision - 73.03

Real data - 72.01
GDFQ ! 68.14
ZeroQ % 70.88
DSG % 70.85

ZeroQ+IL % 70.95
DSG+IL % 70.87

W5A5

IntraQ (Ours) % 71.28
Real data - 67.90

GDFQ ! 51.30
DSG+G ! 54.66
GZNQ % 53.53
ZeroQ % 59.39
DSG % 59.04

ZeroQ+IL % 60.15
DSG+IL % 60.45

W4A4

IntraQ (Ours) % 65.10
(b) MobileNetV2

Table 4. Results of MobileNetV1/V2 on ImageNet. WBAB indi-
cates the weights and activations are quantized to B-bit.

and CIFAR-100. Specifically, compared to the advanced
generator-based GDFQ, our IntraQ increases the top-1 ac-
curacy of 3-bit quantized models by 5.97% on CIFAR-10
and 4.38% on CIFAR-100. Similar results can be observed
in 4-bit quantization as well. In particular, compared with
GZNQ [14] that requires 50,000 synthetic images to ob-
tain accuracies of 91.30% and 64.37% on CIFAR-10 and
CIFAR-100, the proposed IntraQ reaches the higher perfor-
mance of 91.49% and 64.98% using only 5,120 synthetic
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Figure 3. Influence of the hyper-parameters to the top-1 accuracy of 4-bit ResNet-18 on ImageNet.

LOR MDC SIL Acc. (%)
ZeroQ+IL 63.38

! 66.14
! 63.77

! 63.60
! ! 64.05

! ! 66.32
! ! 66.30
! ! ! 66.47

Table 5. Ablations on different components of our IntraQ. “LOR”
represents the local object reinforcement, “MDC” represents the
marginal distance constraint, and “SIL” represents the soft incep-
tion loss. We report the top-1 accuracy of 4-bit ResNet on Ima-
geNet.

images, well demonstrating the superiority of exploiting the
intra-class heterogeneity in the synthetic fake images.

4.2.2 ImageNet

We further compare with the competitors on the large-scale
ImageNet. The quantized networks include ResNet-18 and
MobileNetV1/V2. Similar to CIFAR-10/100, we quantize
all layers of the networks including the first and last layers.
Differently, we display the results of 5-bit and 4-bit due to
the large scale of ImageNet.

ResNet-18. Tab. 3 shows the experimental results of
ResNet-18. In the case of 5-bit, our IntraQ slightly out-
performs the existing method ZeroQ with inception loss
(69.94% vs. 69.72%). When it comes to 4-bit, a notice-
able increase is observed from the proposed method. De-
tailedly, GZNQ obtains a limited accuracy of 64.50% using
a total of 100,000 synthetic images. On the contrary, our In-
traQ retains a high performance of 66.47% using only 5,120
synthetic images for fine-tuning the quantized ResNet-18,
leading to 1.97% accuracy increases.

MobileNetV1/V2. In Tab. 4, compared with the state-
of-the-art ZeroQ+IL in 5-bit and DSG+IL in 4-bit, the pro-
posed IntraQ still maintains the best performance in quan-
tizing the light-weight MobileNetV1/V2. The supreme per-
formance is in particular obvious in the case of lower 4-bit.
For instance, our IntraQ obtains 9.17% accuracy improve-
ments compared with the advanced DSG+IL when all lay-

ers of MobileNetV1 are represented in a 4-bit form. These
results again demonstrate the effectiveness of our synthetic
images for ZSQ and also verify the correctness of our mo-
tive to excavate the intra-class heterogeneity.

4.3. Ablation Study

In this section, we conduct ablation studies of the hyper-
parameters and different components of our IntraQ. All ex-
periments are conducted by quantizing all layers of ResNet-
18 to 4-bit on ImageNet. The top-1 accuracy is reported.

Hyper-parameters. We first display the influence of dif-
ferent hyper-parameters including η in Eq. (5), λl and λu
in Eq. (6), ε in Eq. (8), and α in Eq. (12). From Fig. 3, we
can see that the optimal results of these parameters are η =
0.5, λl = 0.3, λu = 0.8, ε = 0.9, and η = 20. To avoid a
cumbersome search, we use these configurations for all ex-
periments on ImageNet. Though these results might not be
optimal for all networks, we find they already bring the best
performance in comparison with existing methods. Similar
experiments can be conducted to find out the optimal val-
ues of these parameters on other datasets, which have been
listed in Sec. 4.1.

Components. We further study the effectiveness of our
proposed local object reinforcement in Sec. 3.3.1, marginal
distance constraint in Sec. 3.3.2, and soft inception loss in
Sec. 3.3.3. Tab. 5 shows the experimental results. Note that
ZeroQ+IL can serve as a baseline since it uses BNS align-
ment loss in Eq. (3) and inception loss in Eq. (4). As can
be seen, when the three strategies are individually added to
synthesize fake images, the accuracy increases compared
with the baseline of ZeroQ+IL. Among them, the local ob-
ject reinforcement significantly boosts the baseline from
63.38% to 66.14%. This inspires us of the importance of
synthesizing images with objects in different scales and po-
sitions in order to retain the intra-class heterogeneity. Fur-
thermore, the performance continues to increase if two of
them are used together. When all of the three strategies are
applied, the best performance of 66.47% can be obtained.

5. Limitations

Though the proposed IntraQ improves the accuracy of
existing ZSQ methods by a large margin, its performance
still degrades a lot if compared with the results of real data.
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Thus, how to further improve the quality of fake data re-
mains to be investigated in our future work. Due to our
limited hardware resources, we are unable to perform our
IntraQ on other computer vision tasks (e.g., detection). It
is unclear whether the intra-class heterogeneity can still be
observed, thus the applicability of our InterQ on other tasks
remains an open issue. More efforts are required to address
this problem in our near future.

6. Conclusion

In this paper, we investigate optimizing synthetic im-
ages for zero-shot quantization (ZSQ). We discover a non-
ignorable phenomenon of intra-class heterogeneity in real
data. To retain this property in the synthetic images for bet-
ter performance, we propose a novel ZSQ method, called
IntraQ. To that effect, our innovations are three folds in-
cluding a local object reinforcement, a marginal distance
constraint, and a soft inception loss. The local object rein-
forcement locates the target objects at different scales and
positions of the synthetic images to avoid producing simi-
lar images. The marginal distance constraint is applied to
prevent image features from being concentrated together.
The soft inception loss considers a soft label as prior knowl-
edge to excavate more complex scenes within the synthetic
images. With our innovations, the synthetic images are
demonstrated to be heterogeneous within each class and
the quantized models fine-tuned on these images are exper-
imentally shown to be superior in performance.
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Appendix

7. MDC vs. ADI
In this section, we provide the comparison between the

fake data generated by our MDC and ADI [47]. Though
both MDC and ADI [47] aim to diversify fake images, their
manners are quite different: our MDC manipulates the dis-
tances among features of fake images, while ADI enlarges
disagreement between the student model and the teacher
model. Fig. 4 shows feature visualization of ADI and our
MDC: the features of MDC scatter a lot while ADI is in a
dense concentration. Besides, using 5,120 synthetic images,
our MDC obtains 63.77% top-1 accuracy with ResNet-18
on ImageNet, while ADI only has 54.97% (we use the of-
ficial code of ADI). Thus, our MDC can produce more di-
verse synthetic images as well as better performance.

homogeneous

(a) ADI

heterogeneous

(b) MDC

Figure 4. Feature visualization of ADI and MDC.

8. Other Preprocessing in LOR
In this section, we report the results of using other pre-

processing operations. Tab. 6 shows no increase from flip
and rotation. This is because our LOR aims to capture infor-
mative content at different scales and positions of the syn-
thetic images. Flip and rotation may not benefit this goal.

Operations L L+F L+R L+R+F
Acc (%) 66.47 66.34 66.31 66.42

Table 6. Results of 4-bit ResNet-18 on ImageNet when adding flip
and rotation to our LOR. “L”: LOR; “F”: flip; “R”: rotation.

9. Data Amount
Tab. 7 shows the ablation on amount of synthetic images.

Note that we achieve 65.87% accuracy using only 256 im-
ages, better than all previous methods, such as the SOTA
GZNQ with 64.50% using 100,000 images.

10. More Results
Tab. 8 shows more comparisons with recent ZSQ meth-

ods including Qimera [4] and SQuant [11]. We report the

Amount 256 1,280 5,120 10,000 20,000
Acc (%) 65.87 66.14 66.47 66.49 66.50

Table 7. Performance of our IntraQ w.r.t. different amounts of
synthetic images (4-bit ResNet-18 on ImageNet).

top-1 accuracy of 4-bit ResNet on ImageNet. Note that
SQuant sets the input of the last layer to 8-bit while our
IntraQ and Qimera quantize all layers to 4-bit.

Bit-width Method Generator Acc. (%)
Real data - 67.89
Qimera ! 63.84
SQuant % 66.14W4A4

IntraQ (Ours) % 66.47

Table 8. Results of ResNet-18 on ImageNet. WBAB indicates the
weights and activations are quantized to B-bit.
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