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Recent advances in modernmanufacturing industries have created a great need to track and identify objects and parts by obtaining
real-time information. One of the main technologies which has been utilized for this need is the Radio Frequency Identi
cation
(RFID) system. As a result of adopting this technology to themanufacturing industry environment, RFIDNetwork Planning (RNP)
has become a challenge. Mainly RNP deals with calculating the number and position of antennas which should be deployed in the
RFIDnetwork to achieve full coverage of the tags that need to be read.	e ultimate goal of this paper is to present and evaluate a way
of modelling and optimizing nonlinear RNP problems utilizing arti
cial intelligence (AI) techniques.	is e�ort has led the author
to propose a novel AI algorithm, which has been named “hybrid AI optimization technique,” to perform optimization of RNP
as a hard learning problem. 	e proposed algorithm is composed of two di�erent optimization algorithms: Redundant Antenna
Elimination (RAE) and Ring Probabilistic Logic Neural Networks (RPLNN). 	e proposed hybrid paradigm has been explored
using a �exible manufacturing system (FMS), and results have been compared with Genetic Algorithm (GA) that demonstrates the
feasibility of the proposed architecture successfully.

1. Introduction

Steady state industry has been changed to dynamic indus-
try by recent industrial revolutions, which has resulted in
manufacturers being pushed by the global market to recon-
sider their conventional manufacturingmethods [1]. Modern
manufacturing needs new manufacturing operations, and
e�ective factory management has great value in this area [2].
Recent advances in technology and modern industrial engi-
neering systems from production to transportation have cre-
ated a great need to track and identify thematerials, products,
and even live subjects [1]. Radio Frequency Identi
cation
(RFID) technology is a reliable and e
cient solution to this
tracking and identifying problem. RFID technology is known
as an automatic identi
cation technology as it uses wireless
radio frequency waves which are produced by an electro-
magnetic 
eld to transfer data to track and identify objects.
	is technology can be implemented in di�erent 
elds
such as tracking and identifying patients in hospitals [2],

warehouse item tracking [3], tracking pallets and cases in
shipments [4], monitoring production lines [5], and supply
chain management [6].

In many applications, the deployment of RFID systems
has generated an RFID Network Planning (RNP) problem
[7], which needs to be resolved in order to e
ciently operate
a large-scale network. However, RNP is a very challenging
problem, and the solution has to meet many requirements of
the RFID system [8, 9]. In general, RNP aims to optimize a
set of objectives (coverage, load balance, economic e
ciency
and interference between antennas, etc.) simultaneously; this
is achieved by adjusting the control variables (the coordinates
of the readers, the number of antenna, etc.) of the system.
As a result, in a large-scale deployment environment, the
RNP problem is a multidimensional nonlinear optimization
problem that has a vast number of variables and uncertain
parameters.

Tracking and identifying objects in these applications
require the deployment of several RFID antennas in the RNP,
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and the numbers of these antennas are calculated through
the use of a mathematical model [10–12]. In the past, one
of the typical ways to address the RNP problem was to use
a trial and error approach, which was an inaccurate and
ine
cient solution for such an important issue [7, 13, 14].
In addition, this approach could only be used on small-
scale RFID Network Planning problems [10]. Nowadays,
with the developments in computer technology, and so�ware
engineering, the conventional trial and error approach has
been replaced with modern computational techniques that
provide important criteria such as the coverage of objects,
collision of antennas, and number of antennas [15]. Com-
putational evolutionary techniques such as Arti
cial Neural
Networks [16], Fuzzy Logic [17], Genetic Algorithms (GA)
[10, 11, 18], particle swarm optimization (PSO) [13, 19, 20],
di�erential evolution (DE) [9], and hierarchical arti
cial bee
colony algorithm [8] are points of interest for many scientists
working with the RNP problem. In this respect, Han and
Jie [21] proposed a novel optimization algorithm, namely,
the multicommunity GA-PSO, for solving the problem of
complicated RNP. Chen et al. [7] developed an optimization
model for planning the positions of the readers in the RNP
based on PS2O. Nawawi et al. [22] proposed a solution based
on the PSO correlation between RNP parameters. Lu and Yu
[23] proposed an approach based on �-coverage for RFID
Network Planning; a �-coverage model is formulated from
a multidimensional optimization problem and plant growth
simulation algorithm. 	is is used to optimize the RFID
networks by determining the optimal adjustable parameters.
Furthermore, Gong et al. [13] used the PSO algorithm with
redundant reader elimination for optimizing the RNP.

	e aim of this paper is to present and evaluate a novel
way of optimizing nonlinear RNPproblems by utilizing arti
-
cial intelligence techniques. Arti
cialNeuralNetwork (ANN)
models are used to bind together the computational arti
cial
intelligence algorithm with knowledge representation of an
e
cient arti
cial intelligence paradigm, in order to optimize
nonlinear RNP problems. To begin with, existing Arti
cial
Neural Networks models are introduced, which de
nes the
structure that is required in order to optimize functions.
Di�erent arti
cial intelligence algorithms that can satisfy
the requirements for optimizing the de
ned RFID Network
Planning problem, which can be represented asmathematical
models, are presented and discussed. 	is e�ort has led to
the proposal of a novel arti
cial intelligence algorithm, which
has been named “hybrid arti
cial intelligence optimization
technique,” to perform optimization of RNP as a hard
learning problem. 	e proposed hybrid optimization tech-
nique has been made of two di�erent optimization phases.
	e 
rst phase is optimizing RNP by using the Redundant
Antenna Elimination (RAE) algorithm and the second phase,
which completes the RNP optimization process, is Ring
Probabilistic Logic Neural Networks (RPLNN).

	e research developed uses Arti
cial Neural Network
(ANN) models to bind together the computational arti
cial
intelligence algorithm with knowledge representation of an
e
cient arti
cial intelligence paradigm, in order to optimize
the deployed number of antennas in the RFID network, based
on the criteria of de
ned RNP as a nonlinear engineering

problem. Starting from the de
nition of Radio Frequency
Identi
cation systems, which de
nes the challenges of estab-
lishing an e
cient RFID network and introduces existing
RNPmodels, what follows is the introduction of existingArti-

cial Neural Networks models; this de
nes which structures
are required in order to optimize nonlinear RNP functions.

	e ultimate goal of this research is to introduce a
hybrid arti
cial intelligence optimization algorithm as a time
e
cient and reliable optimization technique to solve RFID
Network Planning problems and to design a cost e�ective
RFID network by minimizing number of embedded RFID
antennas in the network, minimizing collision of antennas
and maximizing coverage area of objects.

	e proposed hybrid arti
cial intelligence paradigm
has been explored using a �exible manufacturing system
(FMS) located in Eastern Mediterranean University labora-
tory (EMU- CIM lab) and the results are compared with
Genetic Algorithm (GA) optimization technique, to success-
fully demonstrate the feasibility of the proposed architecture.

2. Modern Manufacturing

2.1. Internet of�ings. Steady state industry has been changed
to dynamic industry by recent industrial revolutions, which
has resulted in manufacturers being pushed by the global
market to reconsider their conventional manufacturing
methods [26]. Modern manufacturing needs new manu-
facturing operations, and e�ective factory management has
great value in this area [27]. Smart manufacturing is a pow-
erful concept which can satisfy the needs of modern man-
ufacturing by utilizing and adding high-tech products such
as sensors, so�ware, and wireless connectivity to required
products [28].Overall, utilizing high-tech equipment inman-
ufacturing in order to optimize the manufacturing methods
results in a new concept, which is known as the Internet of
	ings (IoT) [29].

	e Internet of 	ings (IoT) can be de
ned as the inter-
action between technologies, which includes smart objects,
machine-to-machine communication, radio frequency tech-
nologies, and a central hub of information, to monitor the
status of physical objects, capturing meaningful data and
communicating that information through IP networks and
so�ware applications (see Figure 1) [29].

In the IoT, to make objects detectable in order to monitor
and collect the data required from them, they are equipped
with an Auto-ID technology [30]. Utilizing this technology
enables users to analyze the collected data, which can contain
information such as temperature, changes in quantity, or
other types of information, throughwireless communication,
and make e
cient and accurate decisions [30].

In recent years with advances in technology, the IoT
has started to adopt and utilize a new technology called
Radio Frequency Identi
cation (RFID), which is contin-
uously increasing its market share, replacing traditional
barcode technology and allowing the development of new
applications [31].

RFID technology can be de
ned as a powerful innovative
gadget which has been adopted in the development of the
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Figure 2: Internet of 	ings-Intelligent Systems Framework [24].

IoT [31]. RFID technology, as an application in the IoT,
with accepted standards across industries, has been widely
adopted in di�erent manufacturing industry sections, such
as supply chain management, smart manufacturing, home
automation industry, and intelligent shopping (see Figure 2).

A�er giving a brief review about IoT and RFID tech-
nology in the next sections components and establishment
of RFID technology have been introduced and discussed in
detail.

2.2. Radio Frequency Identi�cation Technology. Obtaining
real-time information has a great value in di�erent 
elds of

the manufacturing industry such as �exible manufacturing
systems, inventory management, and supply chain manage-
ment. Recent advances in technology and modern industrial
engineering systems, fromproduction to transportation, have
created a great need to track and identify the materials,
products, and even live subjects [1]. One of the developing
technologies which has been utilized as an application in
the Internet of 	ings (IoT) to identify and track parts
and objects in manufacturing industry is Radio Frequency
Identi
cation (RFID).

RFID technology is an Auto-ID technology which is
adopted by the IoT as a reliable and e
cient solution to the
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problem of object tracking and identi
cation. RFID technol-
ogy is known as an automatic identi
cation technology as it
uses wireless radio frequency waves, which are produced by
an electromagnetic 
eld, to transfer data to track and identify
objects. Utilizing this technology enables users to analyze
the collected data, which can contain information about the
objects, such as temperature, changes in quantity, or other
types of information, through wireless communication, and
make e
cient and accurate decisions [32].

It can be said that modern manufacturing has been
changed by the utilization of Radio Frequency Identi
cation.
	ese changes are wide ranging and they include but are not
limited to (1) the approach of tracking the objects in small
and medium enterprises, (2) the boundaries of tracking the
objects being upgraded to a global scale, and (3) interaction
of the products with the production environment [32].

In the past, barcode technology had been used to track
and identify objects and items in di�erent manufacturing

elds. While utilizing this technology was cheap, it should be
mentioned that since collecting data had to be donemanually
by a barcode reader, it was not an easy and e
cient task [33].
	e other signi
cant drawback of using barcodes is the fact
that only the information about the object that was available
at the time of reading could be stored; thus, barcodes do not
provide the manufacturer required data in real time; they are
only capable of recording data just in time [33]. 	erefore,
it is not an e�ective technology in modern manufacturing.
Nowadays, this technology has been replaced with RFID
technology which has been used e�ectively in industries and
it has been a topic of research interest for many researchers.
Gupta et al. [34] investigated RFID importance in production
and operation management. Irani et al. [35] proposed a
framework for presenting research obstacles related to RFID
technology. A comprehensive research study about transfer-
ring real-time information using RFID technology in value
adding chain components has been conducted by Huang et
al. [36]. In general, this technology can be implemented in
di�erent 
elds, such as tracking and identifying patients in
hospitals [2], warehouse item tracking [3], tracking pallets
and cases in shipments [4], monitoring production lines [5],
and supply chain management [6].

An RFID system is made up of two major parts: the
hardware and the so�ware.	ehardware part consists of tags,
readers, and antennas and the so�ware includes middleware,
which can be de
ned also as the computer unit [34]. It should
be noted that the antenna can be part of the reader, meaning
more than one antenna can be connected to one reader (see
Figure 3).

RFID is an advanced technology which is utilized in data
processing [37]. Required data from the objects are sent by
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Figure 4: Interactions between components of RFID system.

tags to readers, antennas of readers receive these data, and
they send it to a host computer as middleware to process it
for further implementations (see Figure 4).

3. RFID Network Planning (RNP)

With advances in technology, the modern manufacturing
industry is bounded with data interconnectivity. 	e key
to being successful in the modern manufacturing industry
is to obtain useful and in-time data, which can be part of
the tracking devices used in the supply chain management,
which are used to track and map a live subject or parts
of the �exible manufacturing industry, to provide alerts to
manufacturers in regard to the need for maintenance of parts
[37]. Manufacturers need to collect required data for further
analyses by deploying di�erent types of gadgets of the IoT
[38], such as sensors, network cameras, or RFID systems, in
their operational 
eld [38].

An RFID system, as discussed in this paper, includes four
major elements: tags, readers, antennas, and a computer unit.
It should be remembered that the antenna, as an internal
antenna, can be part of the reader, or it can be mounted
as an external antenna. Also, each reader can adopt one
or more than one antenna. Readers, through the use of
antennas, collect the data sent by tags and they relay this to
a host computer to process it for further implementations. In
essence, RFID is the technology of processing data, which is
comprised of radio frequency signals emitted from mounted
tags on subjects that are sent by readers to a host computer
unit [26].

	ere are three types of tags: passive, semipassive, and
active.	e di�erences between these is their source of power;
active and semipassive tags are battery powered but passive
tags do not have internal power [27]. It should be noted that,
in this paper passive tags, because they have advantages such
as being cost e
cient and having a long life cycle as compared
to that of semipassive and active tags, have been adopted in
the RNP [28].

	e data of a tag can be read by a reader across a
certain distance between the tag and antenna of the reader.
It means that a reader through its antenna can receive the
information of a tagwithin a limited range.	e establishment
of communication between the antenna and tag thus relies
on the distance between the tag and antenna, and it is highly
sensitive to changing distances [29]. Because of the distance
problem, there is a possibility of not being able to read the
data of a tag by using a reader; this is termed as the “uncovered
tag problem.”

Utilizing more antennas is a common solution which has
been adopted in recent years to overcome this problem [39].
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Figure 5: FMS laboratory of Eastern Mediterranean University
(EMU).

By adopting more antennas in the RFID system, important
criteria such as number of antennas and positions of them,
collision of the antennas, and coverage of the network need
to be calculated. Answering such questions has led to an
important concept known as RFIDNetwork Planning (RNP)
[13, 23].

3.1. Mathematical Modelling of RFID Network Planning. To
model an RFID network mathematically some important
criteria such as number of tags, number of antennas, coverage
percentage of the network, collision percentage of antennas,
and transmitted power in the network should be considered.
One of the most reliable mathematical models which has
been adopted by many researches to deal with RNP [13, 40,
41] is the Friis transmission equation [42]. In this paper, a
developed model of this equation which has been proposed
by Gong at el. [13] is utilized to deal with RNP.

	e 
rst step inmodelling a RFID network and in solving
a RNP is de
ning the working area, a�er which follow
de
ning the number of tags which are needed to be read by
readers and, 
nally, de
ning the number of antennas of the
readers.

3.1.1. Working Area. 	e 
rst step of designing a RFID
network is de
ning the working area across which RFID tags
should be covered by deployed antennas, and the proposed
hybrid arti
cial intelligence algorithm has to be implemented
to this working area to optimize the number and positions of
the deployed RFID antennas. To perform this task, a dynamic
working area has been proposed in this paper.

	e dynamic state refers to themovement state of the tags
which has been termed as “moving tags.” Contrary to the
static working area, in which tags have been pinned to their
locations, in the dynamic working area, tags have changing
positions and they have a moving status.

	e proposed dynamic working area in this paper is the
conveyor belt located in the Flexible Manufacturing Sys-
tems (FMS) Laboratory of Eastern Mediterranean University
(EMU) (see Figure 5).

Using MATLAB so�ware, the conveyor belt, which has
3m length and 2m width, has been modelled. It is assumed
that the conveyor moves with constant speed of 0.3m/s, and
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Figure 6: Proposed dynamic working area.

square shape parts with length of 15 cm, which have been
equipped with RFID passive tags, move along the conveyor
with 15 cm distance between each other (see Figure 6).

	e tags are mounted on the middle of each part and
they move with the parts, so, by de
nition, the proposed
working area conditions can be interpreted in the following
two di�erent scenarios:

(i) One tag moves along the conveyor; its speed is equal
to conveyor speed and, every 2 seconds, the tag
moves 30 cm; thus, in order to complete a tour of
the conveyor belt, the tag should be detectable in 30
di�erent positions.

(ii) Tags move along the conveyor and their speeds are
equal to conveyor speed, so, every second, each tag
moves 30 cm, so, on whole conveyor belt, 30 tags
move at the same time.

It should be noted that all 30 tags should be covered by
RFID antennas at the same time, so it can be interpreted that
30 static tags have been deployed on the RFID network in
both cases. A�er de
ning the working area and modelling
it with MATLAB so�ware, the next step is to de
ne the
parameters of the proposed RNP.

3.1.2. Coverage. Coverage of the network is de
ned as the
percentage of the tags which have been read by the readers via
the antennas of the readers [13]; the most important criteria
which should be satis
ed in RNP is achieving 100% coverage
of tags.

As mentioned before, the distance between the tag and
antenna plays a major role in tag coverage. Also, passive tags
do not use a power source for transmitting RF signals; they
re�ect back the emitted power provided by the antennas of
readers. 	e internal circuit of a passive tag is powered up
(activated) by a RF signal (an electromagnetic wave), which
has a greater power than the threshold of the tag.	epowered
up tag then starts to re�ect back the signal to the antenna of
a reader and if this signal has been received by an antenna,
it can thus be said that communication between the tag
and reader through the antenna has been established and
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that tag has been covered [47]. 	is entire procedure can be
summarized using the following formula [13]:

�
V
(�)

= {{{
1, if ∃	1, 	2 ∈ ��, 
��1 ,� ≥ �� ∧ 
� �,�2 ≥ ��
0, otherwise.

(1)

�
V
(�) is the calculated coverage of each single tag.	e adopted

formula for� tags is de
ned as below [13]:

COV = ∑
�∈��

�
V
(�)

�� × 100%. (2)

COV is the calculated total coverage of the network for the all
tags.

	e power received by the tags 
��,� and the power
transmitted by the tags, 
��,�, are calculated using the Friis
transmission equation, as shown below [13]:


��,� [dBm] = 
1 [dBm] + �� [dBi] + �� [dBi]
− � [dB] ,

� [dB] = 10 log [(4�� )2 ��] + � [dB] ,

� �,� [dBm] = 
� [dBm] + �� [dBi] + �� [dBi]

− 20 log(4��� ) ,

� = (Γtag)2 × "�,

(3)

where 
1 is the transmitted power of the antenna, �� is the
gain of the antenna, �� is the gain of the tag, � represent
loss, � is the wavelength, � is the distance between the tag
and antenna, and # depends on the environment and it
varies from 1.5 to 4; � represents other losses and 
� is the
backscatter power transmitted by the tag which is reduced by
multiplying it by the re�ection coe
cient Γtag [13].
3.1.3. �e Number of Antennas. Deploying each antenna to
a network has a cost. It is possible that elimination of a few
deployed antennas in an RFID network has no e�ect on
the network coverage; as a result, they are redundant and
ine
cient. 	ese antennas impose an unnecessary cost to
the network, and, thus, it is an important criterion in the
RNP to calculate the most e
cient number of antennas. 	e
mathematical representation of this concept is shown below
[13]:

�� = �max − �red, (4)

where �max is the maximum number of antennas that are
deployable in the network, which is calculated through
performing an optimization algorithm in each step. However,
it should be noted that for the 
rst step it should be taken as
a random number; in this paper, it is assumed as 20 which is
equal to the number of tags.�red is the number of redundant
antennas and�� is the e
ciency of the antennas.

3.1.4. Interference. Interference is another important crite-
rion in RNP which can be de
ned as collision between the
e
cient antennas [13]. Collision is a type of interference in the
network and it occurs as a result of the interrogation of one
tag by more than one antenna of the readers. 	e equation
shown below is a mathematical representation of a collision
which is accrued by one tag [13]:

$ (�) = ∑
��,� −max {
��,�} , 	 ∈ �� ∧ 
��,� ≥ ��. (5)

	e total interference of the network can be calculated by
summing all of the collisions of the network. 	e mathemat-
ical representation of the total interference of the network is
shown as below [13]:

ITF = ∑
�∈��

$ (�) . (6)

3.1.5. �e Sum of the Transmitted Power. As noted before,
the distance between the tag and antennas has a major e�ect
on network coverage. Since passive tags have been used in
this paper to model the RNP network and since passive tags
will be activated by absorbing the transmitted signal of the
antennas of readers, the transmitted power of each antenna
thus has a direct relationshipwith its interrogation range.	is
reduces the amount of transmitted power whichmay result in
a decrease of coverage of the network. Its lowest criterion in
RNP is given by [13]

POW = ∑
�∈	�


��, (7)

where 
�� is the amount of power transmitted by antennas.
A�er introduction to the RFID Network Planning, cri-

teria which are important and should be calculated in RNP
have been introduced. It should be noted that mathematical
representation of RNP is not capable of making changes in
the coverage, interference, or redundancy of the network,
by changing the number of deployed antennas, so, in the
next section, a novel arti
cial intelligence technique has been
proposed to satisfy these criteria.

4. Hybrid Artificial Intelligence
Optimization Technique

In brief, the goal of RNP and its optimization can be summa-
rized by the following statement: “to plan a cost e
cient RFID
network it is necessary to minimize the number of antennas,
minimize interference of antennas and maximize coverage
area of objects” [11, 16].

	erefore, in this paper, to satisfy these targets and to
design an e
cient RFIDnetwork, a hybrid optimization tech-
nique is introduced. 	e “hybrid” term refers to combining
di�erent algorithms to optimize the RNP as one optimization
approach (see Figure 7).

For this reason, Ring Probabilistic LogicNeuralNetworks
(RPLNN), a novel technique in RNP optimization, has been
used. 	e algorithm of RPLNN is designed in a way which
enables the paradigm to adjust the number of embedded
antennas in the network; thismakes the RPLNNoptimization
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technique an e
cient arti
cial computational intelligent
optimization approach, in order to deal with complex RFID
Network Planning problems.

	e second component of the proposed hybrid algorithm
is utilizing the Redundant Antenna Elimination (RAE) opti-
mization technique in addition to the RPLNN optimization
technique. Utilizing the RAE algorithm has two advantages:
the 
rst is reducing optimization process by reduction of
iterations, and the other one is to give �exibility to the RNP
solution in terms of number of antennas.

	e 
rst step of the RNP optimization process starts with
solving the proposedmathematical model of RNP, which was
discussed in the previous section of this paper (see Figure 8).
All parameters of RNP, which are coverage, redundancy, and
interference of the RFID network, should be calculated. To
ful
l this task, the total number of deployed RFID antennas
in the network should be known; thus, in the 
rst iteration,
this number has an arbitrary value.

A�er calculating all parameters of RNP, the next step
is the optimization process, which is done by using the
Redundant Antenna Elimination (RAE) algorithm. In this
step of the proposed hybrid arti
cial intelligence algorithm,
all deployed antennas which are none
cient antennas and
impose extra cost to the network, as a result of redundancy,
are eliminated and deleted from the RFID network. A�er
the RAE optimization process has been 
nalized, the total
number of nonredundant antennas which remain on the
RFID network is calculated.

	e next step of the optimization process is to apply the
second phase of the hybrid arti
cial intelligence algorithm;
the Ring Probabilistic Logic Neural Networks (RPLNN)
algorithm. It is important to know that the RPLNN algorithm
optimizes the RNP based on nonredundant antennas, which
have been determined by the RAE algorithm.

Following this, it should be checked whether the opti-
mization process has been 
nished or not. In order to
perform this task, 
rstly the number of iterations, which are
required for whole hybrid optimization process to optimize
RNP, should be de
ned by the user. A�er optimizing RNP
utilizing the RPLNN technique, if the iterations have reached
the prede
ned number, then the optimization process should
be stopped and the best solution for RNP should be chosen.
If the iterations have not been completed, then the maximum

number of deployed antennas in the network should be cal-
culated and RNP optimization process should be continued
from the step of solving themathematicalmodel for RNP.	e
hybrid arti
cial intelligence optimization process continues
until the iterations reach the prede
ned number of iterations.

An introduction to the proposed hybrid arti
cial intel-
ligence algorithms and an overview �owchart of the algo-
rithm have now been provided; thus, the entire optimization
process has been introduced. In the next section, the two
components of the hybrid arti
cial intelligence algorithm,
which has been adopted to deal with RNP problem, are
introduced.	ese algorithms, which are termed in this paper
as “Redundant Antenna Elimination algorithm” and “ring
probabilistic logic neural networks,” have been discussed in
detail in the following sections.

4.1. Redundant Antenna Elimination Algorithm. 	e logic
of the optimization process through using the Redundant
Antenna Elimination (RAE) paradigm is based on removing
redundancy from theRFIDnetwork.	e terms“redundancy”
means that an existing RFID tag has been covered by two
di�erent RFID antennas of readers. It happens when a tag
receives an activation signal from an antenna and starts to
backscatter this signal; the emitted signal from the tag can be
received by more than one antenna and, thus, the tag will be
covered bymore than one antenna. Since coverage of the net-
work by eliminating all of the antennas except one will not be
changed, so it means that these antennas can be considered as
redundant antennas on the network and should consequently
be eliminated. In the 
rst step of the optimization process of
RAE algorithm which optimizes RNP, each iteration of the
optimization task works by eliminating redundant deployed
antennas using the following procedure.

Firstly, coverage of the RFID network is calculated using
the RNP mathematical model, a�er which the redundancy
of the network is calculated using the mathematical for-
mulation, which has been previously discussed. To perform
this task, deployed antennas in the RFID network should be
eliminated one by one and coverage of the RFID network
should be calculated a�er each antenna elimination. If the
total calculated coverage of the RFID network a�er each
antenna elimination remains the same as before, then the
eliminated antenna remains as deleted. Otherwise, if the
total calculated coverage of the network a�er the antenna
elimination is reduced, the RFIDnetwork coverage before the
antenna elimination should be recovered and be undeleted.
	is procedure should be repeated for all of the antennas.

Each calculation step which has been performed for
each antenna comprises one iteration, so the number of the
iterations of this algorithm should be equal to total number
of deployed antennas in the RFID network. In each iteration
of the optimization process utilizing the RAE paradigm, if
a redundant antenna has been found by the algorithm, the
case number of the redundant antennas which have been
eliminated will be increased by one.

A�er performing the last iteration of the RAE optimiza-
tion process, which is an investigation of the redundancy
of the last deployed antenna in the RFID network, the
total number of redundant antennas can be calculated.
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Figure 8: Proposed hybrid arti
cial intelligence optimization process.

By calculating this number and by knowing the total num-
ber of deployed antennas in the RFID network, the total
nonredundant antennas can thus be calculated.	erefore, the
next step of the hybrid optimization technique, which is per-
forming optimization through using the RPLNN paradigm
on nonredundant antennas, can be performed.	e proposed
RAE optimization algorithm can be summarized as shown in
the following steps (see Figure 9):

(i) Total coverage of RFID network should be calculated
(�1).

(ii) One of the deployed antennas in the RFID network
should be eliminated.

(iii) A�er the antenna elimination, again the total cover-
age of RFID network should be calculated (�2).

(iv) If coverage of the network a�er antenna elimination is
calculated as less than before the antenna elimination
(�2 < �1), then the eliminated antenna should be
recovered.

(v) If coverage of the network a�er antenna elimination is
calculated as equal to before the antenna elimination
(�2 = �1), then the antenna should not be recovered
and the number of the redundant antennas should be
increased by one.

(vi) 	e RAE optimization process will be 
nished
a�er investigating the redundancy status of the all
deployed antennas in the network, a�er which the
number of the nonredundant antennas will be calcu-
lated.
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Figure 9: Flowchart of the proposed Redundant Antenna Elimination algorithm.

(vii) 	e system is now ready for the next phase of the
hybrid arti
cial intelligence optimization process.

4.2. Ring Probabilistic Logic Neural Networks. 	e Proba-
bilistic Logic Neuron (PLN) is a RAM based device which
was proposed in 1988 by Kan and Aleksander [48]. As seen
in Figure 10, a PLN is made up from a probabilistic node
based on the input array which is used to calculate the output
array. 	e term “probabilistic node” refers to the probability
percentage of each node; this can be calculated by dividing

the output of a PLN by the maximum output, which can be
stored in memory.

PLNs, in regard to their value and length of the output,
have two major di�erences as compared to RAM neurons.
RAM neurons can only store their output with a length of
one bit in thememory location; however, PLNs are capable of
storing outputs which have greater lengths than one bit; these
are known as “B-bit.” 	e other di�erence is that the outputs
of the RAM neurons can be 0 or 1; however, the outputs
of PLNs have an additional third state which is called the
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Figure 11: Pyramidal PLN Neural Network structure [43].

“Don’t Care” state and it is represented by “X”; the “Don’t
Care” state refers to the outputs which can have a value of
0 or 1, both with a probability of 50%.

By adopting the “Don’t Care” state, the meaning of the
output 0 has been changed in PLNs. It means that the state
of 0 has two meanings in the PLN concept. Firstly, it can
be interpreted that, for the given input vector, the PLN
neuron has not been trained, and, secondly, the 0 can be
interpreted as the calculated output of the trained PLN,which
is the opposite of the RAM neuron concept. It can be said
that utilizing this third state enables PLNs to have a better
performance than RAM neurons. Another important point
to note is that they can have more than two layers, which
RAM neurons cannot have. As seen in Figure 11, PLNs can
be combined together and built into a PLN Neural Network
with a paramedical structure.

It has been proven that the PLNNeuralNetworks can deal
with hard learning problems [43] and consist of many PLN
neurons (shown as size of '), that each has � inputs and
more than one hidden layer (shown as size of *), ensuring
the robustness of PLN Neural Networks.

In general, PLN Neural Networks do not have a rigid
structure; based on the requirements of the problem, by
combiningPLNs in di�erentmanner, you candesign di�erent
PLN Neural Networks (see Figures 11 and 12).

	ese kinds of PLN Neural Networks are also known as
Multilayer PLN (MPLN) networks. 	e e
ciency of MPLN
networks has been investigated and analyzed in detail byZeng
et al. [49]. 	eir research result indicates that �exibility in
arrangements of PLNs provides an advantage of having fast
and e
cient convergence times to 
nd the 
nal solution of
hard learning problems, through the use of MPLNs.

In 2002, based on the �exibility of the structural design
of MPLNs, a new structure, which is known as “Ring Prob-
abilistic Logic Neural Networks” (RPLNN), was proposed
by Menhaj and Sei
pour [50] to deal with optimization
problems. 	e proposed structure connects the input of the

rst PLN to the output of the last PLN; this connection is
based on the available data sets. 	ese can be divided into
two di�erent groups, which are called “feed forward” and
“feedback connections.”

	e feed forward connection state happens when the
input data of the 
rst PLN becomes available; this data is
sent as the feed forward signal to the output of the last PLN.
	e feedback connection state happens when the output data
of the last PLN becomes available; this data is sent as the
feedback signal to the input of the 
rst PLN. 	is feedback
and feed forward connection line, which connects the 
rst
and last PLNs, is known as the “ring structure,” and because
of this property this kind ofMPLNnetwork is known as “Ring
Probabilistic LogicNeural Network” (RPLNN). In 2016, Azizi
et al. [45] utilized the RPLNN structure as part of a weightless
Neural Network to optimize a weighted Arti
cial Neural
Network model of the mechanical behaviour of the friction
stir welding process (see Figure 13). A special structure of this
algorithm, in which the inputs and outputs of the RPLNN
have been de
ned, has been implemented by Azizi et al. [44]
to deal with the static RNP problem and the same model has
been used to optimize the proposed dynamic RNP model in
this paper.

In RPLNN structure each PLN has its own truth table
which sets the output value based on the input vector of either
the 0, 1, or Don’t Care states. 	e training of the RPLNN can
be summarized as continuing the training process until all
Don’t Care states have been replaced with values of either 0
or 1 [51]. It means that the RPLNN structure, which is the
second phase of the proposed hybrid arti
cial intelligence
optimization paradigm, ful
ls the task of optimization, based
on pure random search among all of the possible solutions
[52, 53].

	e RPLNN optimization process starts with converting
the inputs into binary codes, which are made of zeroes and
ones.	is step is followed by creating a population of possible
answers to the problem, a�er which each of the possible
answers in the de
ned population is evaluated in order to
know which of them is the best answer and which one has
the best value; performing the evaluation task by de
ning a

tness function is essential. It should be noted that the 
tness
function should be de
ned using the criteria of the problem;
these need to be optimized and they di�er from one problem
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Figure 13: RPLNN structure [45].

to another. 	e 
tness function which has been used in this
paper to optimize RNP is introduced in detail in the next
section. 	e proposed RPLNN algorithm which has been
adopted in this paper is part of the proposed hybrid arti
cial
intelligent algorithm, as shown in the �owchart in Figure 14.

A�er calculating the total number and position of nonre-
dundant antennas using the 
rst part of the proposed hybrid
optimization paradigm, which is RAE, the second phase
of the optimization is begun with RPLNN; all criteria of
RNP mathematical model are calculated by utilizing the
positions of nonredundant antennas.	e calculated positions
of nonredundant antennas in the parallel procedure are
encoded as binary code to create the population of all possible
answers. 	e detailed discussion about how to create the
population of all possible answers is provided in the next
section. Each possible answer in the population is termed as
“individual,” and the next step required is to evaluate each of
these individual answers by using the de
ned 
tness function
to optimize RNP, which is discussed in detail in the next
section.

At the same time, the parallel process output of each PLN
in the proposed RPLNN structure should be calculated by
using the PLN truth table to encode the binary positions
of nonredundant antennas as inputs. Next, the calculated

binary output should be decoded to decimal vectors, which
are the new positions of antennas, and, consequently, the
RNP mathematical model based on these new positions of
antennas should be solved.

	e next step is to calculate the 
tness function of
RNP based on calculated criteria, which are obtained by
applying the new positions of the antennas. Following this,
a comparison should be made between two calculated 
tness
functions based on two di�erent positions of antennas, given
as RPLNN inputs and outputs. If the 
tness function of the
RPLNN output is less than the calculated 
tness function
of the RPLNN input then all calculated RPLNN outputs,
which are the binary form of positions of antennas, should
be returned back to the “Don’t Care” status; otherwise, all
calculated outputs should be saved.	ese processes continue
until the optimization process completes all of the prede
ned
number of iterations. 	e 
nal step is to choose the best
answer of the calculated population of the antennas based
on its 
tness function. It means that the 
ttest individual of
the population of answers is the best solution of the proposed
optimization algorithm.

	e second phase of the proposed hybrid arti
cial intel-
ligence algorithm, RPLNN, which has been adopted to deal
with RNP in this paper, can be summarized as the following
steps:

(1)

(A) Encode the positions of nonredundant antennas
calculated by RAE to binary codes and create
population of possible answers.

(B) Solve RNP for calculated nonredundant posi-
tions of antennas by RAE.

(2)

(A) Calculate the output of each PLN of RPLNN by
using truth table of PLN, in regard to inputs.

(B) Decode RPLNN outputs to decimal position of
antennas vectors.

(C) Solve RNP for calculated positions of antennas.
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Figure 14: Flowchart of the proposed RPLNN algorithm to optimize RNP.

(3)

(A) Calculate the 
tness function value for each
individual input of RPLNN, which are calcu-
lated positions of antennas.

(B) Calculate the 
tness function value for each
individual output of RPLNN, which are calcu-
lated positions of antennas.

(4)

(A) If the calculated 
tness function value of the
output of RPLNN is more than the calculated

input 
tness function value, then save the value
of the outputs of the RPLNN.

(B) If the calculated 
tness function value of output
of RPLNN is less than or equal to the calculated
input 
tness function value, then reset the value
of the outputs of the RPLNN and set all of them
as the “Don’t Care” state.

(C) Repeat these steps for the prede
ned number of
iterations.

(5) Choose the best and 
ttest answer out of all possible
solutions.
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(6) Calculate number and positions of e
cient antennas
which should be deployed on RFID network.

5. Parameters of the Proposed
Hybrid Algorithm

	e parameters of the proposed hybrid arti
cial intelligence
algorithm which should be de
ned are divided into two
sections: 
rstly, the population of the possible answers should
be de
ned and, secondly, the objective function of the
algorithm should be de
ned.

5.1. Population of the Possible Answers. 	e population of the
possible answers can be de
ned as a matrix with - rows
and # columns, in which each row of the matrix contains a
possible answer for optimizing the proposed RFID network.
	e number of rows is a prede
ned arbitrary number which
has been assumed in this paper as 100; thus, the optimization
process starts with 100 possible answers to RNP known as the
global answer space or population of the possible answers;
it tries to help the optimization process to be accomplished
by enabling the best answer in the global answer space to be
searched for.

As discussed in the previous sections, the optimization
process starts with solving the mathematical model of the

RFID network and it ends with choosing the best solution.
Solving the mathematical model needs the number and
positions of the RFID antennas, which in the 
rst iteration
of the proposed optimization technique has been chosen
randomly (here, in this paper, it has been chosen to be the
number of the tags). However, in the other iterations, the
required data has been provided by the RPLNN algorithm.
Each answer in the population of possible answers can be
de
ned as the combination of the position of deployed RFID
antennas and the activity status of the antennas.

	e positions of the antennas have been de
ned using
Cartesian coordinates as (/, 3), and the activity status refers
to the state of the antenna, which is on or o	, so if an antenna
activity is calculated as o	, it means that the antenna has not
been deployed on the RFID network.

	e positions and activity statuses of the antennas should
be encoded in binary form as zeroes and ones at the output
of the RAE algorithms, which is the input of the RPLNN
algorithm, and they should be decoded to decimal form at the
input of the mathematical model, which is the output of the
RPLNN algorithm. In this case, the number of the columns
of the population matrix is equal to the binary string length
of the positions and activity statuses of the antennas (see (8)).

Proposed Population of Possible Answers

[[[[[[[[[
[

/ positions of antennas 3 positions of antennas activity of antennas

/ positions of antennas 3 positions of antennas activity of antennas

/ positions of antennas 3 positions of antennas activity of antennas

...

]]]]]]]]]
]

. (8)

It should be noted that, for the activity statuses of the
antennas in this paper, 0 has been assigned for nonactive
antennas and 1 has been assigned for active antennas. An
example of the possible answer encoded to binary form has
been illustrated in Figure 15.

5.2. Fitness Function. 	e 
tness function is an evaluation
tool which rules the optimization process, and it can be
interpreted as a combination of the parameters of the RNP,
which should be maximized or minimized through using the
optimization algorithm. Each row of the population of the
possible answers matrix should be evaluated by the 
tness
function, and the possible answer which has the highest value
of the 
tness function is the best optimization solution of the
RNP.

	eaimof the proposed hybrid arti
cial intelligence algo-
rithm in this paper is the establishment of an optimized RFID
network by minimizing the number of deployed antennas, in
a manner which maximizes the coverage percentage of the
network and which reduced the interference of the network
to the lowest possible value.

	e following 
tness function which has been proposed
in this paper to evaluate the performance of each possible
answer of population matrix is

; (/
) = 100
1 + (100 − COV (@))2 +

100
1 + ITF2 (@)

+ 1
1 + (Number of Antennas)2

@ = 1, . . . , population size.
(9)

	e value of the proposed 
tness function increases
by increasing the network coverage and by decreasing the
interference and the number of deployed antennas in the
network, since coverage of the network depends on the
RFID antennas; that is, tags should be covered by at least
one antenna deployed on the network. In this case, if the
network coverage by adopting one antenna reaches 100%
and interference reduces to zero, the maximum value of the
proposed 
tness function value will be calculated as 201.

A�er de
ning the working area and parameters of the
proposed hybrid algorithm in the next part, the section of the
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paperwhich follows this presents the results of optimizing the
RNP by using the proposed algorithm.

	e Genetic Algorithm (GA) is one of the most well-
known evolutionary optimization techniques, which has
been adopted by many researchers to optimize complex
problems [54, 55]. Brie�y, the optimization process byGA can
be divided into 6 steps, which are given as follows [46]:

(1) Create population of possible answers.

(2) Evaluate 
tness function.

(3) Create next generation of possible answers.

(4) Apply crossover.

(5) Apply mutation.

(6) Repeat Steps (2)–(5).

	e 
rst and the second steps, which are creating the pop-
ulation of possible answers and evaluating the performance
of them by using the 
tness function, respectively, have the
same procedure as has been discussed in the previous section
of this paper.

	e next step is creating the next generation of the
population of possible answers by adopting an appropriate
selection procedure [56, 57]. In this paper, the roulette wheel
selection approach [46] has been utilized to select the best
answer through calculating the fractional 
tness function of
each possible answer, which has been de
ned as below:

A (/
) = ; (/
)∑�
=1 ; (/
)
@ = 1, . . . , number of antennas.

(10)

	e number of the possible answers of the population
has been taken as 100 in this paper; thus, the roulette wheel
is spun 100 times to select an answer to generate the next
generation of possible answers (see Figure 16).

	e next step is to apply the crossover to the gener-
ated population. 	e crossover operator combines di�er-
ent parts of two di�erent answers (chromosomes) known
as parents, and it produces new chromosomes known as
children. 	e crossover can be adopted as either a two-
point crossover (see Figure 17(a)) or a single point crossover
(see Figure 17(b)) [46]. In this paper, a single point crossover
has been adopted as the operator of GA.

	e 
nal step of optimization by GA is adopting another
operator known as mutation. 	e mutation operates as the
NAN function on one of the binary bits of the answers (gene).
It means that if the gene has a binary value of 0, the mutation
operator will change it to 1, and if it has a binary value of 1,
the operator will change it to 0 (see Figure 18).

58%23%

10%

9%
0% 0%

Area is

proportional

to fitness

value

Figure 16: Example of Roulette Wheel [46].

	ese should be repeated until the prede
ned criteria are
satis
ed; the criterion in this paper has been taken as the
completion of 100 iterations of the optimization process.

A�er introducing the proposed hybrid arti
cial intelli-
gence paradigm and the components of it, a well-known
evolutionary optimization technique, which is known as
Genetic Algorithm, has been introduced in detail. In the next
section, both of these algorithms have been implemented
for optimizing the proposed RNP and the results have been
analyzed and discussed in detail. It is important to know that
since GA and other algorithms are not capable of adjusting
the number of deployed antennas, in this paper GA has not
been adopted as the sole optimization technique and it has
been combined with RAE.

6. Results and Discussion

As discussed in the previous sections, the proposed dynamic
working area in this paper is a conveyor belt with dimension
of 3 × 2m. 30 RFID passive dynamic tags mounted at
the center of the parts, which have been moved along the
conveyor with a constant speed equaling that of the belt,
0.3m/s. For the 
rst iteration of the optimization process, 30
RFID antennas, which is a number equal to the number of the
tags, have been randomly deployed in the network.

	e prede
ned number of deployed antennas has been
reduced from 30 to 1 by the end of the proposed hybrid
optimization process, by implementing both optimizing algo-
rithms; however, this number has been calculated as 3 by
GA (see Figure 19). A�er optimizing the number of antennas,
in the next step, the coverage and interference of the RFID
network, which both occur as a resultant of the deployed
antennas, have been investigated.

	e results shown in Figure 20 indicate that the RFID
network coverage remains as 100% from the beginning until
the end of both the optimization processes.
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Figure 17: (a) Two points’ Crossover and (b) single point crossover [46].
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Figure 18: Example of mutation [46].
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by the proposed hybrid algorithm and GA in each iteration.

Since network coverage during both optimization pro-
cesses remains as 100%, then, contrary to the proposed static
working area, investigating the network coverage results
does not provide a clue to comparing the e
ciency of the
algorithms.

	e interference of the RFID network occurs as a result
of collision of the deployed antennas in the network. 	e
ITF of the proposed RFID network from −1000 dBm has
been reduced to 0 dBm and −183.66 dBm, by adopting GA
and the proposed hybrid arti
cial intelligence paradigms,
respectively (see Figure 21).

	erefore, the network interference results indicate that
optimizing the RFID network by using the proposed hybrid
algorithm, rather than the GA optimization technique,
achieves more e
cient numbers and positions of antennas.

Overall, the results indicate that utilizing the proposed
hybrid arti
cial intelligence optimization technique rather
than the GA optimization paradigm optimizes the RFID
network better and provides a solution toRNPwith the fewest
antennas and lowest interference in the network.
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Figure 21: Calculated ITF of the network by the proposed hybrid
algorithm and GA in each iteration.

By comparing the normalized 
tness functions values of
the two approaches, which have been shown in Figure 22, it is
clear to see that the proposed hybrid algorithm has a superior
performance than the GA.

Since the RFID network can reach full network coverage
in fewer iterations, due to fewer deployment instances of
antennas and less interference on the network, the proposed
hybrid algorithm in comparison to GA is more cost e�ective
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and a more time e
cient technique. 	e optimized solution
of RNP has been shown in Figure 23.

7. Conclusion

In this paper by combining two optimization paradigms,
commonly known as RPLNN and RAE, a novel and e
cient
hybrid arti
cial optimization technique to deal with complex
RFID Network Planning problems has been introduced and
investigated.	e proposed optimization technique is capable
of adjusting any number of deployed RFID antennas in
the network. 	e simulation based performance assessment
has been performed for investigating the e�ectiveness of
the hybrid algorithm over the GA. 	e simulation results
show that the proposed hybrid algorithm has a superior
performance as compared to the GA. It has been observed
that the hybrid optimization technique for optimizing the
RNP is more enhanced than GA, in the following aspects:

(i) 	e proposed hybrid algorithm has a faster conver-
gence speed and it requires fewer iterations than GA.

(ii) 	e proposed hybrid algorithm has less computa-
tional complexity than GA.

(iii) 	e results given by the proposed hybrid algorithm
are more precise and cost e�ective.

In future studies, with an innovation in the proposed
mathematical models of the RNP, it will be possible to model
an RFID network that involves more criteria such as the
quality of the network. A valuable future study would involve
the utilization of more optimization techniques for static and
dynamic networks to generate RFID networks.
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