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## Preface

A part of the material of this book is based on the lectures of the authors in the Graduate School of Information Sciences of Tohoku University and in the Budapest University of Technology and Economics. The aim of the lectures was to explain certain important topics on matrix analysis from the point of view of functional analysis. The concept of Hilbert space appears many times, but only finite-dimensional spaces are used. The book treats some aspects of analysis related to matrices including such topics as matrix monotone functions, matrix means, majorization, entropies, quantum Markov triplets. There are several popular matrix applications for quantum theory.

The book is organized into seven chapters. Chapters 1-3 form an introductory part of the book and could be used as a textbook for an advanced undergraduate special topics course. The word "matrix" started in 1848 and applications appeared in many different areas. Chapters 4-7 contain a number of more advanced and less known topics. They could be used for an advanced specialized graduate-level course aimed at students who will specialize in quantum information. But the best use for this part is as the reference for active researchers in the field of quantum information theory. Researchers in statistics, engineering and economics may also find this book useful.

Chapter 1 contains the basic subjects. We prefer the Hilbert space concepts, so complex numbers are used. Spectrum and eigenvalues are important. Determinant and trace are used later in several applications. The tensor product has symmetric and antisymmetric subspaces. In this book "positive" means $\geq 0$, the word "non-negative" is not used here. The end of the chapter contains many exercises.

Chapter 2 contains block-matrices, partial ordering and an elementary theory of von Neumann algebras in finite-dimensional setting. The Hilbert space concept requires the projections $P=P^{2}=P^{*}$. Self-adjoint matrices are linear combinations of projections. Not only the single matrices are required, but subalgebras are also used. The material includes Kadison's inequality and completely positive mappings.

Chapter 3 contains matrix functional calculus. Functional calculus provides a new matrix $f(A)$ when a matrix $A$ and a function $f$ are given. This is an essential tool in matrix theory as well as in operator theory. A typical example is the exponential function $e^{A}=\sum_{n=0}^{\infty} A^{n} / n$ !. If $f$ is sufficiently smooth, then $f(A)$ is also smooth and we have a useful Fréchet differential formula.

Chapter 4 contains matrix monotone functions. A real functions defined on an interval is matrix monotone if $A \leq B$ implies $f(A) \leq f(B)$ for Hermi-
tian matrices $A, B$ whose eigenvalues are in the domain interval. We have a beautiful theory on such functions, initiated by Löwner in 1934. A highlight is integral expression of such functions. Matrix convex functions are also considered. Graduate students in mathematics and in information theory will benefit from a single source for all of this material.

Chapter 5 contains matrix (operator) means for positive matrices. Matrix extensions of the arithmetic mean $(a+b) / 2$ and the harmonic mean

$$
\left(\frac{a^{-1}+b^{-1}}{2}\right)^{-1}
$$

are rather trivial, however it is non-trivial to define matrix version of the geometric mean $\sqrt{a b}$. This was first made by Pusz and Woronowicz. A general theory on matrix means developed by Kubo and Ando is closely related to operator monotone functions on $(0, \infty)$. There are also more complicated means. The mean transformation $M(A, B):=m\left(\mathbb{L}_{A}, \mathbb{R}_{B}\right)$ is a mean of the left-multiplication $\mathbb{L}_{A}$ and the right-multiplication $\mathbb{R}_{B}$ recently studied by Hiai and Kosaki. Another concept is a multivariable extension of two-variable matrix means.

Chapter 6 contains majorizations for eigenvalues and singular values of matrices. Majorization is a certain order relation between two real vectors. Section 6.1 recalls classical material that is available from other sources. There are several famous majorizations for matrices which have strong applications to matrix norm inequalities in symmetric norms. For instance, an extremely useful inequality is called the Lidskii-Wielandt theorem. There are several famous majorizations for matrices which have strong applications to matrix norm inequalities in symmetric norms.

The last chapter contains topics related to quantum applications. Positive matrices with trace 1 are the states in quantum theories and they are also called density matrices. The relative entropy appeared in 1962 and the matrix theory has many applications in the quantum formalism. The unknown quantum states can be known from the use of positive operators $F(x)$ when $\sum_{x} F(x)=I$. This is called POVM and there are a few mathematical results, but in quantum theory there are much more relevant subjects. These subjects are close to the authors and there are some very recent results.

The authors thank several colleagues for useful communications, Professor Tsuyoshi Ando had several remarks.

Fumio Hiai and Dénes Petz
April, 2013
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## Chapter 1

## Fundamentals of operators and matrices

A linear mapping is essentially matrix if the vector space is finite dimensional. In this book the vector space is typically finite dimensional complex Hilbertspace.

### 1.1 Basics on matrices

For $n, m \in \mathbb{N}, \mathbb{M}_{n \times m}=\mathbb{M}_{n \times m}(\mathbb{C})$ denotes the space of all $n \times m$ complex matrices. A matrix $M \in \mathbb{M}_{n \times m}$ is a mapping $\{1,2, \ldots, n\} \times\{1,2, \ldots, m\} \rightarrow$ $\mathbb{C}$. It is represented as an array with $n$ rows and $m$ columns:

$$
M=\left[\begin{array}{cccc}
m_{11} & m_{12} & \cdots & m_{1 m} \\
m_{21} & m_{22} & \cdots & m_{2 m} \\
\vdots & \vdots & \ddots & \vdots \\
m_{n 1} & m_{n 2} & \cdots & m_{n m}
\end{array}\right]
$$

$m_{i j}$ is the intersection of the $i$ th row and the $j$ th column. If the matrix is denoted by $M$, then this entry is denoted by $M_{i j}$. If $n=m$, then we write $\mathbb{M}_{n}$ instead of $\mathbb{M}_{n \times n}$. A simple example is the identity matrix $I_{n} \in \mathbb{M}_{n}$ defined as $m_{i j}=\delta_{i, j}$, or

$$
I_{n}=\left[\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1
\end{array}\right] .
$$

$\mathbb{M}_{n \times m}$ is a complex vector space of dimension $n m$. The linear operations
are defined as follows:

$$
[\lambda A]_{i j}:=\lambda A_{i j}, \quad[A+B]_{i j}:=A_{i j}+B_{i j}
$$

where $\lambda$ is a complex number and $A, B \in \mathbb{M}_{n \times m}$.
Example 1.1 For $i, j=1, \ldots, n$ let $E(i j)$ be the $n \times n$ matrix such that $(i, j)$-entry equals to one and all other entries equal to zero. Then $E(i j)$ are called matrix-units and form a basis of $\mathbb{M}_{n}$ :

$$
A=\sum_{i, j=1}^{n} A_{i j} E(i j) .
$$

Furthermore,

$$
I_{n}=\sum_{i=1}^{n} E(i i)
$$

If $A \in \mathbb{M}_{n \times m}$ and $B \in \mathbb{M}_{m \times k}$, then product $A B$ of $A$ and $B$ is defined by

$$
[A B]_{i j}=\sum_{\ell=1}^{m} A_{i \ell} B_{\ell j}
$$

where $1 \leq i \leq n$ and $1 \leq j \leq k$. Hence $A B \in \mathbb{M}_{n \times k}$. So $\mathbb{M}_{n}$ becomes an algebra. The most significant feature of matrices is non-commutativity of the product $A B \neq B A$. For example,

$$
\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right], \quad\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right]\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]=\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right] .
$$

In the matrix algebra $\mathbb{M}_{n}$, the identity matrix $I_{n}$ behaves as a unit: $I_{n} A=$ $A I_{n}=A$ for every $A \in \mathbb{M}_{n}$. The matrix $A \in \mathbb{M}_{n}$ is invertible if there is a $B \in \mathbb{M}_{n}$ such that $A B=B A=I_{n}$. This $B$ is called the inverse of $A$, in notation $A^{-1}$.

Example 1.2 The linear equations

$$
\begin{aligned}
& a x+b y=u \\
& c x+d y=v
\end{aligned}
$$

can be written in a matrix formalism:

$$
\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]=\left[\begin{array}{l}
u \\
v
\end{array}\right] .
$$

If $x$ and $y$ are the unknown parameters and the coefficient matrix is invertible, then the solution is

$$
\left[\begin{array}{l}
x \\
y
\end{array}\right]=\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]^{-1}\left[\begin{array}{l}
u \\
v
\end{array}\right] .
$$

So the solution of linear equations is based on the inverse matrix which is formulated in Theorem 1.33.

The transpose $A^{t}$ of the matrix $A \in \mathbb{M}_{n \times m}$ is an $m \times n$ matrix,

$$
\left[A^{t}\right]_{i j}=A_{j i} \quad(1 \leq i \leq m, 1 \leq j \leq n)
$$

It is easy to see that if the product $A B$ is defined, then $(A B)^{t}=B^{t} A^{t}$. The adjoint matrix $A^{*}$ is the complex conjugate of the transpose $A^{t}$. The space $\mathbb{M}_{n}$ is a *-algebra:

$$
\begin{aligned}
& (A B) C=A(B C), \quad(A+B) C=A C+B C, \quad A(B+C)=A B+A C \\
& (A+B)^{*}=A^{*}+B^{*}, \quad(\lambda A)^{*}=\bar{\lambda} A^{*}, \quad\left(A^{*}\right)^{*}=A, \quad(A B)^{*}=B^{*} A^{*}
\end{aligned}
$$

Let $A \in \mathbb{M}_{n}$. The trace of $A$ is the sum of the diagonal entries:

$$
\begin{equation*}
\operatorname{Tr} A:=\sum_{i=1}^{n} A_{i i} . \tag{1.1}
\end{equation*}
$$

It is easy to show that $\operatorname{Tr} A B=\operatorname{Tr} B A$, see Theorem 1.28.
The determinant of $A \in \mathbb{M}_{n}$ is slightly more complicated:

$$
\begin{equation*}
\operatorname{det} A:=\sum_{\pi}(-1)^{\sigma(\pi)} A_{1 \pi(1)} A_{2 \pi(2)} \ldots A_{n \pi(n)} \tag{1.2}
\end{equation*}
$$

where the sum is over all permutations $\pi$ of the set $\{1,2, \ldots, n\}$ and $\sigma(\pi)$ is the parity of the permutation $\pi$. Therefore

$$
\operatorname{det}\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]=a d-b c,
$$

and another example is the following:

$$
\begin{gathered}
\operatorname{det}\left[\begin{array}{lll}
A_{11} & A_{12} & A_{13} \\
A_{21} & A_{22} & A_{23} \\
A_{31} & A_{32} & A_{33}
\end{array}\right] \\
=A_{11} \operatorname{det}\left[\begin{array}{ll}
A_{22} & A_{23} \\
A_{32} & A_{33}
\end{array}\right]-A_{12} \operatorname{det}\left[\begin{array}{ll}
A_{21} & A_{23} \\
A_{31} & A_{33}
\end{array}\right]+A_{13} \operatorname{det}\left[\begin{array}{ll}
A_{21} & A_{22} \\
A_{31} & A_{33}
\end{array}\right] .
\end{gathered}
$$

It can be proven that

$$
\begin{equation*}
\operatorname{det}(A B)=(\operatorname{det} A)(\operatorname{det} B) \tag{1.3}
\end{equation*}
$$

### 1.2 Hilbert space

Let $\mathcal{H}$ be a complex vector space. A functional $\langle\cdot, \cdot\rangle: \mathcal{H} \times \mathcal{H} \rightarrow \mathbb{C}$ of two variables is called inner product
(1) $\langle x+y, z\rangle=\langle x, z\rangle+\langle y, z\rangle \quad(x, y, z \in \mathcal{H})$,
(2) $\langle\lambda x, y\rangle=\bar{\lambda}\langle x, y\rangle \quad(\lambda \in \mathbb{C}, x, y \in \mathcal{H})$
(3) $\langle x, y\rangle=\overline{\langle y, x\rangle} \quad(x, y \in \mathcal{H})$,
(4) $\langle x, x\rangle \geq 0$ for every $x \in \mathcal{H}$ and $\langle x, x\rangle=0$ only for $x=0$.

Condition (2) states that the inner product is conjugate linear in the first variable (and it is linear in the second variable). The Schwarz inequality

$$
\begin{equation*}
|\langle x, y\rangle|^{2} \leq\langle x, x\rangle\langle y, y\rangle \tag{1.4}
\end{equation*}
$$

holds. The inner product determines a norm for the vectors:

$$
\begin{equation*}
\|x\|:=\sqrt{\langle x, x\rangle} . \tag{1.5}
\end{equation*}
$$

This has the properties

$$
\|x+y\| \leq\|x\|+\|y\| \quad \text { and } \quad|\langle x, y\rangle| \leq\|x\| \cdot\|y\| .
$$

$\|x\|$ is interpreted as the length of the vector $x$. A further requirement in the definition of a Hilbert space is that every Cauchy sequence must be convergent, that is, the space is complete. (In the finite dimensional case, the completeness always holds.)

The linear space $\mathbb{C}^{n}$ of all $n$-tuples of complex numbers becomes a Hilbert space with the inner product

$$
\langle x, y\rangle=\sum_{i=1}^{n} \bar{x}_{i} y_{i}=\left[\bar{x}_{1}, \bar{x}_{2}, \ldots, \bar{x}_{n}\right]\left[\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{n}
\end{array}\right]
$$

where $\bar{z}$ denotes the complex conjugate of the complex number $z \in \mathbb{C}$. Another example is the space of square integrable complex-valued function on the real Euclidean space $\mathbb{R}^{n}$. If $f$ and $g$ are such functions then

$$
\langle f, g\rangle=\int_{\mathbb{R}^{n}} \overline{f(x)} g(x) d x
$$

gives the inner product. The latter space is denoted by $L^{2}\left(\mathbb{R}^{n}\right)$ and it is infinite dimensional contrary to the $n$-dimensional space $\mathbb{C}^{n}$. Below we are mostly satisfied with finite dimensional spaces.

If $\langle x, y\rangle=0$ for vectors $x$ and $y$ of a Hilbert space, then $x$ and $y$ are called orthogonal, in notation $x \perp y$. When $H \subset \mathcal{H}$, then $H^{\perp}:=\{x \in \mathcal{H}: x \perp h$ for every $h \in H\}$. For any subset $H \subset \mathcal{H}$ the orthogonal complement $H^{\perp}$ is a closed subspace.

A family $\left\{e_{i}\right\}$ of vectors is called orthonormal if $\left\langle e_{i}, e_{i}\right\rangle=1$ and $\left\langle e_{i}, e_{j}\right\rangle=$ 0 if $i \neq j$. A maximal orthonormal system is called a basis or orthonormal basis. The cardinality of a basis is called the dimension of the Hilbert space. (The cardinality of any two bases is the same.)

In the space $\mathbb{C}^{n}$, the standard orthonormal basis consists of the vectors

$$
\begin{equation*}
\delta_{1}=(1,0, \ldots, 0), \quad \delta_{2}=(0,1,0, \ldots, 0), \quad \ldots, \quad \delta_{n}=(0,0, \ldots, 0,1) \tag{1.6}
\end{equation*}
$$

each vector has 0 coordinate $n-1$ times and one coordinate equals 1 .
Example 1.3 The space $\mathbb{M}_{n}$ of matrices becomes Hilbert space with the inner product

$$
\begin{equation*}
\langle A, B\rangle=\operatorname{Tr} A^{*} B \tag{1.7}
\end{equation*}
$$

which is called Hilbert-Schmidt inner product. The matrix units $E(i j)$ ( $1 \leq i, j \leq n$ ) form an orthonormal basis.

It follows that the Hilbert-Schmidt norm

$$
\begin{equation*}
\|A\|_{2}:=\sqrt{\langle A, A\rangle}=\sqrt{\operatorname{Tr} A^{*} A}=\left(\sum_{i, j=1}^{n}\left|A_{i j}\right|^{2}\right)^{1 / 2} \tag{1.8}
\end{equation*}
$$

is a norm for the matrices.

Assume that in an $n$ dimensional Hilbert space linearly independent vectors $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ are given. By the Gram-Schmidt procedure an orthonormal basis can be obtained by linear combination:

$$
\begin{aligned}
& e_{1}:=\frac{1}{\left\|v_{1}\right\|} v_{1}, \\
& e_{2}:: \frac{1}{\left\|w_{2}\right\|} w_{2} \quad \text { with } \quad w_{2}:=v_{2}-\left\langle e_{1}, v_{2}\right\rangle e_{1}, \\
& e_{3}:=\frac{1}{\left\|w_{3}\right\|} w_{3} \quad \text { with } \quad w_{3}:=v_{3}-\left\langle e_{1}, v_{3}\right\rangle e_{1}-\left\langle e_{2}, v_{3}\right\rangle e_{2}, \\
& \vdots \\
& e_{n}::=\frac{1}{\left\|w_{n}\right\|} w_{n} \quad \text { with } \quad w_{n}:=v_{n}-\left\langle e_{1}, v_{n}\right\rangle e_{1}-\ldots-\left\langle e_{n-1}, v_{n}\right\rangle e_{n-1} .
\end{aligned}
$$

The next theorem tells that any vector has a unique Fourier expansion.

Theorem 1.4 Let $e_{1}, e_{2}, \ldots$ be a basis in a Hilbert space $\mathcal{H}$. Then for any vector $x \in \mathcal{H}$ the expansion

$$
x=\sum_{n}\left\langle e_{n}, x\right\rangle e_{n}
$$

holds. Moreover,

$$
\|x\|^{2}=\sum_{n}\left|\left\langle e_{n}, x\right\rangle\right|^{2}
$$

Let $\mathcal{H}$ and $\mathcal{K}$ be Hilbert spaces. A mapping $A: \mathcal{H} \rightarrow \mathcal{K}$ is called linear if it preserves linear combination:

$$
A(\lambda f+\mu g)=\lambda A f+\mu A g \quad(f, g \in \mathcal{H}, \quad \lambda, \mu \in \mathbb{C})
$$

The kernel and the range of $A$ are

$$
\operatorname{ker} A:=\{x \in \mathcal{H}: A x=0\}, \quad \operatorname{ran} A:=\{A x \in \mathcal{K}: x \in \mathcal{H}\} .
$$

The dimension formula familiar in linear algebra is

$$
\begin{equation*}
\operatorname{dim} \mathcal{H}=\operatorname{dim}(\operatorname{ker} A)+\operatorname{dim}(\operatorname{ran} A) \tag{1.9}
\end{equation*}
$$

The quantity $\operatorname{dim}(\operatorname{ran} A)$ is called the $\operatorname{rank}$ of $A, \operatorname{rank} A$ is the notation. It is easy to see that $\operatorname{rank} A \leq \operatorname{dim} \mathcal{H}, \operatorname{dim} \mathcal{K}$.

Let $e_{1}, e_{2}, \ldots, e_{n}$ be a basis of the Hilbert space $\mathcal{H}$ and $f_{1}, f_{2}, \ldots, f_{m}$ be a basis of $\mathcal{K}$. The linear mapping $A: \mathcal{H} \rightarrow \mathcal{K}$ is determined by the vectors $A e_{j}$, $j=1,2, \ldots, n$. Furthermore, the vector $A e_{j}$ is determined by its coordinates:

$$
A e_{j}=c_{1, j} f_{1}+c_{2, j} f_{2}+\ldots+c_{m, j} f_{m}
$$

The numbers $c_{i, j}, 1 \leq i \leq m, 1 \leq j \leq n$, form an $m \times n$ matrix, it is called the matrix of the linear transformation $A$ with respect to the bases $\left(e_{1}, e_{2}, \ldots, e_{n}\right)$ and $\left(f_{1}, f_{2}, \ldots, f_{m}\right)$. If we want to distinguish the linear operator $A$ from its matrix, then the latter one will be denoted by $[A]$. We have

$$
[A]_{i j}=\left\langle f_{i}, A e_{j}\right\rangle \quad(1 \leq i \leq m, \quad 1 \leq j \leq n)
$$

Note that the order of the basis vectors is important. We shall mostly consider linear operators of a Hilbert space into itself. Then only one basis is needed and the matrix of the operator has the form of a square. So a linear transformation and a basis yield a matrix. If an $n \times n$ matrix is given, then it
can be always considered as a linear transformation of the space $\mathbb{C}^{n}$ endowed with the standard basis (1.6).

The inner product of the vectors $|x\rangle$ and $|y\rangle$ will be often denoted as $\langle x \mid y\rangle$, this notation, sometimes called bra and ket, is popular in physics. On the other hand, $|x\rangle\langle y|$ is a linear operator which acts on the vector $|z\rangle$ as

$$
(|x\rangle\langle y|)|z\rangle:=|x\rangle\langle y \mid z\rangle \equiv\langle y \mid z\rangle|x\rangle .
$$

Therefore,

$$
|x\rangle\langle y|=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\cdot \\
\cdot \\
x_{n}
\end{array}\right]\left[\bar{y}_{1}, \bar{y}_{2}, \ldots, \bar{y}_{n}\right]
$$

is conjugate linear in $|y\rangle$, while $\langle x \mid y\rangle$ is linear.
The next example shows the possible use of the bra and ket.
Example 1.5 If $X, Y \in \mathbb{M}_{n}(\mathbb{C})$, then

$$
\begin{equation*}
\sum_{i, j=1}^{n} \operatorname{Tr} E(i j) X E(j i) Y=(\operatorname{Tr} X)(\operatorname{Tr} Y) \tag{1.10}
\end{equation*}
$$

Since both sides are bilinear in the variables $X$ and $Y$, it is enough to check that case $X=E(a b)$ and $Y=E(c d)$. Simple computation gives that the left-hand-side is $\delta_{a b} \delta_{c d}$ and this is the same as the right-hand-side.

Another possibility is to use the formula $E(i j)=\left|e_{i}\right\rangle\left\langle e_{j}\right|$. So

$$
\begin{aligned}
\sum_{i, j} \operatorname{Tr} E(i j) X E(j i) Y & =\sum_{i, j} \operatorname{Tr}\left|e_{i}\right\rangle\left\langle e_{j}\right| X\left|e_{j}\right\rangle\left\langle e_{i}\right| Y=\sum_{i, j}\left\langle e_{j}\right| X\left|e_{j}\right\rangle\left\langle e_{i}\right| Y\left|e_{i}\right\rangle \\
& =\sum_{j}\left\langle e_{j}\right| X\left|e_{j}\right\rangle \sum_{i}\left\langle e_{i}\right| Y\left|e_{i}\right\rangle
\end{aligned}
$$

and the right-hand-side is $(\operatorname{Tr} X)(\operatorname{Tr} Y)$.

Example 1.6 Fix a natural number $n$ and let $\mathcal{H}$ be the space of polynomials of at most $n$ degree. Assume that the variable of these polynomials is $t$ and the coefficients are complex numbers. The typical elements are

$$
p(t)=\sum_{i=0}^{n} u_{i} t^{i} \quad \text { and } \quad q(t)=\sum_{i=0}^{n} v_{i} t^{i} .
$$

If their inner product is defined as

$$
\langle p(t), q(t)\rangle:=\sum_{i=0}^{n} \bar{u}_{i} v_{i},
$$

then $\left\{1, t, t^{2}, \ldots, t^{n}\right\}$ is an orthonormal basis.
The differentiation is a linear operator:

$$
\sum_{k=0}^{n} u_{k} t^{k} \mapsto \sum_{k=0}^{n} k u_{k} t^{k-1}
$$

In the above basis, its matrix is

$$
\left[\begin{array}{cccccc}
0 & 1 & 0 & \ldots & 0 & 0  \tag{1.11}\\
0 & 0 & 2 & \ldots & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & 0 \\
0 & 0 & 0 & \ldots & 0 & n \\
0 & 0 & 0 & \ldots & 0 & 0
\end{array}\right] .
$$

This is an upper triangular matrix, the $(i, j)$ entry is 0 if $i>j$.
Let $\mathcal{H}_{1}, \mathcal{H}_{2}$ and $\mathcal{H}_{3}$ be Hilbert spaces and we fix a basis in each of them. If $B: \mathcal{H}_{1} \rightarrow \mathcal{H}_{2}$ and $A: \mathcal{H}_{2} \rightarrow \mathcal{H}_{3}$ are linear mappings, then the composition

$$
f \mapsto A(B f) \in \mathcal{H}_{3} \quad\left(f \in \mathcal{H}_{1}\right)
$$

is linear as well and it is denoted by $A B$. The matrix $[A B]$ of the composition $A B$ can be computed from the matrices $[A]$ and $[B]$ as follows

$$
\begin{equation*}
[A B]_{i j}=\sum_{k}[A]_{i k}[B]_{k j} . \tag{1.12}
\end{equation*}
$$

The right-hand-side is defined to be the product $[A][B]$ of the matrices $[A]$ and $[B]$. Then $[A B]=[A][B]$ holds. It is obvious that for a $k \times m$ matrix $[A]$ and an $m \times n$ matrix $[B]$, their product $[A][B]$ is a $k \times n$ matrix.

Let $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ be Hilbert spaces and we fix a basis in each of them. If $A, B: \mathcal{H}_{1} \rightarrow \mathcal{H}_{2}$ are linear mappings, then their linear combination

$$
(\lambda A+\mu B) f \mapsto \lambda(A f)+\mu(B f)
$$

is a linear mapping and

$$
\begin{equation*}
[\lambda A+\mu B]_{i j}=\lambda[A]_{i j}+\mu[B]_{i j} . \tag{1.13}
\end{equation*}
$$

Let $\mathcal{H}$ be a Hilbert space. The linear operators $\mathcal{H} \rightarrow \mathcal{H}$ form an algebra. This algebra $B(\mathcal{H})$ has a unit, the identity operator denoted by $I$ and the product is non-commutative. Assume that $\mathcal{H}$ is $n$ dimensional and fix a basis. Then to each linear operator $A \in B(\mathcal{H})$ an $n \times n$ matrix $A$ is associated. The correspondence $A \mapsto[A]$ is an algebraic isomorphism from $B(\mathcal{H})$ to the algebra $M_{n}(\mathbb{C})$ of $n \times n$ matrices. This isomorphism shows that the theory of linear operators on an $n$ dimensional Hilbert space is the same as the theory of $n \times n$ matrices.

Theorem 1.7 (Riesz-Fischer theorem) Let $\phi: \mathcal{H} \rightarrow \mathbb{C}$ be a linear mapping on a finite dimensional Hilbert space $\mathcal{H}$. Then there is a unique vector $v \in \mathcal{H}$ such that $\phi(x)=\langle v, x\rangle$ for every vector $x \in \mathcal{H}$.

Proof: Let $e_{1}, e_{2}, \ldots, e_{n}$ be an orthonormal basis in $\mathcal{H}$. Then we need a vector $v \in \mathcal{H}$ such that $\phi\left(e_{i}\right)=\left\langle v, e_{i}\right\rangle$. So

$$
v=\sum_{i} \overline{\phi\left(e_{i}\right)} e_{i}
$$

will satisfy the condition.
The linear mappings $\phi: \mathcal{H} \rightarrow \mathbb{C}$ are called functionals. If the Hilbert space is not finite dimensional, then in the previous theorem the condition $|\phi(x)| \leq c\|x\|$ should be added, where $c$ is a positive number.

The operator norm of a linear operator $A: \mathcal{H} \rightarrow \mathcal{K}$ is defined as

$$
\|A\|:=\sup \{\|A x\|: x \in \mathcal{H},\|x\|=1\}
$$

It can be shown that $\|A\|$ is finite. In addition to the common properties $\|A+B\| \leq\|A\|+\|B\|$ and $\|\lambda A\|=|\lambda|\|A\|$, the submultiplicativity

$$
\|A B\| \leq\|A\|\|B\|
$$

also holds.
If $\|A\| \leq 1$, then the operator $A$ is called contraction.
The set of linear operators $\mathcal{H} \rightarrow \mathcal{H}$ is denoted by $B(\mathcal{H})$. The convergence $A_{n} \rightarrow A$ means $\left\|A-A_{n}\right\| \rightarrow 0$. In the case of finite dimensional Hilbert space the norm here can be the operator norm, but also the Hilbert-Schmidt norm. The operator norm of a matrix is not expressed explicitly by the matrix entries.

Example 1.8 Let $A \in B(\mathcal{H})$ and $\|A\|<1$. Then $I-A$ is invertible and

$$
(I-A)^{-1}=\sum_{n=0}^{\infty} A^{n} .
$$

Since

$$
(I-A) \sum_{n=0}^{N} A^{n}=I-A^{N+1} \quad \text { and } \quad\left\|A^{N+1}\right\| \leq\|A\|^{N+1}
$$

we can see that the limit of the first equation is

$$
(I-A) \sum_{n=0}^{\infty} A^{n}=I
$$

This shows the statement which is called Neumann series.

Let $\mathcal{H}$ and $\mathcal{K}$ be Hilbert spaces. If $T: \mathcal{H} \rightarrow \mathcal{K}$ is a linear operator, then its adjoint $T^{*}: \mathcal{K} \rightarrow \mathcal{H}$ is determined by the formula

$$
\begin{equation*}
\langle x, T y\rangle_{\mathcal{K}}=\left\langle T^{*} x, y\right\rangle_{\mathcal{H}} \quad(x \in \mathcal{K}, y \in \mathcal{H}) . \tag{1.14}
\end{equation*}
$$

The operator $T \in B(\mathcal{H})$ is called self-adjoint if $T^{*}=T$. The operator $T$ is self-adjoint if and only if $\langle x, T x\rangle$ is a real number for every vector $x \in \mathcal{H}$. For self-adjoint operators and matrices the notations $B(\mathcal{H})^{s a}$ and $\mathbb{M}_{n}^{s a}$ are used.

Theorem 1.9 The properties of the adjoint:
(1) $(A+B)^{*}=A^{*}+B^{*},(\lambda A)^{*}=\bar{\lambda} A^{*} \quad(\lambda \in \mathbb{C})$,
(2) $\left(A^{*}\right)^{*}=A,(A B)^{*}=B^{*} A^{*}$,
(3) $\left(A^{-1}\right)^{*}=\left(A^{*}\right)^{-1}$ if $A$ is invertible,
(4) $\|A\|=\left\|A^{*}\right\|,\left\|A^{*} A\right\|=\|A\|^{2}$.

Example 1.10 Let $A: \mathcal{H} \rightarrow \mathcal{H}$ be a linear mapping and $e_{1}, e_{2}, \ldots, e_{n}$ be a basis in the Hilbert space $\mathcal{H}$. The $(i, j)$ element of the matrix of $A$ is $\left\langle e_{i}, A e_{j}\right\rangle$. Since

$$
\left\langle e_{i}, A e_{j}\right\rangle=\overline{\left\langle e_{j}, A^{*} e_{i}\right\rangle},
$$

this is the complex conjugate of the $(j, i)$ element of the matrix of $A^{*}$.
If $A$ is self-adjoint, then the $(i, j)$ element of the matrix of $A$ is the conjugate of the $(j, i)$ element. In particular, all diagonal entries are real. The self-adjoint matrices are also called Hermitian matrices.

Theorem 1.11 (Projection theorem) Let $\mathcal{M}$ be a closed subspace of $a$ Hilbert space $\mathcal{H}$. Any vector $x \in \mathcal{H}$ can be written in a unique way in the form $x=x_{0}+y$, where $x_{0} \in \mathcal{M}$ and $y \perp \mathcal{M}$.

Note that a subspace of a finite dimensional Hilbert space is always closed.
The mapping $P: x \mapsto x_{0}$ defined in the context of the previous theorem is called orthogonal projection onto the subspace $\mathcal{M}$. This mapping is linear:

$$
P(\lambda x+\mu y)=\lambda P x+\mu P y .
$$

Moreover, $P^{2}=P=P^{*}$. The converse is also true: If $P^{2}=P=P^{*}$, then $P$ is an orthogonal projection (onto its range).

Example 1.12 The matrix $A \in \mathbb{M}_{n}$ is self-adjoint if $A_{j i}=\overline{A_{i j}}$. A particular example is the Toeplitz matrix:

$$
\left[\begin{array}{cccccc}
a_{1} & a_{2} & a_{3} & \ldots & a_{n-1} & a_{n}  \tag{1.15}\\
\overline{a_{2}} & a_{1} & a_{2} & \ldots & a_{n-2} & a_{n-1} \\
\overline{a_{3}} & \overline{a_{2}} & a_{1} & \ldots & a_{n-3} & a_{n-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\overline{a_{n-1}} & \overline{a_{n-2}} & \overline{a_{n-3}} & \ldots & a_{1} & a_{2} \\
\overline{a_{n}} & \overline{a_{n-1}} & \overline{a_{n-2}} & \ldots & \overline{a_{2}} & a_{1}
\end{array}\right],
$$

where $a_{1} \in \mathbb{R}$.
An operator $U \in B(\mathcal{H})$ is called unitary if $U^{*}$ is the inverse of $U$. Then $U^{*} U=I$ and

$$
\langle x, y\rangle=\left\langle U^{*} U x, y\right\rangle=\langle U x, U y\rangle
$$

for any vectors $x, y \in \mathcal{H}$. Therefore the unitary operators preserve the inner product. In particular, orthogonal unit vectors are mapped into orthogonal unit vectors.

Example 1.13 The permutation matrices are simple unitaries. Let $\pi$ be a permutation of the set $\{1,2, \ldots, n\}$. The $A_{i, \pi(i)}$ entries of $A \in \mathbb{M}_{n}(\mathbb{C})$ are 1 and all others are 0 . Every row and every column contain exactly one 1 entry. If such a matrix $A$ is applied to a vector, it permutes the coordinates:

$$
\left[\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{l}
x_{2} \\
x_{3} \\
x_{1}
\end{array}\right] .
$$

This shows the reason of the terminology. Another possible formalism is $A\left(x_{1}, x_{2}, x_{3}\right)=\left(x_{2}, x_{3}, x_{1}\right)$.

An operator $A \in B(\mathcal{H})$ is called normal if $A A^{*}=A^{*} A$. It follows immediately that

$$
\begin{equation*}
\|A x\|=\left\|A^{*} x\right\| \tag{1.16}
\end{equation*}
$$

for any vector $x \in \mathcal{H}$. Self-adjoint and unitary operators are normal.
The operators we need are mostly linear, but sometimes conjugate-linear operators appear. $\Lambda: \mathcal{H} \rightarrow \mathcal{K}$ is conjugate-linear if

$$
\Lambda(\lambda x+\mu y)=\bar{\lambda} \Lambda x+\bar{\mu} \Lambda y
$$

for any complex numbers $\lambda$ and $\mu$ and for any vectors $x, y \in \mathcal{H}$. The adjoint $\Lambda^{*}$ of the conjugate-linear operator $\Lambda$ is determined by the equation

$$
\begin{equation*}
\langle x, \Lambda y\rangle_{\mathcal{K}}=\left\langle y, \Lambda^{*} x\right\rangle_{\mathcal{H}} \quad(x \in \mathcal{K}, y \in \mathcal{H}) . \tag{1.17}
\end{equation*}
$$

A mapping $\phi: \mathcal{H} \times \mathcal{H} \rightarrow \mathbb{C}$ is called complex bilinear form if $\phi$ is linear in the second variable and conjugate linear in the first variables. The inner product is a particular example.

Theorem 1.14 On a finite dimensional Hilbert space there is a one-to-one correspondence

$$
\phi(x, y)=\langle A x, y\rangle
$$

between the complex bilinear forms $\phi: \mathcal{H} \times \mathcal{H} \rightarrow \mathbb{C}$ and the linear operators $A: \mathcal{H} \rightarrow \mathcal{H}$.

Proof: Fix $x \in \mathcal{H}$. Then $y \mapsto \phi(x, y)$ is a linear functional. Due to the Riesz-Fischer theorem $\phi(x, y)=\langle z, y\rangle$ for a vector $z \in \mathcal{H}$. We set $A x=z$.

The polarization identity

$$
\begin{align*}
4 \phi(x, y)= & \phi(x+y, x+y)+\mathrm{i} \phi(x+\mathrm{i} y, x+\mathrm{i} y) \\
& -\phi(x-y, x-y)-\mathrm{i} \phi(x-\mathrm{i} y, x-\mathrm{i} y) \tag{1.18}
\end{align*}
$$

shows that a complex bilinear form $\phi$ is determined by its so-called quadratic form $x \mapsto \phi(x, x)$.

The $n \times n$ matrices $\mathbb{M}_{n}$ can be identified with the linear operators $B(\mathcal{H})$ where the Hilbert space $\mathcal{H}$ is $n$-dimensional. To make a precise identification an orthonormal basis should be fixed in $\mathcal{H}$.

### 1.3 Jordan canonical form

A Jordan block is a matrix

$$
J_{k}(a)=\left[\begin{array}{ccccc}
a & 1 & 0 & \cdots & 0  \tag{1.19}\\
0 & a & 1 & \cdots & 0 \\
0 & 0 & a & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & a
\end{array}\right]
$$

where $a \in \mathbb{C}$. This is an upper triangular matrix $J_{k}(a) \in \mathbb{M}_{k}$. We use also the notation $J_{k}:=J_{k}(0)$. Then

$$
\begin{equation*}
J_{k}(a)=a I_{k}+J_{k} \tag{1.20}
\end{equation*}
$$

and the sum consists of commuting matrices.
Example 1.15 The matrix $J_{k}$ is

$$
\left(J_{k}\right)_{i j}= \begin{cases}1 & \text { if } \quad j=i+1 \\ 0 & \text { otherwise }\end{cases}
$$

Therefore

$$
\left(J_{k}\right)_{i j}\left(J_{k}\right)_{j k}= \begin{cases}1 & \text { if } \quad j=i+1 \text { and } k=i+2, \\ 0 & \text { otherwise } .\end{cases}
$$

It follows that

$$
\left(J_{k}^{2}\right)_{i j}= \begin{cases}1 & \text { if } \quad j=i+2 \\ 0 & \text { otherwise }\end{cases}
$$

We observe that taking the powers of $J_{k}$ the line of the 1 entries is going upper, in particular $J_{k}^{k}=0$. The matrices $\left\{J_{k}^{m}: 0 \leq m \leq k-1\right\}$ are linearly independent.

If $a \neq 0$, then $\operatorname{det} J_{k}(a) \neq 0$ and $J_{k}(a)$ is invertible. We can search for the inverse by the equation

$$
\left(a I_{k}+J_{k}\right)\left(\sum_{j=0}^{k-1} c_{j} J_{k}^{j}\right)=I_{k}
$$

Rewriting this equation we get

$$
a c_{0} I_{k}+\sum_{j=1}^{k-1}\left(a c_{j}+c_{j-1}\right) J_{k}^{j}=I_{k} .
$$

The solution is

$$
c_{j}=-(-a)^{-j-1} \quad(0 \leq j \leq k-1) .
$$

In particular,

$$
\left[\begin{array}{ccc}
a & 1 & 0 \\
0 & a & 1 \\
0 & 0 & a
\end{array}\right]^{-1}=\left[\begin{array}{ccc}
a^{-1} & -a^{-2} & a^{-3} \\
0 & a^{-1} & -a^{-2} \\
0 & 0 & a^{-1}
\end{array}\right] .
$$

Computation with a Jordan block is convenient.

The Jordan canonical form theorem is the following.
Theorem 1.16 Given a matrix $X \in \mathbb{M}_{n}$, there is an invertible matrix $S \in$ $\mathbb{M}_{n}$ such that

$$
X=S\left[\begin{array}{cccc}
J_{k_{1}}\left(\lambda_{1}\right) & 0 & \cdots & 0 \\
0 & J_{k_{2}}\left(\lambda_{2}\right) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & J_{k_{m}}\left(\lambda_{m}\right)
\end{array}\right] S^{-1}=S J S^{-1}
$$

where $k_{1}+k_{2}+\cdots+k_{m}=n$. The Jordan matrix $J$ is uniquely determined (up to the permutation of the Jordan blocks in the diagonal.)

Note that the numbers $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}$ are not necessarily different. Example 1.15 showed that it is rather easy to handle a Jordan block. If the Jordan canonical decomposition is known, then the inverse can be obtained. The theorem is about complex matrices.

Example 1.17 An essential application is concerning the determinant. Since $\operatorname{det} X=\operatorname{det}\left(S J S^{-1}\right)=\operatorname{det} J$, it is enough to compute the determinant of the upper-triangular Jordan matrix $J$. Therefore

$$
\begin{equation*}
\operatorname{det} X=\prod_{j=1}^{m} \lambda_{j}^{k_{j}} . \tag{1.21}
\end{equation*}
$$

The characteristic polynomial of $X \in \mathbb{M}_{n}$ is defined as

$$
p(x):=\operatorname{det}\left(x I_{n}-X\right)
$$

From the computation (1.21) we have

$$
\begin{equation*}
p(x)=\prod_{j=1}^{m}\left(x-\lambda_{j}\right)^{k_{j}}=x^{n}-\left(\sum_{j=1}^{m} k_{j} \lambda_{j}\right) x^{n-1}+\cdots+(-1)^{n} \prod_{j=1}^{m} \lambda_{j}^{k_{j}} . \tag{1.22}
\end{equation*}
$$

The numbers $\lambda_{j}$ are roots of the characteristic polynomial.
The powers of a matrix $X \in \mathbb{M}_{n}$ are well-defined. For a polynomial $p(x)=$ $\sum_{k=0}^{m} c_{k} x^{k}$ the matrix $p(X)$ is

$$
\sum_{k=0}^{m} c_{k} X^{k}
$$

If $q$ is a polynomial, then it is annihilating for a matrix $X \in \mathbb{M}_{n}$ if $q(X)=0$.
The next result is the Cayley-Hamilton theorem.
Theorem 1.18 If $p$ is the characteristic polynomial of $X \in \mathbb{M}_{n}$, then $p(X)=$ 0 .

### 1.4 Spectrum and eigenvalues

Let $\mathcal{H}$ be a Hilbert space. For $A \in B(\mathcal{H})$ and $\lambda \in \mathbb{C}$, we say that $\lambda$ is an eigenvalue of $A$ if there is a non-zero vector $v \in \mathcal{H}$ such that $A v=\lambda v$. Such a vector $v$ is called an eigenvector of $A$ for the eigenvalue $\lambda$. If $\mathcal{H}$ is finite-dimensional, then $\lambda \in \mathbb{C}$ is an eigenvalue of $A$ if and only if $A-\lambda I$ is not invertible.

Generally, the spectrum $\sigma(A)$ of $A \in B(\mathcal{H})$ consists of the numbers $\lambda \in \mathbb{C}$ such that $A-\lambda I$ is not invertible. Therefore in the finite-dimensional case the spectrum is the set of eigenvalues.

Example 1.19 We show that $\sigma(A B)=\sigma(B A)$ for $A, B \in \mathbb{M}_{n}$. It is enough to prove that $\operatorname{det}(\lambda I-A B)=\operatorname{det}(\lambda I-B A)$. Assume first that $A$ is invertible. We then have

$$
\operatorname{det}(\lambda I-A B)=\operatorname{det}\left(A^{-1}(\lambda I-A B) A\right)=\operatorname{det}(\lambda I-B A)
$$

and hence $\sigma(A B)=\sigma(B A)$.
When $A$ is not invertible, choose a sequence $\varepsilon_{k} \in \mathbb{C} \backslash \sigma(A)$ with $\varepsilon_{k} \rightarrow 0$ and set $A_{k}:=A-\varepsilon_{k} I$. Then
$\operatorname{det}(\lambda I-A B)=\lim _{k \rightarrow \infty} \operatorname{det}\left(\lambda I-A_{k} B\right)=\lim _{k \rightarrow \infty} \operatorname{det}\left(\lambda I-B A_{k}\right)=\operatorname{det}(\lambda I-B A)$.
(Another argument is in Exercise 3 of Chapter 2.)
Example 1.20 In the history of matrix theory the particular matrix

$$
\left[\begin{array}{cccccc}
0 & 1 & 0 & \ldots & 0 & 0  \tag{1.23}\\
1 & 0 & 1 & \ldots & 0 & 0 \\
0 & 1 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 1 \\
0 & 0 & 0 & \ldots & 1 & 0
\end{array}\right]
$$

has importance. Its eigenvalues were computed by Joseph Louis Lagrange in 1759. He found that the eigenvalues are $2 \cos j \pi /(n+1)(j=1,2, \ldots, n)$.

The matrix (1.23) is tridiagonal. This means that $A_{i j}=0$ if $|i-j|>1$.
Example 1.21 Let $\lambda \in \mathbb{R}$ and consider the matrix

$$
J_{3}(\lambda)=\left[\begin{array}{ccc}
\lambda & 1 & 0  \tag{1.24}\\
0 & \lambda & 1 \\
0 & 0 & \lambda
\end{array}\right]
$$

Now $\lambda$ is the only eigenvalue and $(y, 0,0)$ is the only eigenvector. The situation is similar in the $k \times k$ generalization $J_{k}(\lambda)$ : $\lambda$ is the eigenvalue of $S J_{k}(\lambda) S^{-1}$ for an arbitrary invertible $S$ and there is one eigenvector (up to constant multiple). This has the consequence that the characteristic polynomial gives the eigenvalues without the multiplicity.

If $X$ has the Jordan form as in Theorem 1.16, then all $\lambda_{j}$ 's are eigenvalues. Therefore the roots of the characteristic polynomial are eigenvalues.

For the above $J_{3}(\lambda)$ we can see that

$$
J_{3}(\lambda)(0,0,1)=(0,1, \lambda), \quad J_{3}(\lambda)^{2}(0,0,1)=\left(1,2 \lambda, \lambda^{2}\right),
$$

therefore $(0,0,1)$ and these two vectors linearly span the whole space $\mathbb{C}^{3}$. The vector $(0,0,1)$ is called cyclic vector.

Assume that a matrix $X \in \mathbb{M}_{n}$ has a cyclic vector $v \in \mathbb{C}^{n}$ which means that the set $\left\{v, X v, X^{2} v, \ldots, X^{n-1} v\right\}$ spans $\mathbb{C}^{n}$. Then $X=S J_{n}(\lambda) S^{-1}$ with some invertible matrix $S$, the Jordan canonical form is very simple.

Theorem 1.22 Assume that $A \in B(\mathcal{H})$ is normal. Then there exist $\lambda_{1}, \ldots$, $\lambda_{n} \in \mathbb{C}$ and $u_{1}, \ldots, u_{n} \in \mathcal{H}$ such that $\left\{u_{1}, \ldots, u_{n}\right\}$ is an orthonormal basis of $\mathcal{H}$ and $A u_{i}=\lambda_{i} u_{i}$ for all $1 \leq i \leq n$.

Proof: Let us prove by induction on $n=\operatorname{dim} \mathcal{H}$. The case $n=1$ trivially holds. Suppose the assertion holds for dimension $n-1$. Assume that $\operatorname{dim} \mathcal{H}=$ $n$ and $A \in B(\mathcal{H})$ is normal. Choose a root $\lambda_{1}$ of $\operatorname{det}(\lambda I-A)=0$. As explained before the theorem, $\lambda_{1}$ is an eigenvalue of $A$ so that there is an eigenvector $u_{1}$ with $A u_{1}=\lambda_{1} u_{1}$. One may assume that $u_{1}$ is a unit vector, i.e., $\left\|u_{1}\right\|=1$. Since $A$ is normal, we have

$$
\begin{aligned}
\left(A-\lambda_{1} I\right)^{*}\left(A-\lambda_{1} I\right) & =\left(A^{*}-\bar{\lambda}_{1} I\right)\left(A-\lambda_{1} I\right) \\
& =A^{*} A-\bar{\lambda}_{1} A-\lambda_{1} A^{*}+\lambda_{1} \bar{\lambda}_{1} I \\
& =A A^{*}-\bar{\lambda}_{1} A-\lambda_{1} A^{*}+\lambda_{1} \bar{\lambda}_{1} I \\
& =\left(A-\lambda_{1} I\right)\left(A-\lambda_{1} I\right)^{*},
\end{aligned}
$$

that is, $A-\lambda_{1} I$ is also normal. Therefore,

$$
\left\|\left(A^{*}-\bar{\lambda}_{1} I\right) u_{1}\right\|=\left\|\left(A-\lambda_{1} I\right)^{*} u_{1}\right\|=\left\|\left(A-\lambda_{1} I\right) u_{1}\right\|=0
$$

so that $A^{*} u_{1}=\bar{\lambda}_{1} u_{1}$. Let $\mathcal{H}_{1}:=\left\{u_{1}\right\}^{\perp}$, the orthogonal complement of $\left\{u_{1}\right\}$. If $x \in \mathcal{H}_{1}$ then

$$
\begin{aligned}
& \left\langle A x, u_{1}\right\rangle=\left\langle x, A^{*} u_{1}\right\rangle=\left\langle x, \bar{\lambda}_{1} u_{1}\right\rangle=\bar{\lambda}_{1}\left\langle x, u_{1}\right\rangle=0, \\
& \left\langle A^{*} x, u_{1}\right\rangle=\left\langle x, A u_{1}\right\rangle=\left\langle x, \lambda_{1} u_{1}\right\rangle=\lambda_{1}\left\langle x, u_{1}\right\rangle=0
\end{aligned}
$$

so that $A x, A^{*} x \in \mathcal{H}_{1}$. Hence we have $A \mathcal{H}_{1} \subset \mathcal{H}_{1}$ and $A^{*} \mathcal{H}_{1} \subset \mathcal{H}_{1}$. So one can define $A_{1}:=\left.A\right|_{\mathcal{H}_{1}} \in B\left(\mathcal{H}_{1}\right)$. Then $A_{1}^{*}=\left.A^{*}\right|_{\mathcal{H}_{1}}$, which implies that $A_{1}$ is also normal. Since $\operatorname{dim} \mathcal{H}_{1}=n-1$, the induction hypothesis can be applied to obtain $\lambda_{2}, \ldots, \lambda_{n} \in \mathbb{C}$ and $u_{2}, \ldots, u_{n} \in \mathcal{H}_{1}$ such that $\left\{u_{2}, \ldots, u_{n}\right\}$ is an orthonormal basis of $\mathcal{H}_{1}$ and $A_{1} u_{i}=\lambda_{i} u_{i}$ for all $i=2, \ldots, n$. Then $\left\{u_{1}, u_{2}, \ldots, u_{n}\right\}$ is an orthonormal basis of $\mathcal{H}$ and $A u_{i}=\lambda_{i} u_{i}$ for all $i=1,2, \ldots, n$. Thus the assertion holds for dimension $n$ as well.

It is an important consequence that the matrix of a normal operator is diagonal in an appropriate orthonormal basis and the trace is the sum of the eigenvalues.

Theorem 1.23 Assume that $A \in B(\mathcal{H})$ is self-adjoint. If $A v=\lambda v$ and $A w=\mu w$ with non-zero eigenvectors $v, w$ and the eigenvalues $\lambda$ and $\mu$ are different, then $v \perp w$ and $\lambda, \mu \in \mathbb{R}$.

Proof: First we show that the eigenvalues are real:

$$
\lambda\langle v, v\rangle=\langle v, \lambda v\rangle=\langle v, A v\rangle=\langle A v, v\rangle=\langle\lambda v, v\rangle=\bar{\lambda}\langle v, v\rangle .
$$

The $\langle v, w\rangle=0$ orthogonality comes similarly:

$$
\mu\langle v, w\rangle=\langle v, \mu w\rangle=\langle v, A w\rangle=\langle A v, w\rangle=\langle\lambda v, w\rangle=\lambda\langle v, w\rangle
$$

If $A$ is a self-adjoint operator on an $n$-dimensional Hilbert space, then from the eigenvectors we can find an orthonormal basis $v_{1}, v_{2}, \ldots, v_{n}$. If $A v_{i}=\lambda_{i} v_{i}$, then

$$
\begin{equation*}
A=\sum_{i=1}^{n} \lambda_{i}\left|v_{i}\right\rangle\left\langle v_{i}\right| \tag{1.25}
\end{equation*}
$$

which is called the Schmidt decomposition. The Schmidt decomposition is unique if all the eigenvalues are different, otherwise not. Another useful decomposition is the spectral decomposition. Assume that the self-adjoint operator $A$ has the eigenvalues $\mu_{1}>\mu_{2}>\ldots>\mu_{k}$. Then

$$
\begin{equation*}
A=\sum_{j=1}^{k} \mu_{j} P_{j} \tag{1.26}
\end{equation*}
$$

where $P_{j}$ is the orthogonal projection onto the subspace spanned by the eigenvectors with eigenvalue $\mu_{j}$. (From the Schmidt decomposition (1.25),

$$
P_{j}=\sum_{i}\left|v_{i}\right\rangle\left\langle v_{i}\right|,
$$

where the summation is over all $i$ such that $\lambda_{i}=\mu_{j}$.) This decomposition is always unique. Actually, the Schmidt decomposition and the spectral decomposition exist for all normal operators.

If $\lambda_{i} \geq 0$ in (1.25), then we can set $\left|x_{i}\right\rangle:=\sqrt{\lambda_{i}}\left|v_{i}\right\rangle$ and we have

$$
A=\sum_{i=1}^{n}\left|x_{i}\right\rangle\left\langle x_{i}\right| .
$$

If the orthogonality of the vectors $\left|x_{i}\right\rangle$ is not assumed, then there are several similar decompositions, but they are connected by a unitary. The next lemma and its proof is a good exercise for the bra and ket formalism. (The result and the proof is due to Schrödinger [73].)

Lemma 1.24 If

$$
A=\sum_{j=1}^{n}\left|x_{j}\right\rangle\left\langle x_{j}\right|=\sum_{i=1}^{n}\left|y_{i}\right\rangle\left\langle y_{i}\right|,
$$

then there exists a unitary matrix $\left[U_{i j}\right]_{i, j=1}^{n}$ such that

$$
\begin{equation*}
\sum_{j=1}^{n} U_{i j}\left|x_{j}\right\rangle=\left|y_{i}\right\rangle . \tag{1.27}
\end{equation*}
$$

Proof: Assume first that the vectors $\left|x_{j}\right\rangle$ are orthogonal. Typically they are not unit vectors and several of them can be 0 . Assume that $\left|x_{1}\right\rangle,\left|x_{2}\right\rangle, \ldots,\left|x_{k}\right\rangle$ are not 0 and $\left|x_{k+1}\right\rangle=\ldots=\left|x_{n}\right\rangle=0$. Then the vectors $\left|y_{i}\right\rangle$ are in the linear span of $\left\{\left|x_{j}\right\rangle: 1 \leq j \leq k\right\}$, therefore

$$
\left|y_{i}\right\rangle=\sum_{j=1}^{k} \frac{\left\langle x_{j} \mid y_{i}\right\rangle}{\left\langle x_{j} \mid x_{j}\right\rangle}\left|x_{j}\right\rangle
$$

is the orthogonal expansion. We can define $\left[U_{i j}\right]$ by the formula

$$
U_{i j}=\frac{\left\langle x_{j} \mid y_{i}\right\rangle}{\left\langle x_{j} \mid x_{j}\right\rangle} \quad(1 \leq i \leq n, 1 \leq j \leq k) .
$$

We easily compute that

$$
\begin{aligned}
\sum_{i=1}^{k} U_{i t} U_{i u}^{*} & =\sum_{i=1}^{k} \frac{\left\langle x_{t} \mid y_{i}\right\rangle}{\left\langle x_{t} \mid x_{t}\right\rangle} \frac{\left\langle y_{i} \mid x_{u}\right\rangle}{\left\langle x_{u} \mid x_{u}\right\rangle} \\
& =\frac{\left\langle x_{t}\right| A\left|x_{u}\right\rangle}{\left\langle x_{u} \mid x_{u}\right\rangle\left\langle x_{t} \mid x_{t}\right\rangle}=\delta_{t, u}
\end{aligned}
$$

and this relation shows that the $k$ column vectors of the matrix $\left[U_{i j}\right]$ are orthonormal. If $k<n$, then we can append further columns to get an $n \times n$ unitary, see Exercise 37. (One can see in (1.27) that if $\left|x_{j}\right\rangle=0$, then $U_{i j}$ does not play any role.)

In the general situation

$$
A=\sum_{j=1}^{n}\left|z_{j}\right\rangle\left\langle z_{j}\right|=\sum_{i=1}^{n}\left|y_{i}\right\rangle\left\langle y_{i}\right|
$$

we can make a unitary $U$ from an orthogonal family to $\left|y_{i}\right\rangle$ 's and a unitary $V$ from the same orthogonal family to $\left|z_{i}\right\rangle$ 's and $U V^{*}$ goes from $\left|z_{i}\right\rangle$ 's to $\left|y_{i}\right\rangle$ 's.

Example 1.25 Let $A \in B(\mathcal{H})$ be a self-adjoint operator with eigenvalues $\lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{n}$ (counted with multiplicity). Then

$$
\begin{equation*}
\lambda_{1}=\max \{\langle v, A v\rangle: v \in \mathcal{H},\|v\|=1\} . \tag{1.28}
\end{equation*}
$$

We can take the Schmidt decomposition (1.25). Assume that

$$
\max \{\langle v, A v\rangle: v \in \mathcal{H},\|v\|=1\}=\langle w, A w\rangle
$$

for a unit vector $w$. This vector has the expansion

$$
w=\sum_{i=1}^{n} c_{i}\left|v_{i}\right\rangle
$$

and we have

$$
\langle w, A w\rangle=\sum_{i=1}^{n}\left|c_{i}\right|^{2} \lambda_{i} \leq \lambda_{1} .
$$

The equality holds if and only if $\lambda_{i}<\lambda_{1}$ implies $c_{i}=0$. The maximizer should be an eigenvector with eigenvalue $\lambda_{1}$.

Similarly,

$$
\begin{equation*}
\lambda_{n}=\min \{\langle v, A v\rangle: v \in \mathcal{H},\|v\|=1\} . \tag{1.29}
\end{equation*}
$$

The formulae (1.28) and (1.29) will be extended below.
Theorem 1.26 (Poincaré's inequality) Let $A \in B(\mathcal{H})$ be a self-adjoint operator with eigenvalues $\lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{n}$ (counted with multiplicity) and let $\mathcal{K}$ be a $k$-dimensional subspace of $\mathcal{H}$. Then there are unit vectors $x, y \in \mathcal{K}$ such that

$$
\langle x, A x\rangle \leq \lambda_{k} \quad \text { and } \quad\langle y, A y\rangle \geq \lambda_{k}
$$

Proof: Let $v_{k}, \ldots, v_{n}$ be orthonormal eigenvectors corresponding to the eigenvalues $\lambda_{k}, \ldots, \lambda_{n}$. They span a subspace $\mathcal{M}$ of dimension $n-k+1$ which must have intersection with $\mathcal{K}$. Take a unit vector $x \in \mathcal{K} \cap \mathcal{M}$ which has the expansion

$$
x=\sum_{i=k}^{n} c_{i} v_{i}
$$

and it has the required property:

$$
\langle x, A x\rangle=\sum_{i=k}^{n}\left|c_{i}\right|^{2} \lambda_{i} \leq \lambda_{k} \sum_{i=k}^{n}\left|c_{i}\right|^{2}=\lambda_{k} .
$$

To find the other vector $y$, the same argument can be used with the matrix $-A$.

The next result is a minimax principle.
Theorem 1.27 Let $A \in B(\mathcal{H})$ be a self-adjoint operator with eigenvalues $\lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{n}$ (counted with multiplicity). Then

$$
\lambda_{k}=\min \{\max \{\langle v, A v\rangle: v \in \mathcal{K},\|v\|=1\}: \mathcal{K} \subset \mathcal{H}, \operatorname{dim} \mathcal{K}=n+1-k\} .
$$

Proof: Let $v_{k}, \ldots, v_{n}$ be orthonormal eigenvectors corresponding to the eigenvalues $\lambda_{k}, \ldots, \lambda_{n}$. They span a subspace $\mathcal{K}$ of dimension $n+1-k$. According to (1.28) we have

$$
\lambda_{k}=\max \{\langle v, A v\rangle: v \in \mathcal{K}\}
$$

and it follows that in the statement of the theorem $\geq$ is true.
To complete the proof we have to show that for any subspace $\mathcal{K}$ of dimension $n+1-k$ there is a unit vector $v$ such that $\lambda_{k} \leq\langle v, A v\rangle$, or $-\lambda_{k} \geq$ $\langle v,(-A) v\rangle$. The decreasing eigenvalues of $-A$ are $-\lambda_{n} \geq-\lambda_{n-1} \geq \cdots \geq-\lambda_{1}$ where the $\ell$ th is $-\lambda_{n+1-\ell}$. The existence of a unit vector $v$ is guaranteed by the Poincaré's inequality and we take $\ell$ with the property $n+1-\ell=k$.

### 1.5 Trace and determinant

When $\left\{e_{1}, \ldots, e_{n}\right\}$ is an orthonormal basis of $\mathcal{H}$, the trace $\operatorname{Tr} A$ of $A \in B(\mathcal{H})$ is defined as

$$
\begin{equation*}
\operatorname{Tr} A:=\sum_{i=1}^{n}\left\langle e_{i}, A e_{i}\right\rangle . \tag{1.30}
\end{equation*}
$$

Theorem 1.28 The definition (1.30) is independent of the choice of an orthonormal basis $\left\{e_{1}, \ldots, e_{n}\right\}$ and $\operatorname{Tr} A B=\operatorname{Tr} B A$ for all $A, B \in B(\mathcal{H})$.

Proof: We have

$$
\begin{aligned}
\operatorname{Tr} A B & =\sum_{i=1}^{n}\left\langle e_{i}, A B e_{i}\right\rangle=\sum_{i=1}^{n}\left\langle A^{*} e_{i}, B e_{i}\right\rangle=\sum_{i=1}^{n} \sum_{j=1}^{n} \overline{\left\langle e_{j}, A^{*} e_{i}\right\rangle}\left\langle e_{j}, B e_{i}\right\rangle \\
& =\sum_{j=1}^{n} \sum_{i=1}^{n} \overline{\left\langle e_{i}, B^{*} e_{j}\right\rangle}\left\langle e_{i}, A e_{j}\right\rangle=\sum_{j=1}^{n}\left\langle e_{j}, B A e_{j}\right\rangle=\operatorname{Tr} B A .
\end{aligned}
$$

Now, let $\left\{f_{1}, \ldots, f_{n}\right\}$ be another orthonormal basis of $\mathcal{H}$. Then a unitary $U$ is defined by $U e_{i}=f_{i}, 1 \leq i \leq n$, and we have

$$
\sum_{i=1}^{n}\left\langle f_{i}, A f_{i}\right\rangle=\sum_{i=1}^{n}\left\langle U e_{i}, A U e_{i}\right\rangle=\operatorname{Tr} U^{*} A U=\operatorname{Tr} A U U^{*}=\operatorname{Tr} A
$$

which says that the definition of $\operatorname{Tr} A$ is actually independent of the choice of an orthonormal basis.

When $A \in \mathbb{M}_{n}$, the trace of $A$ is nothing but the sum of the principal diagonal entries of $A$ :

$$
\operatorname{Tr} A=A_{11}+A_{22}+\cdots+A_{n n}
$$

The trace is the sum of the eigenvalues.
Computation of the trace is very simple, the case of the determinant (1.2) is very different. In terms of the Jordan canonical form described in Theorem 1.16, we have

$$
\operatorname{Tr} X=\sum_{j=1}^{m} k_{j} \lambda_{j} \quad \text { and } \quad \operatorname{det} X=\prod_{j=1}^{m} \lambda_{j}^{k_{j}}
$$

Formula (1.22) shows that trace and determinant are certain coefficients of the characteristic polynomial.

The next example is about the determinant of a special linear mapping.
Example 1.29 On the linear space $\mathbb{M}_{n}$ we can define a linear mapping $\alpha$ : $\mathbb{M}_{n} \rightarrow \mathbb{M}_{n}$ as $\alpha(A)=V A V^{*}$, where $V \in \mathbb{M}_{n}$ is a fixed matrix. We are interested in $\operatorname{det} \alpha$.

Let $V=S J S^{-1}$ be the canonical Jordan decomposition and set

$$
\alpha_{1}(A)=S^{-1} A\left(S^{-1}\right)^{*}, \quad \alpha_{2}(B)=J B J^{*}, \quad \alpha_{3}(C)=S C S^{*}
$$

Then $\alpha=\alpha_{3} \circ \alpha_{2} \circ \alpha_{1}$ and $\operatorname{det} \alpha=\operatorname{det} \alpha_{3} \times \operatorname{det} \alpha_{2} \times \operatorname{det} \alpha_{1}$. Since $\alpha_{1}=\alpha_{3}^{-1}$, we have $\operatorname{det} \alpha=\operatorname{det} \alpha_{2}$, so only the Jordan block part has influence to the determinant.

The following example helps to understand the situation. Let

$$
J=\left[\begin{array}{cc}
\lambda_{1} & x \\
0 & \lambda_{2}
\end{array}\right]
$$

and

$$
A_{1}=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right], \quad A_{2}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right], \quad A_{3}=\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right], \quad A_{4}=\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right] .
$$

Then $\left\{A_{1}, A_{2}, A_{3}, A_{4}\right\}$ is a basis in $\mathbb{M}_{2}$. If $\alpha(A)=J A J^{*}$, then from the data

$$
\begin{gathered}
\alpha\left(A_{1}\right)=\lambda_{1}^{2} A_{1}, \quad \alpha\left(A_{2}\right)=\lambda_{1} x A_{1}+\lambda_{1} \lambda_{2} A_{2} \\
\alpha\left(A_{3}\right)=\lambda_{1} x A_{1}+\lambda_{1} \lambda_{2} A_{3}, \quad \alpha\left(A_{4}\right)=x^{2} A_{1}+x \lambda_{2} A_{2}+x \lambda_{2} A_{3}+\lambda_{2}^{2} A_{4}
\end{gathered}
$$

we can observe that the matrix of $\alpha$ is upper triangular:

$$
\left[\begin{array}{cccc}
\lambda_{1}^{2} & x \lambda_{1} & x \lambda_{1} & x^{2} \\
0 & \lambda_{1} \lambda_{2} & 0 & x \lambda_{2} \\
0 & 0 & \lambda_{1} \lambda_{2} & x \lambda_{2} \\
0 & 0 & 0 & \lambda_{2}^{2}
\end{array}\right],
$$

So its determinant is the product of the diagonal entries:

$$
\lambda_{1}^{2}\left(\lambda_{1} \lambda_{2}\right)\left(\lambda_{1} \lambda_{2}\right) \lambda_{2}^{2}=\lambda_{1}^{4} \lambda_{2}^{4}=(\operatorname{det} J)^{4} .
$$

Now let $J \in \mathbb{M}_{n}$ and assume that only the entries $J_{i i}$ and $J_{i, i+1}$ can be non-zero. In $\mathbb{M}_{n}$ we choose the basis of the matrix units,

$$
E(1,1), E(1,2), \ldots, E(1, n), E(2,1), \ldots, E(2, n), \ldots, E(3,1), \ldots, E(n, n)
$$

We want to see that the matrix of $\alpha$ is upper triangular.
From the computation

$$
\begin{aligned}
J E(j, k)) J^{*}= & J_{j-1, j} \overline{J_{k-1, k}} E(j-1, k-1)+J_{j-1, j} \overline{J_{k, k}} E(j-1, k) \\
& +J_{j j} \overline{J_{k-1, k}} E(j, k-1)+J_{j j} \overline{J_{k, k}} E(j, k)
\end{aligned}
$$

we can see that the matrix of the mapping $A \mapsto J A J^{*}$ is upper triangular. (In the lexicographical order of the matrix units $E(j-1, k-1), E(j-1, k), E(j, k-$ $1)$ are before $E(j, k)$.$) The determinant is the product of the diagonal entries:$

$$
\prod_{j, k=1}^{n} J_{j j} \overline{J_{k k}}=\prod_{k=1}^{m}(\operatorname{det} J){\overline{J_{k k}}}^{n}=(\operatorname{det} J)^{n} \overline{\operatorname{det} J}^{n}
$$

It follows that the determinant of $\alpha(A)=V A V^{*}$ is $(\operatorname{det} V)^{n} \overline{\operatorname{det}}^{n}$, since the determinant of $V$ equals to the determinant of its Jordan block $J$. If $\beta(A)=V A V^{t}$, then the argument is similar, $\operatorname{det} \beta=(\operatorname{det} V)^{2 n}$, only the conjugate is missing.

Next we deal with the space $\mathcal{M}$ of real symmetric $n \times n$ matrices. Set $\gamma: \mathcal{M} \rightarrow \mathcal{M}, \gamma(A)=V A V^{t}$. The canonical Jordan decomposition holds also for real matrices and it gives again that the Jordan block $J$ of $V$ determines the determinant of $\gamma$.

To have a matrix of $A \mapsto J A J^{t}$, we need a basis in $\mathcal{M}$. We can take

$$
\{E(j, k)+E(k, j): 1 \leq j \leq k \leq n\} .
$$

Similarly to the above argument, one can see that the matrix is upper triangular. So we need the diagonal entries. $J(E(j, k)+E(k, j)) J^{*}$ can be computed from the above formula and the coefficient of $E(j, k)+E(k, j)$ is $J_{k k} J_{j j}$. The determinant is

$$
\prod_{1 \leq j \leq k \leq n} J_{k k} J_{j j}=(\operatorname{det} J)^{n+1}=(\operatorname{det} V)^{n+1} .
$$

Theorem 1.30 The determinant of a positive matrix $A \in \mathbb{M}_{n}$ does not exceed the product of the diagonal entries:

$$
\operatorname{det} A \leq \prod_{i=1}^{n} A_{i i}
$$

This is a consequence of the concavity of the log function, see Example 4.18 (or Example 1.43).

If $A \in \mathbb{M}_{n}$ and $1 \leq i, j \leq n$, then in the next theorems $[A]^{i j}$ denotes the $(n-1) \times(n-1)$ matrix which is obtained from $A$ by striking out the $i$ th row and the $j$ th column.

Theorem 1.31 Let $A \in \mathbb{M}_{n}$ and $1 \leq j \leq n$. Then

$$
\operatorname{det} A=\sum_{i=1}^{n}(-1)^{i+j} A_{i j} \operatorname{det}\left([A]^{i j}\right)
$$

Example 1.32 Here is a simple computation using the row version of the previous theorem.

$$
\operatorname{det}\left[\begin{array}{lll}
1 & 2 & 0 \\
3 & 0 & 4 \\
0 & 5 & 6
\end{array}\right]=1 \cdot(0 \cdot 6-5 \cdot 4)-2 \cdot(3 \cdot 6-0 \cdot 4)+0 \cdot(3 \cdot 5-0 \cdot 0)
$$

The theorem is useful if the matrix has several 0 entries.

The determinant has an important role in the computation of the inverse.

Theorem 1.33 Let $A \in \mathbb{M}_{n}$ be invertible. Then

$$
\left(A^{-1}\right)_{k i}=(-1)^{i+k} \frac{\operatorname{det}\left([A]^{i k}\right)}{\operatorname{det} A}
$$

for $1 \leq i, k \leq n$.
Example 1.34 A standard formula is

$$
\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]^{-1}=\frac{1}{a d-b c}\left[\begin{array}{cc}
d & -b \\
-c & a
\end{array}\right]
$$

when the determinant $a d-b c$ is not 0 .

The next example is about the Haar measure on some matrices. Mathematical analysis is essential there.

Example $1.35 \mathcal{G}$ denotes the set of invertible real $2 \times 2$ matrices. $\mathcal{G}$ is a (non-commutative) group and $\mathcal{G} \subset M_{2}(\mathbb{R}) \cong \mathbb{R}^{4}$ is an open set. Therefore it is a locally compact topological group.

The Haar measure $\mu$ is defined by the left-invariance property:

$$
\mu(H)=\mu(\{B A: A \in H\}) \quad(B \in G)
$$

( $H \subset \mathcal{G}$ is measurable). We assume that

$$
\mu(H)=\int_{H} p(A) d A
$$

where $p: \mathcal{G} \rightarrow \mathbb{R}^{+}$is a function and $d A$ is the Lebesgue measure in $\mathbb{R}^{4}$ :

$$
A=\left[\begin{array}{cc}
x & y \\
z & w
\end{array}\right], \quad d A=d x d y d z d w
$$

The left-invariance is equivalent with the condition

$$
\int f(A) p(A) d A=\int f(B A) p(A) d A
$$

for all continuous functions $f: \mathcal{G} \rightarrow \mathbb{R}$ and for every $B \in \mathcal{G}$. The integral can be changed:

$$
\int f(B A) p(A) d A=\int f\left(A^{\prime}\right) p\left(B^{-1} A^{\prime}\right)\left|\frac{\partial A}{\partial A^{\prime}}\right| d A^{\prime}
$$

$B A$ is replaced with $A^{\prime}$. If

$$
B=\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]
$$

then

$$
A^{\prime}:=B A=\left[\begin{array}{ll}
a x+b z & a y+b w \\
c x+d z & c y+d w
\end{array}\right]
$$

and the Jacobi matrix is

$$
\frac{\partial A^{\prime}}{\partial A}=\left[\begin{array}{llll}
a & 0 & b & 0 \\
0 & a & 0 & b \\
c & 0 & d & 0 \\
0 & c & 0 & d
\end{array}\right]=B \otimes I_{2} .
$$

We have

$$
\left|\frac{\partial A}{\partial A^{\prime}}\right|:=\left|\operatorname{det}\left[\frac{\partial A}{\partial A^{\prime}}\right]\right|=\frac{1}{\left|\operatorname{det}\left(B \otimes I_{2}\right)\right|}=\frac{1}{(\operatorname{det} B)^{2}}
$$

and

$$
\int f(A) p(A) d A=\int f(A) \frac{p\left(B^{-1} A\right)}{(\operatorname{det} B)^{2}} d A
$$

So the condition for the invariance of the measure is

$$
p(A)=\frac{p\left(B^{-1} A\right)}{(\operatorname{det} B)^{2}} .
$$

The solution is

$$
p(A)=\frac{1}{(\operatorname{det} A)^{2}}
$$

This defines the left invariant Haar measure, but it is actually also right invariant.

For $n \times n$ matrices the computation is similar, then

$$
p(A)=\frac{1}{(\operatorname{det} A)^{n}}
$$

(Another example is in Exercise 61.)

### 1.6 Positivity and absolute value

Let $\mathcal{H}$ be a Hilbert space and $T: \mathcal{H} \rightarrow \mathcal{H}$ be a bounded linear operator. $T$ is called a positive mapping (or positive semidefinite matrix) if $\langle x, T x\rangle \geq 0$ for every vector $x \in \mathcal{H}$, in notation $T \geq 0$. It follows from the definition that a positive operator is self-adjoint. Moreover, if $T_{1}$ and $T_{2}$ are positive operators, then $T_{1}+T_{2}$ is positive as well.

Theorem 1.36 Let $T \in B(\mathcal{H})$ be an operator. The following conditions are equivalent.
(1) $T$ is positive.
(2) $T=T^{*}$ and the spectrum of $T$ lies in $\mathbb{R}^{+}$.
(3) $T$ is of the form $A^{*} A$ for some operator $A \in B(\mathcal{H})$.

An operator $T$ is positive if and only if $U T U^{*}$ is positive for a unitary $U$.
We can reformulate positivity for a matrix $T \in \mathbb{M}_{n}$. For $\left(a_{1}, a_{2}, \ldots, a_{n}\right) \in$ $\mathbb{C}^{n}$ the inequality

$$
\begin{equation*}
\sum_{i} \sum_{j} \bar{a}_{i} T_{i j} a_{j} \geq 0 \tag{1.31}
\end{equation*}
$$

should be true. It is easy to see that if $T \geq 0$, then $T_{i i} \geq 0$ for every $1 \leq i \leq n$. For a special unitary $U$ the matrix $U T U^{*}$ can be diagonal $\operatorname{Diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$ where $\lambda_{i}$ 's are the eigenvalues. So the positivity of $T$ means that it is Hermitian and the eigenvalues are positive.

Example 1.37 If the matrix

$$
A=\left[\begin{array}{lll}
a & b & c \\
\bar{b} & d & e \\
\bar{c} & \bar{e} & f
\end{array}\right]
$$

is positive, then the matrices

$$
B=\left[\begin{array}{ll}
a & b \\
\bar{b} & d
\end{array}\right], \quad C=\left[\begin{array}{ll}
a & c \\
\bar{c} & f
\end{array}\right]
$$

are positive as well. (We take the positivity condition (1.31) for $A$ and the choice $a_{3}=0$ gives the positivity of $B$. Similar argument with $a_{2}=0$ is for C.)

Theorem 1.38 Let $T$ be a positive operator. Then there is a unique positive operator $B$ such that $B^{2}=T$. If a self-adjoint operator $A$ commutes with $T$, then it commutes with $B$ as well.

Proof: We restrict ourselves to the finite dimensional case. In this case it is enough to find the eigenvalues and the eigenvectors. If $B x=\lambda x$, then $x$ is an eigenvector of $T$ with eigenvalue $\lambda^{2}$. This determines $B$ uniquely, $T$ and $B$ have the same eigenvectors.
$A B=B A$ holds if for any eigenvector $x$ of $B$ the vector $A x$ is an eigenvector, too. If $T A=A T$, then this follows.
$B$ is called the square root of $T, T^{1 / 2}$ and $\sqrt{T}$ are the notations. It follows from the theorem that the product of commuting positive operators $T$ and $A$ is positive. Indeed,

$$
T A=T^{1 / 2} T^{1 / 2} A^{1 / 2} A^{1 / 2}=T^{1 / 2} A^{1 / 2} A^{1 / 2} T^{1 / 2}=\left(A^{1 / 2} T^{1 / 2}\right)^{*} A^{1 / 2} T^{1 / 2}
$$

For each $A \in B(\mathcal{H})$, we have $A^{*} A \geq 0$. So, define $|A|:=\left(A^{*} A\right)^{1 / 2}$ that is called the absolute value of $A$. The mapping

$$
|A| x \mapsto A x
$$

is norm preserving:

$$
\left.\||A| x\|^{2}=\langle | A|x,|A| x\rangle=\left.\langle x,| A\right|^{2} x\right\rangle=\left\langle x, A^{*} A x\right\rangle=\langle A x, A x\rangle=\|A x\|^{2}
$$

It can be extended to a unitary $U$. So $A=U|A|$ and this is called polar decomposition.
$|A|:=\left(A^{*} A\right)^{1 / 2}$ makes sense if $A: \mathcal{H}_{1} \rightarrow \mathcal{H}_{2}$. Then $|A| \in B\left(\mathcal{H}_{1}\right)$. The above argument tells that $|A| x \mapsto A x$ is norm preserving, but it is not sure that it can be extended to a unitary. If $\operatorname{dim} \mathcal{H}_{1} \leq \operatorname{dim} \mathcal{H}_{2}$, then $|A| x \mapsto A x$ can be extended to an isometry $V: \mathcal{H}_{1} \rightarrow \mathcal{H}_{2}$. Then $A=V|A|$, where $V^{*} V=I$.

The eigenvalues $s_{i}(A)$ of $|A|$ are called the singular values of $A$. If $A \in \mathbb{M}_{n}$, then the usual notation is

$$
\begin{equation*}
s(A)=\left(s_{1}(A), \ldots, s_{n}(A)\right), \quad s_{1}(A) \geq s_{2}(A) \geq \cdots \geq s_{n}(A) . \tag{1.32}
\end{equation*}
$$

Example 1.39 Let $T$ be a positive operator acting on a finite dimensional Hilbert space such that $\|T\| \leq 1$. We want to show that there is a unitary operator $U$ such that

$$
T=\frac{1}{2}\left(U+U^{*}\right)
$$

We can choose an orthonormal basis $e_{1}, e_{2}, \ldots, e_{n}$ consisting of eigenvectors of $T$ and in this basis the matrix of $T$ is diagonal, say, $\operatorname{Diag}\left(t_{1}, t_{2}, \ldots, t_{n}\right)$, $0 \leq t_{j} \leq 1$ from the positivity. For any $1 \leq j \leq n$ we can find a real number $\theta_{j}$ such that

$$
t_{j}=\frac{1}{2}\left(e^{\mathrm{i} \theta_{j}}+e^{-\mathrm{i} \theta_{j}}\right) .
$$

Then the unitary operator $U$ with matrix $\operatorname{Diag}\left(\exp \left(\mathrm{i} \theta_{1}\right), \ldots, \exp \left(\mathrm{i} \theta_{n}\right)\right)$ will have the desired property.

If $T$ acts on a finite dimensional Hilbert space which has an orthonormal basis $e_{1}, e_{2}, \ldots, e_{n}$, then $T$ is uniquely determined by its matrix

$$
\left[\left\langle e_{i}, T e_{j}\right\rangle\right]_{i, j=1}^{n}
$$

$T$ is positive if and only if its matrix is positive (semi-definite).
Example 1.40 Let

$$
A=\left[\begin{array}{cccc}
\lambda_{1} & \lambda_{2} & \ldots & \lambda_{n} \\
0 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 0
\end{array}\right]
$$

Then

$$
\left[A^{*} A\right]_{i, j}=\bar{\lambda}_{i} \lambda_{j} \quad(1 \leq i, j \leq n)
$$

and this matrix is positive:

$$
\sum_{i} \sum_{j} \bar{a}_{i}\left[A^{*} A\right]_{i, j} a_{j}=\overline{\sum_{i} a_{i} \lambda_{i}} \sum_{j} a_{j} \lambda_{j} \geq 0
$$

Every positive matrix is the sum of matrices of this form. (The minimum number of the summands is the rank of the matrix.)

Example 1.41 Take numbers $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}>0$ and set

$$
\begin{equation*}
A_{i j}=\frac{1}{\lambda_{i}+\lambda_{j}} \tag{1.33}
\end{equation*}
$$

which is called Cauchy matrix. We have

$$
\frac{1}{\lambda_{i}+\lambda_{j}}=\int_{0}^{\infty} e^{-t \lambda_{i}} e^{-t \lambda_{j}} d t
$$

and the matrix

$$
A(t)_{i j}:=e^{-t \lambda_{i}} e^{-t \lambda_{j}}
$$

is positive for every $t \in \mathbb{R}$ due to Example 1.40. Therefore

$$
A=\int_{0}^{\infty} A(t) d t
$$

is positive as well.
The above argument can be generalized. If $r>0$, then

$$
\frac{1}{\left(\lambda_{i}+\lambda_{j}\right)^{r}}=\frac{1}{\Gamma(r)} \int_{0}^{\infty} e^{-t \lambda_{i}} e^{-t \lambda_{j}} t^{r-1} d t
$$

This implies that

$$
\begin{equation*}
A_{i j}=\frac{1}{\left(\lambda_{i}+\lambda_{j}\right)^{r}} \quad(r>0) \tag{1.34}
\end{equation*}
$$

is positive.
The Cauchy matrix is an example of an infinitely divisible matrix. If $A$ is an entrywise positive matrix, then it is called infinitely divisable if the matrices

$$
A(r)_{i j}=\left(A_{i j}\right)^{r}
$$

are positive for every number $r>0$.
Theorem 1.42 Let $T \in B(\mathcal{H})$ be an invertible self-adjoint operator and $e_{1}, e_{2}, \ldots, e_{n}$ be a basis in the Hilbert space $\mathcal{H} . T$ is positive if and only if for any $1 \leq k \leq n$ the determinant of the $k \times k$ matrix

$$
\left[\left\langle e_{i}, T e_{j}\right\rangle\right]_{i j=1}^{k}
$$

is positive (that is, $\geq 0$ ).
An invertible positive matrix is called positive definite. Such matrices appear in probability theory in the concept of Gaussian distribution. The work with Gaussian distributions in probability theory requires the experience with matrices. (This is in the next example, but also in Example 2.7.)

Example 1.43 Let $M$ be a positive definite $n \times n$ real matrix and $\mathbf{x}=$ $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$. Then

$$
\begin{equation*}
f_{M}(\mathbf{x}):=\sqrt{\frac{\operatorname{det} M}{(2 \pi)^{n}}} \exp \left(-\frac{1}{2}\langle\mathbf{x}, M \mathbf{x}\rangle\right) \tag{1.35}
\end{equation*}
$$

is a multivariate Gaussian probability distribution (with 0 expectation, see, for example, III. 6 in [35]). The matrix $M$ will be called the quadratic matrix of the Gaussian distribution..
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For an $n \times n$ matrix $B$, the relation

$$
\begin{equation*}
\int\langle\mathbf{x}, B \mathbf{x}\rangle f_{M}(\mathbf{x}) d \mathbf{x}=\operatorname{Tr} B M^{-1} \tag{1.36}
\end{equation*}
$$

holds.
We first note that if (1.36) is true for a matrix $M$, then

$$
\begin{aligned}
\int\langle\mathbf{x}, B \mathbf{x}\rangle f_{U^{*} M U}(\mathbf{x}) d \mathbf{x} & =\int\left\langle U^{*} \mathbf{x}, B U^{*} \mathbf{x}\right\rangle f_{M}(\mathbf{x}) d \mathbf{x} \\
& =\operatorname{Tr}\left(U B U^{*}\right) M^{-1} \\
& =\operatorname{Tr} B\left(U^{*} M U\right)^{-1}
\end{aligned}
$$

for a unitary $U$, since the Lebesgue measure on $\mathbb{R}^{n}$ is invariant under unitary transformation. This means that (1.36) holds also for $U^{*} M U$. Therefore to check (1.36), we may assume that $M$ is diagonal. Another reduction concerns $B$, we may assume that $B$ is a matrix unit $E_{i j}$. Then the $n$ variable integral reduces to integrals on $\mathbb{R}$ and the known integrals

$$
\int_{\mathbb{R}} t \exp \left(-\frac{1}{2} \lambda t^{2}\right) d t=0 \quad \text { and } \quad \int_{\mathbb{R}} t^{2} \exp \left(-\frac{1}{2} \lambda t^{2}\right) d t=\frac{\sqrt{2 \pi}}{\lambda}
$$

can be used.
Formula (1.36) has an important consequence. When the joint distribution of the random variables $\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)$ is given by (1.35), then the covariance matrix is $M^{-1}$.

The Boltzmann entropy of a probability density $f(\mathbf{x})$ is defined as

$$
\begin{equation*}
h(f):=-\int f(\mathbf{x}) \log f(\mathbf{x}) d \mathbf{x} \tag{1.37}
\end{equation*}
$$

if the integral exists. For a Gaussian $f_{M}$ we have

$$
h\left(f_{M}\right)=\frac{n}{2} \log (2 \pi e)-\frac{1}{2} \log \operatorname{det} M .
$$

Assume that $f_{M}$ is the joint distribution of the (number-valued) random variables $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$. Their joint Boltzmann entropy is

$$
h\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)=\frac{n}{2} \log (2 \pi e)+\log \operatorname{det} M^{-1}
$$

and the Boltzmann entropy of $\xi_{i}$ is

$$
h\left(\xi_{i}\right)=\frac{1}{2} \log (2 \pi e)+\frac{1}{2} \log \left(M^{-1}\right)_{i i} .
$$

The subadditivity of the Boltzmann entropy is the inequality

$$
h\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \leq h\left(\xi_{1}\right)+h\left(\xi_{2}\right)+\ldots+h\left(\xi_{n}\right)
$$

which is

$$
\log \operatorname{det} A \leq \sum_{i=1}^{n} \log A_{i i}
$$

in our particular Gaussian case, $A=M^{-1}$. What we obtained is the Hadamard inequality

$$
\operatorname{det} A \leq \prod_{i=1}^{n} A_{i i}
$$

for a positive definite matrix $A$, cf. Theorem 1.30.
Example 1.44 If the matrix $X \in \mathbb{M}_{n}$ can be written in the form

$$
X=S \operatorname{Diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right) S^{-1}
$$

with $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}>0$, then $X$ is called weakly positive. Such a matrix has $n$ linearly independent eigenvectors with strictly positive eigenvalues. If the eigenvectors are orthogonal, then the matrix is positive definite. Since $X$ has the form

$$
\left(S \operatorname{Diag}\left(\sqrt{\lambda_{1}}, \sqrt{\lambda_{2}}, \ldots, \sqrt{\lambda_{n}}\right) S^{*}\right)\left(\left(S^{*}\right)^{-1} \operatorname{Diag}\left(\sqrt{\lambda_{1}}, \sqrt{\lambda_{2}}, \ldots, \sqrt{\lambda_{n}}\right) S^{-1}\right)
$$

it is the product of two positive definite matrices.
Although this $X$ is not positive, but the eigenvalues are strictly positive. Therefore we can define the square root as

$$
X^{1 / 2}=S \operatorname{Diag}\left(\sqrt{\lambda_{1}}, \sqrt{\lambda_{2}}, \ldots, \sqrt{\lambda_{n}}\right) S^{-1}
$$

(See also 3.16).
The next result is called Wielandt inequality. In the proof the operator norm will be used.

Theorem 1.45 Let $A$ be a self-adjoint operator such that for some numbers $a, b>0$ the inequalities $a I \geq A \geq b I$ hold. Then for orthogonal unit vectors $x$ and $y$ the inequality

$$
|\langle x, A y\rangle|^{2} \leq\left(\frac{a-b}{a+b}\right)^{2}\langle x, A x\rangle\langle y, A y\rangle
$$

holds.
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Proof: The conditions imply that $A$ is a positive invertible operator. The next argument holds for any real number $\alpha$ :

$$
\begin{aligned}
\langle x, A y\rangle & =\langle x, A y\rangle-\alpha\langle x, y\rangle=\langle x,(A-\alpha I) y\rangle \\
& =\left\langle A^{1 / 2} x,\left(I-\alpha A^{-1}\right) A^{1 / 2} y\right\rangle
\end{aligned}
$$

and

$$
|\langle x, A y\rangle|^{2} \leq\langle x, A x\rangle\left\|I-\alpha A^{-1}\right\|^{2}\langle y, A y\rangle .
$$

It is enough to prove that

$$
\left\|I-\alpha A^{-1}\right\| \leq \frac{a-b}{a+b}
$$

for an appropriate $\alpha$.
Since $A$ is self-adjoint, it is diagonal in a basis, $A=\operatorname{Diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$ and

$$
I-\alpha A^{-1}=\operatorname{Diag}\left(1-\frac{\alpha}{\lambda_{1}}, \ldots, 1-\frac{\alpha}{\lambda_{n}}\right) .
$$

Recall that $b \leq \lambda_{i} \leq a$. If we choose

$$
\alpha=\frac{2 a b}{a+b},
$$

then it is elementary to check that

$$
-\frac{a-b}{a+b} \leq 1-\frac{\alpha}{\lambda_{i}} \leq \frac{a-b}{a+b}
$$

and that gives the proof.
The description of the generalized inverse of an $m \times n$ matrix can be described in terms of the singular value decomposition.

Let $A \in \mathbb{M}_{m \times n}$ with strictly positive singular values $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{k}$. (Then $k \leq m, n$.) Define a matrix $\Sigma \in \mathbb{M}_{m \times n}$ as

$$
\Sigma_{i j}= \begin{cases}\sigma_{i} & \text { if } \quad i=j \leq k, \\ 0 & \text { otherwise } .\end{cases}
$$

This matrix appears in the singular value decomposition described in the next theorem.

Theorem 1.46 $A$ matrix $A \in \mathbb{M}_{m \times n}$ has the decomposition

$$
\begin{equation*}
A=U \Sigma V^{*} \tag{1.38}
\end{equation*}
$$

where $U \in \mathbb{M}_{m}$ and $V \in \mathbb{M}_{n}$ are unitaries and $\Sigma \in \mathbb{M}_{m \times n}$ is defined above.

For the sake of simplicity we consider the case $m=n$. Then $A$ has the polar decomposition $U_{0}|A|$ and $|A|$ can be diagonalized:

$$
|A|=U_{1} \operatorname{Diag}\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{k}, 0, \ldots, 0\right) U_{1}^{*}
$$

Therefore, $A=\left(U_{0} U_{1}\right) \Sigma U_{1}^{*}$, where $U_{0}$ and $U_{1}$ are unitaries.
Theorem 1.47 For a matrix $A \in \mathbb{M}_{m \times n}$ there exists a unique matrix $A^{\dagger} \in$ $\mathbb{M}_{n \times m}$ such that the following four properties hold:
(1) $A A^{\dagger} A=A$;
(2) $A^{\dagger} A A^{\dagger}=A^{\dagger}$;
(3) $A A^{\dagger}$ is self-adjoint;
(4) $A^{\dagger} A$ is self-adjoint.

It is easy to describe $A^{\dagger}$ in terms of the singular value decomposition (1.38). Namely, $A^{\dagger}=V \Sigma^{\dagger} U^{*}$, where

$$
\Sigma_{i j}^{\dagger}= \begin{cases}\frac{1}{\sigma_{i}} & \text { if } \quad i=j \leq k \\ 0 & \text { otherwise }\end{cases}
$$

If $A$ is invertible, then $n=m$ and $\Sigma^{\dagger}=\Sigma^{-1}$. Hence $A^{\dagger}$ is the inverse of $A$. Therefore $A^{\dagger}$ is called the generalized inverse of $A$ or the Moore-Penrose generalized inverse. The generalized inverse has the properties

$$
\begin{equation*}
(\lambda A)^{\dagger}=\frac{1}{\lambda} A^{\dagger}, \quad\left(A^{\dagger}\right)^{\dagger}=A, \quad\left(A^{\dagger}\right)^{*}=\left(A^{*}\right)^{\dagger} . \tag{1.39}
\end{equation*}
$$

It is worthwhile to note that for a matrix $A$ with real entries $A^{\dagger}$ has real entries as well. Another important note is the fact that the generalized inverse of $A B$ is not always $B^{\dagger} A^{\dagger}$.

Example 1.48 If $M \in \mathbb{M}_{m}$ is an invertible matrix and $v \in \mathbb{C}^{m}$, then the linear system

$$
M x=v
$$

has the obvious solution $x=M^{-1} v$. If $M \in \mathbb{M}_{m \times n}$, then the generalized inverse can be used. From property (1) a necessary condition of the solvability of the equation is $M M^{\dagger} v=v$. If this condition holds, then the solution is

$$
x=M^{\dagger} v+\left(I_{n}-M^{\dagger} M\right) z
$$

with arbitrary $z \in \mathbb{C}^{n}$. This example justifies the importance of the generalized inverse.

### 1.7 Tensor product

Let $\mathcal{H}$ be the linear space of polynomials in the variable $x$ and with degree less than or equal to $n$. A natural basis consists of the powers $1, x, x^{2}, \ldots, x^{n}$. Similarly, let $\mathcal{K}$ be the space of polynomials in $y$ of degree less than or equal to $m$. Its basis is $1, y, y^{2}, \ldots, y^{m}$. The tensor product of these two spaces is the space of polynomials of two variables with basis $x^{i} y^{j}, 0 \leq i \leq n$ and $0 \leq j \leq m$. This simple example contains the essential ideas.

Let $\mathcal{H}$ and $\mathcal{K}$ be Hilbert spaces. Their algebraic tensor product consists of the formal finite sums

$$
\sum_{i, j} x_{i} \otimes y_{j} \quad\left(x_{i} \in \mathcal{H}, y_{j} \in \mathcal{K}\right)
$$

Computing with these sums, one should use the following rules:

$$
\begin{array}{ll}
\left(x_{1}+x_{2}\right) \otimes y=x_{1} \otimes y+x_{2} \otimes y, & (\lambda x) \otimes y=\lambda(x \otimes y), \\
x \otimes\left(y_{1}+y_{2}\right)=x \otimes y_{1}+x \otimes y_{2}, & x \otimes(\lambda y)=\lambda(x \otimes y) .
\end{array}
$$

The inner product is defined as

$$
\left\langle\sum_{i, j} x_{i} \otimes y_{j}, \sum_{k, l} z_{k} \otimes w_{l}\right\rangle=\sum_{i, j, k, l}\left\langle x_{i}, z_{k}\right\rangle\left\langle y_{j}, w_{l}\right\rangle .
$$

When $\mathcal{H}$ and $\mathcal{K}$ are finite dimensional spaces, then we arrived at the tensor product Hilbert space $\mathcal{H} \otimes \mathcal{K}$, otherwise the algebraic tensor product must be completed in order to get a Banach space.

Example 1.49 $L^{2}[0,1]$ is the Hilbert space of the square integrable functions on $[0,1]$. If $f, g \in L^{2}[0,1]$, then the elementary tensor $f \otimes g$ can be interpreted as a function of two variables, $f(x) g(y)$ defined on $[0,1] \times[0,1]$. The computational rules (1.40) are obvious in this approach.

The tensor product of finitely many Hilbert spaces is defined similarly.
If $e_{1}, e_{2}, \ldots$ and $f_{1}, f_{2}, \ldots$ are bases in $\mathcal{H}$ and $\mathcal{K}$, respectively, then $\left\{e_{i} \otimes f_{j}\right.$ : $i, j\}$ is a basis in the tensor product space. This basis is called product basis. An arbitrary vector $x \in \mathcal{H} \otimes \mathcal{K}$ admits an expansion

$$
\begin{equation*}
x=\sum_{i, j} c_{i j} e_{i} \otimes f_{j} \tag{1.40}
\end{equation*}
$$

for some coefficients $c_{i j}, \sum_{i, j}\left|c_{i j}\right|^{2}=\|x\|^{2}$. This kind of expansion is general, but sometimes it is not the best.

Lemma 1.50 Any unit vector $x \in \mathcal{H} \otimes \mathcal{K}$ can be written in the form

$$
\begin{equation*}
x=\sum_{k} \sqrt{p_{k}} g_{k} \otimes h_{k} \tag{1.41}
\end{equation*}
$$

where the vectors $g_{k} \in \mathcal{H}$ and $h_{k} \in \mathcal{K}$ are orthonormal and $\left(p_{k}\right)$ is a probability distribution.

Proof: We can define a conjugate-linear mapping $\Lambda: \mathcal{H} \rightarrow \mathcal{K}$ as

$$
\langle\Lambda \alpha, \beta\rangle=\langle x, \alpha \otimes \beta\rangle
$$

for every vector $\alpha \in \mathcal{H}$ and $\beta \in \mathcal{K}$. In the computation we can use the bases $\left(e_{i}\right)_{i}$ in $\mathcal{H}$ and $\left(f_{j}\right)_{j}$ in $\mathcal{K}$. If $x$ has the expansion (1.40), then

$$
\left\langle\Lambda e_{i}, f_{j}\right\rangle=c_{i j}
$$

and the adjoint $\Lambda^{*}$ is determined by

$$
\left\langle\Lambda^{*} f_{j}, e_{i}\right\rangle=\overline{c_{i j}} .
$$

(Concerning the adjoint of a conjugate-linear mapping, see (1.17).)
One can compute that the partial trace of the matrix $|x\rangle\langle x|$ is $D:=\Lambda^{*} \Lambda$. It is enough to check that

$$
\left\langle x \mid e_{k}\right\rangle\left\langle e_{\ell} \mid x\right\rangle=\operatorname{Tr} \Lambda^{*} \Lambda\left|e_{k}\right\rangle\left\langle e_{\ell}\right|
$$

for every $k$ and $\ell$.
Choose now the orthogonal unit vectors $g_{k}$ such that they are eigenvectors of $D$ with corresponding non-zero eigenvalues $p_{k}, D g_{k}=p_{k} g_{k}$. Then

$$
h_{k}:=\frac{1}{\sqrt{p_{k}}}\left|\Lambda g_{k}\right\rangle
$$

is a family of pairwise orthogonal unit vectors. Now

$$
\left\langle x, g_{k} \otimes h_{\ell}\right\rangle=\left\langle\Lambda g_{k}, h_{\ell}\right\rangle=\frac{1}{\sqrt{p_{\ell}}}\left\langle\Lambda g_{k}, \Lambda g_{\ell}\right\rangle=\frac{1}{\sqrt{p_{\ell}}}\left\langle g_{\ell}, \Lambda^{*} \Lambda g_{k}\right\rangle=\delta_{k, \ell} \sqrt{p_{\ell}}
$$

and we arrived at the orthogonal expansion (1.41).
The product basis tells us that

$$
\operatorname{dim}(\mathcal{H} \otimes \mathcal{K})=\operatorname{dim}(\mathcal{H}) \times \operatorname{dim}(\mathcal{K})
$$

Example 1.51 In the quantum formalism the orthonormal basis in the two dimensional Hilbert space $\mathcal{H}$ is denoted as $|\uparrow\rangle,|\downarrow\rangle$. Instead of $|\uparrow\rangle \otimes|\downarrow\rangle$, the notation $|\uparrow \downarrow\rangle$ is used. Therefore the product basis is

$$
|\uparrow \uparrow\rangle, \quad|\uparrow \downarrow\rangle, \quad|\downarrow \uparrow\rangle, \quad|\downarrow \downarrow\rangle .
$$

Sometimes $\downarrow$ is replaced by 0 and $\uparrow$ by 1 .
Another basis

$$
\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle), \quad \frac{1}{\sqrt{2}}(|01\rangle+|10\rangle), \quad \frac{\mathrm{i}}{\sqrt{2}}(|10\rangle-|01\rangle), \quad \frac{1}{\sqrt{2}}(|00\rangle-|11\rangle)
$$

is often used, it is called Bell basis.

Example 1.52 In the Hilbert space $L^{2}\left(\mathbb{R}^{2}\right)$ we can get a basis if the space is considered as $L^{2}(\mathbb{R}) \otimes L^{2}(\mathbb{R})$. In the space $L^{2}(\mathbb{R})$ the Hermite functions

$$
\varphi_{n}(x)=\exp \left(-x^{2} / 2\right) H_{n}(x)
$$

form a good basis, where $H_{n}(x)$ is the appropriately normalized Hermite polynomial. Therefore, the two variable Hermite functions

$$
\begin{equation*}
\varphi_{n m}(x, y):=e^{-\left(x^{2}+y^{2}\right) / 2} H_{n}(x) H_{m}(y) \quad(n, m=0,1, \ldots) \tag{1.42}
\end{equation*}
$$

form a basis in $L^{2}\left(\mathbb{R}^{2}\right)$.

The tensor product of linear transformations can be defined as well. If $A: V_{1} \rightarrow W_{1}$ and $B: V_{2} \rightarrow W_{2}$ are linear transformations, then there is a unique linear transformation $A \otimes B: V_{1} \otimes V_{2} \rightarrow W_{1} \otimes W_{2}$ such that

$$
(A \otimes B)\left(v_{1} \otimes v_{2}\right)=A v_{1} \otimes B v_{2} \quad\left(v_{1} \in V_{1}, v_{2} \in V_{2}\right)
$$

Since the linear mappings (between finite dimensional Hilbert spaces) are identified with matrices, the tensor product of matrices appears as well.

Example 1.53 Let $\left\{e_{1}, e_{2}, e_{3}\right\}$ be a basis in $\mathcal{H}$ and $\left\{f_{1}, f_{2}\right\}$ be a basis in $\mathcal{K}$. If $\left[A_{i j}\right]$ is the matrix of $A \in B\left(\mathcal{H}_{1}\right)$ and $\left[B_{k l}\right]$ is the matrix of $B \in B\left(\mathcal{H}_{2}\right)$, then

$$
(A \otimes B)\left(e_{j} \otimes f_{l}\right)=\sum_{i, k} A_{i j} B_{k l} e_{i} \otimes f_{k}
$$

It is useful to order the tensor product bases lexicographically: $e_{1} \otimes f_{1}, e_{1} \otimes$ $f_{2}, e_{2} \otimes f_{1}, e_{2} \otimes f_{2}, e_{3} \otimes f_{1}, e_{3} \otimes f_{2}$. Fixing this ordering, we can write down
the matrix of $A \otimes B$ and we have

$$
\left[\begin{array}{llllll}
A_{11} B_{11} & A_{11} B_{12} & A_{12} B_{11} & A_{12} B_{12} & A_{13} B_{11} & A_{13} B_{12} \\
A_{11} B_{21} & A_{11} B_{22} & A_{12} B_{21} & A_{12} B_{22} & A_{13} B_{21} & A_{13} B_{22} \\
A_{21} B_{11} & A_{21} B_{12} & A_{22} B_{11} & A_{22} B_{12} & A_{23} B_{11} & A_{23} B_{12} \\
A_{21} B_{21} & A_{21} B_{22} & A_{22} B_{21} & A_{22} B_{22} & A_{23} B_{21} & A_{23} B_{22} \\
A_{31} B_{11} & A_{31} B_{12} & A_{32} B_{11} & A_{32} B_{12} & A_{33} B_{11} & A_{33} B_{12} \\
A_{31} B_{21} & A_{31} B_{22} & A_{32} B_{21} & A_{32} B_{22} & A_{33} B_{21} & A_{33} B_{22}
\end{array}\right] .
$$

In the block matrix formalism we have

$$
A \otimes B=\left[\begin{array}{lll}
A_{11} B & A_{12} B & A_{13} B  \tag{1.43}\\
A_{21} B & A_{22} B & A_{23} B \\
A_{31} B & A_{32} B & A_{33} B
\end{array}\right]
$$

see Chapter 2.1.
The tensor product of matrices is also called Kronecker product.
Example 1.54 When $A \in \mathbb{M}_{n}$ and $B \in \mathbb{M}_{m}$, the matrix

$$
I_{m} \otimes A+B \otimes I_{n} \in \mathbb{M}_{n m}
$$

is called the Kronecker sum of $A$ and $B$.
If $u$ is an eigenvector of $A$ with eigenvalue $\lambda$ and $v$ is an eigenvector of $B$ with eigenvalue $\mu$, then

$$
\left(I_{m} \otimes A+B \otimes I_{n}\right)(u \otimes v)=\lambda(u \otimes v)+\mu(u \otimes v)=(\lambda+\mu)(u \otimes v) .
$$

So $u \otimes v$ is an eigenvector of the Kronecker sum with eigenvalue $\lambda+\mu$.
The computation rules of the tensor product of Hilbert spaces imply straightforward properties of the tensor product of matrices (or linear mappings).

Theorem 1.55 The following rules hold:
(1) $\left(A_{1}+A_{2}\right) \otimes B=A_{1} \otimes B+A_{2} \otimes B$,
(2) $B \otimes\left(A_{1}+A_{2}\right)=B \otimes A_{1}+B \otimes A_{2}$,
(3) $(\lambda A) \otimes B=A \otimes(\lambda B)=\lambda(A \otimes B) \quad(\lambda \in \mathbb{C})$,
(4) $(A \otimes B)(C \otimes D)=A C \otimes B D$,
(5) $(A \otimes B)^{*}=A^{*} \otimes B^{*}$,
(6) $(A \otimes B)^{-1}=A^{-1} \otimes B^{-1}$ if $A$ and $B$ are invertible,
(6) $\|A \otimes B\|=\|A\|\|B\|$.

For example, the tensor product of self-adjoint matrices is self-adjoint, the tensor product of unitaries is unitary.

The linear mapping $\mathbb{M}_{n} \otimes \mathbb{M}_{n} \rightarrow \mathbb{M}_{n}$ defined as

$$
\operatorname{Tr}_{2}: A \otimes B \mapsto(\operatorname{Tr} B) A
$$

is called partial trace. The other partial trace is

$$
\operatorname{Tr}_{1}: A \otimes B \mapsto(\operatorname{Tr} A) B
$$

Example 1.56 Assume that $A \in \mathbb{M}_{n}$ and $B \in \mathbb{M}_{m}$. Then $A \otimes B$ is an $n m \times n m$-matrix. Let $C \in \mathbb{M}_{n m}$. How can we decide if it has the form of $A \otimes B$ for some $A \in \mathbb{M}_{n}$ and $B \in \mathbb{M}_{m}$ ?

First we study how to recognize $A$ and $B$ from $A \otimes B$. (Of course, $A$ and $B$ are not uniquely determined, since $(\lambda A) \otimes\left(\lambda^{-1} B\right)=A \otimes B$.) If we take the trace of all entries of (1.43), then we get

$$
\left[\begin{array}{ccc}
A_{11} \operatorname{Tr} B & A_{12} \operatorname{Tr} B & A_{13} \operatorname{Tr} B \\
A_{21} \operatorname{Tr} B & A_{22} \operatorname{Tr} B & A_{23} \operatorname{Tr} B \\
A_{31} \operatorname{Tr} B & A_{32} \operatorname{Tr} B & A_{33} \operatorname{Tr} B
\end{array}\right]=\operatorname{Tr} B\left[\begin{array}{lll}
A_{11} & A_{12} & A_{13} \\
A_{21} & A_{22} & A_{23} \\
A_{31} & A_{32} & A_{33}
\end{array}\right]=(\operatorname{Tr} B) A .
$$

The sum of the diagonal entries is

$$
A_{11} B+A_{12} B+A_{13} B=(\operatorname{Tr} A) B .
$$

If $X=A \otimes B$, then

$$
(\operatorname{Tr} X) X=\left(\operatorname{Tr}_{2} X\right) \otimes\left(\operatorname{Tr}_{1} X\right)
$$

For example, the matrix

$$
X:=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

in $\mathbb{M}_{2} \otimes \mathbb{M}_{2}$ is not a tensor product. Indeed,

$$
\operatorname{Tr}_{1} X=\operatorname{Tr}_{2} X=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]
$$

and their tensor product is the identity in $\mathbb{M}_{4}$.

Let $\mathcal{H}$ be a Hilbert space. The $k$-fold tensor product $\mathcal{H} \otimes \cdots \otimes \mathcal{H}$ is called the $k$ th tensor power of $\mathcal{H}$, in notation $\mathcal{H}^{\otimes k}$. When $A \in B(\mathcal{H})$, then $A^{(1)} \otimes A^{(2)} \cdots \otimes A^{(k)}$ is a linear operator on $\mathcal{H}^{\otimes k}$ and it is denoted by $A^{\otimes k}$. (Here $A^{(i)}$ 's are copies of $A$.)
$\mathcal{H}^{\otimes k}$ has two important subspaces, the symmetric and the antisymmetric ones. If $v_{1}, v_{2}, \cdots, v_{k} \in \mathcal{H}$ are vectors, then their antisymmetric tensorproduct is the linear combination

$$
\begin{equation*}
v_{1} \wedge v_{2} \wedge \cdots \wedge v_{k}:=\frac{1}{\sqrt{k!}} \sum_{\pi}(-1)^{\sigma(\pi)} v_{\pi(1)} \otimes v_{\pi(2)} \otimes \cdots \otimes v_{\pi(k)} \tag{1.44}
\end{equation*}
$$

where the summation is over all permutations $\pi$ of the set $\{1,2, \ldots, k\}$ and $\sigma(\pi)$ is the number of inversions in $\pi$. The terminology "antisymmetric" comes from the property that an antisymmetric tensor changes its sign if two elements are exchanged. In particular, $v_{1} \wedge v_{2} \wedge \cdots \wedge v_{k}=0$ if $v_{i}=v_{j}$ for different $i$ and $j$.

The computational rules for the antisymmetric tensors are similar to (1.40):

$$
\lambda\left(v_{1} \wedge v_{2} \wedge \cdots \wedge v_{k}\right)=v_{1} \wedge v_{2} \wedge \cdots \wedge v_{\ell-1} \wedge\left(\lambda v_{\ell}\right) \wedge v_{\ell+1} \wedge \cdots \wedge v_{k}
$$

for every $\ell$ and

$$
\begin{aligned}
& \left(v_{1} \wedge v_{2} \wedge \cdots \wedge v_{\ell-1} \wedge v \wedge v_{\ell+1} \wedge \cdots \wedge v_{k}\right) \\
& \quad+\left(v_{1} \wedge v_{2} \wedge \cdots \wedge v_{\ell-1} \wedge v^{\prime} \wedge v_{\ell+1} \wedge \cdots \wedge v_{k}\right)= \\
& \quad=v_{1} \wedge v_{2} \wedge \cdots \wedge v_{\ell-1} \wedge\left(v+v^{\prime}\right) \wedge v_{\ell+1} \wedge \cdots \wedge v_{k}
\end{aligned}
$$

Lemma 1.57 The inner product of $v_{1} \wedge v_{2} \wedge \cdots \wedge v_{k}$ and $w_{1} \wedge w_{2} \wedge \cdots \wedge w_{k}$ is the determinant of the $k \times k$ matrix whose $(i, j)$ entry is $\left\langle v_{i}, w_{j}\right\rangle$.

Proof: The inner product is

$$
\begin{aligned}
& \frac{1}{k!} \sum_{\pi} \sum_{\kappa}(-1)^{\sigma(\pi)}(-1)^{\sigma(\kappa)}\left\langle v_{\pi(1)}, w_{\kappa(1)}\right\rangle\left\langle v_{\pi(2)}, w_{\kappa(2)}\right\rangle \ldots\left\langle v_{\pi(k)}, w_{\kappa(k)}\right\rangle \\
& =\frac{1}{k!} \sum_{\pi} \sum_{\kappa}(-1)^{\sigma(\pi)}(-1)^{\sigma(\kappa)}\left\langle v_{1}, w_{\pi^{-1} \kappa(1)}\right\rangle\left\langle v_{2}, w_{\pi^{-1} \kappa(2)}\right\rangle \ldots\left\langle v_{k}, w_{\pi^{-1} \kappa(k)}\right\rangle \\
& =\frac{1}{k!} \sum_{\pi} \sum_{\kappa}(-1)^{\sigma\left(\pi^{-1} \kappa\right)}\left\langle v_{1}, w_{\pi^{-1} \kappa(1)}\right\rangle\left\langle v_{2}, w_{\pi^{-1} \kappa(2)}\right\rangle \ldots\left\langle v_{k}, w_{\pi^{-1} \kappa(k)}\right\rangle \\
& =\sum_{\pi}(-1)^{\sigma(\pi)}\left\langle v_{1}, w_{\pi(1)}\right\rangle\left\langle v_{2}, w_{\pi(2)}\right\rangle \ldots\left\langle v_{k}, w_{\pi(k)}\right\rangle .
\end{aligned}
$$

This is the determinant.

It follows from the previous lemma that $v_{1} \wedge v_{2} \wedge \cdots \wedge v_{k} \neq 0$ if and only if the vectors $v_{1}, v_{2}, \cdots v_{k}$ are linearly independent. The subspace spanned by the vectors $v_{1} \wedge v_{2} \wedge \cdots \wedge v_{k}$ is called the $k$ th antisymmetric tensor power of $\mathcal{H}$, in notation $\mathcal{H}^{\wedge k}$. So $\mathcal{H}^{\wedge k} \subset \mathcal{H}^{\otimes k}$.

Lemma 1.58 The linear extension of the map

$$
x_{1} \otimes \cdots \otimes x_{k} \mapsto \frac{1}{\sqrt{k!}} x_{1} \wedge \cdots \wedge x_{k}
$$

is the projection of $\mathcal{H}^{\otimes k}$ onto $\mathcal{H}^{\wedge k}$.
Proof: Let $P$ be the defined linear operator. First we show that $P^{2}=P$ :

$$
\begin{aligned}
P^{2}\left(x_{1} \otimes \cdots \otimes x_{k}\right) & =\frac{1}{(k!)^{3 / 2}} \sum_{\pi}(\operatorname{sgn} \pi) x_{\pi(1)} \wedge \cdots \wedge x_{\pi(k)} \\
& =\frac{1}{(k!)^{3 / 2}} \sum_{\pi}(\operatorname{sgn} \pi)^{2} x_{1} \wedge \cdots \wedge x_{k} \\
& =\frac{1}{\sqrt{k!}} x_{1} \wedge \cdots \wedge x_{k}=P\left(x_{1} \otimes \cdots \otimes x_{k}\right)
\end{aligned}
$$

Moreover, $P=P^{*}$ :

$$
\begin{aligned}
\left\langle P\left(x_{1} \otimes \cdots \otimes x_{k}\right), y_{1} \otimes \cdots \otimes y_{k}\right\rangle & =\frac{1}{k!} \sum_{\pi}(\operatorname{sgn} \pi) \prod_{i=1}^{k}\left\langle x_{\pi(i)}, y_{i}\right\rangle \\
& =\frac{1}{k!} \sum_{\pi}\left(\operatorname{sgn} \pi^{-1}\right) \prod_{i=1}^{k}\left\langle x_{i}, y_{\pi^{-1}(i)}\right\rangle \\
& =\left\langle x_{1} \otimes \cdots \otimes x_{k}, P\left(y_{1} \otimes \cdots \otimes y_{k}\right)\right\rangle .
\end{aligned}
$$

So $P$ is an orthogonal projection.

Example 1.59 A transposition is a permutation of $1,2, \ldots, n$ which exchanges the place of two entries. For a transposition $\kappa$, there is a unitary $U_{\kappa}: \mathcal{H}^{\otimes k} \rightarrow \mathcal{H}^{\otimes k}$ such that

$$
U_{\kappa}\left(v_{1} \otimes v_{2} \otimes \cdots \otimes v_{n}\right)=v_{\kappa(1)} \otimes v_{\kappa(2)} \otimes \cdots \otimes v_{\kappa(n)} .
$$

Then

$$
\begin{equation*}
\mathcal{H}^{\wedge k}=\left\{x \in \mathcal{H}^{\otimes k}: U_{\kappa} x=-x \text { for every } \kappa\right\} \tag{1.45}
\end{equation*}
$$

The terminology "antisymmetric" comes from this description.

If $e_{1}, e_{2}, \ldots, e_{n}$ is a basis in $\mathcal{H}$, then

$$
\begin{equation*}
\left.\left\{e_{i(1)} \wedge e_{i(2)} \wedge \cdots \wedge e_{i(k)}: 1 \leq i(1)<i(2)<\cdots<i(k)\right) \leq n\right\} \tag{1.46}
\end{equation*}
$$

is a basis in $\mathcal{H}^{\wedge k}$. It follows that the dimension of $\mathcal{H}^{\wedge k}$ is

$$
\binom{n}{k} \quad \text { if } \quad k \leq n
$$

otherwise for $k>n$ the power $\mathcal{H}^{\wedge k}$ has dimension 0 . Consequently, $\mathcal{H}^{\wedge n}$ has dimension 1.

If $A \in B(\mathcal{H})$, then the transformation $A^{\otimes k}$ leaves the subspace $\mathcal{H}^{\wedge k}$ invariant. Its restriction is denoted by $A^{\wedge k}$ which is equivalently defined as

$$
\begin{equation*}
A^{\wedge k}\left(v_{1} \wedge v_{2} \wedge \cdots \wedge v_{k}\right)=A v_{1} \wedge A v_{2} \wedge \cdots \wedge A v_{k} \tag{1.47}
\end{equation*}
$$

For any operators $A, B \in B(\mathcal{H})$, we have

$$
\begin{equation*}
\left(A^{*}\right)^{\wedge k}=\left(A^{\wedge k}\right)^{*}, \quad(A B)^{\wedge k}=A^{\wedge k} B^{\wedge k} \tag{1.48}
\end{equation*}
$$

and

$$
\begin{equation*}
A^{\wedge n}=\lambda \times \text { identity } \tag{1.49}
\end{equation*}
$$

The constant $\lambda$ is the determinant:
Theorem 1.60 For $A \in \mathbb{M}_{n}$, the constant $\lambda$ in (1.49) is $\operatorname{det} A$.
Proof: If $e_{1}, e_{2}, \ldots, e_{n}$ is a basis in $\mathcal{H}$, then in the space $\mathcal{H}^{\wedge n}$ the vector $e_{1} \wedge e_{2} \wedge \ldots \wedge e_{n}$ forms a basis. We should compute $A^{\wedge k}\left(e_{1} \wedge e_{2} \wedge \ldots \wedge e_{n}\right)$.

$$
\begin{aligned}
& \left(A^{\wedge k}\right)\left(e_{1} \wedge e_{2} \wedge \cdots \wedge e_{n}\right)=\left(A e_{1}\right) \wedge\left(A e_{2}\right) \wedge \cdots \wedge\left(A e_{n}\right) \\
& =\left(\sum_{i(1)=1}^{n} A_{i(1), 1} e_{i(1)}\right) \wedge\left(\sum_{i(2)=1}^{n} A_{i(2), 2} e_{i(2)}\right) \wedge \cdots \wedge\left(\sum_{i(n)=1}^{n} A_{i(n), n} e_{i(n)}\right) \\
& =\sum_{i(1), i(2), \ldots, i(n)=1}^{n} A_{i(1), 1} A_{i(2), 2} \cdots A_{i(n), n} e_{i(1)} \wedge \cdots \wedge e_{i(n)} \\
& =\sum_{\pi} A_{\pi(1), 1} A_{\pi(2), 2} \cdots A_{\pi(n), n} e_{\pi(1)} \wedge \cdots \wedge e_{\pi(n)} \\
& =\sum_{\pi} A_{\pi(1), 1} A_{\pi(2), 2} \cdots A_{\pi(n), n}(-1)^{\sigma(\pi)} e_{1} \wedge \cdots \wedge e_{n} .
\end{aligned}
$$

Here we used that $e_{i(1)} \wedge \cdots \wedge e_{i(n)}$ can be non-zero if the vectors $e_{i(1)}, \ldots, e_{i(n)}$ are all different, in other words, this is a permutation of $e_{1}, e_{2}, \ldots, e_{n}$.

Example 1.61 Let $A \in \mathbb{M}_{n}$ be a self-adjoint matrix with eigenvalues $\lambda_{1} \geq$ $\lambda_{2} \geq \cdots \geq \lambda_{n}$. The corresponding eigenvectors $v_{1}, v_{2}, \cdots, v_{n}$ form a good basis. The largest eigenvalue of the antisymmetric power $A^{\wedge k}$ is $\prod_{i=1}^{k} \lambda_{i}$ :

$$
\begin{aligned}
A^{\wedge k}\left(v_{1} \wedge v_{2} \wedge \cdots \wedge v_{k}\right) & =A v_{1} \wedge A v_{2} \wedge \cdots \wedge A v_{k} \\
& =\left(\prod_{i=1}^{k} \lambda_{i}\right)\left(v_{1} \wedge v_{2} \wedge \ldots \wedge v_{k}\right) .
\end{aligned}
$$

All other eigenvalues can be obtained from the basis of the antisymmetric product.

The next lemma contains a relation of singular values with the antisymmetric powers.

Lemma 1.62 For $A \in \mathbb{M}_{n}$ and for $k=1, \ldots, n$, we have

$$
\prod_{i=1}^{k} s_{i}(A)=s_{1}\left(A^{\wedge k}\right)=\left\|A^{\wedge k}\right\| .
$$

Proof: Since $|A|^{\wedge k}=\left|A^{\wedge k}\right|$, we may assume that $A \geq 0$. Then there exists an orthonormal basis $\left\{u_{1}, \cdots, u_{n}\right\}$ of $\mathcal{H}$ such that $A u_{i}=s_{i}(A) u_{i}$ for all $i$. We have

$$
A^{\wedge k}\left(u_{i_{1}} \wedge \cdots \wedge u_{i_{k}}\right)=\left(\prod_{j=1}^{k} s_{i_{j}}(A)\right) u_{i_{1}} \wedge \cdots \wedge u_{i_{k}}
$$

and so $\left\{u_{i_{1}} \wedge \ldots \wedge u_{i_{k}}: 1 \leq i_{1}<\cdots<i_{k} \leq n\right\}$ is a complete set of eigenvectors of $A^{\wedge k}$. Hence the assertion follows.

The symmetric tensor product of the vectors $v_{1}, v_{2}, \ldots, v_{k} \in \mathcal{H}$ is

$$
v_{1} \vee v_{2} \vee \cdots \vee v_{k}:=\frac{1}{\sqrt{k!}} \sum_{\pi} v_{\pi(1)} \otimes v_{\pi(2)} \otimes \cdots \otimes v_{\pi(k)}
$$

where the summation is over all permutations $\pi$ of the set $\{1,2, \ldots, k\}$ again. The linear span of the symmetric tensors is the symmetric tensor power $\mathcal{H}^{\vee k}$. Similarly to (1.45), we have

$$
\begin{equation*}
\mathcal{H}^{\vee k}=\left\{x \in \otimes^{k} \mathcal{H}: U_{\kappa} x=x \text { for every } \kappa\right\} . \tag{1.50}
\end{equation*}
$$

It follows immediately, that $\mathcal{H}^{\vee k} \perp \mathcal{H}^{\wedge k}$ for any $k \geq 2$. Let $u \in \mathcal{H}^{\vee k}$ and $v \in \mathcal{H}^{\wedge k}$. Then

$$
\langle u, v\rangle=\left\langle U_{\kappa} u,-U_{\kappa} v\right\rangle=-\langle u, v\rangle
$$

and $\langle u, v\rangle=0$.
If $e_{1}, e_{2}, \ldots, e_{n}$ is a basis in $\mathcal{H}$, then $\vee^{k} \mathcal{H}$ has the basis

$$
\begin{equation*}
\left\{e_{i(1)} \vee e_{i(2)} \vee \cdots \vee e_{i(k)}: 1 \leq i(1) \leq i(2) \leq \cdots \leq i(k) \leq n\right\} \tag{1.51}
\end{equation*}
$$

Similarly to the proof of Lemma 1.57 we have

$$
\left\langle v_{1} \vee v_{2} \vee \cdots \vee v_{k}, w_{1} \vee w_{2} \vee \cdots \vee w_{k}\right\rangle=\sum_{\pi}\left\langle v_{1}, w_{\pi(1)}\right\rangle\left\langle v_{2}, w_{\pi(2)}\right\rangle \ldots\left\langle v_{k}, w_{\pi(k)}\right\rangle
$$

The right-hand-side is similar to a determinant, but the sign is not changing.
The permanent is defined as

$$
\begin{equation*}
\operatorname{per} A=\sum_{\pi} A_{1, \pi(1)} A_{2, \pi(2)} \ldots A_{n, \pi(n)} . \tag{1.52}
\end{equation*}
$$

similarly to the determinant formula (1.2).

### 1.8 Notes and remarks

The history of matrices goes back to ancient times, but the term matrix was not applied before 1850. The first appearance was in ancient China. The introduction and development of the notion of a matrix and the subject of linear algebra followed the development of determinants. Takakazu Seki Japanese mathematician was the first person to study determinants in 1683. Gottfried Leibnitz (1646-1716), one of the two founders of calculus, used determinants in 1693 and Gabriel Cramer (1704-1752) presented his determinant-based formula for solving systems of linear equations in 1750. (Today Cramer's rule is a usual expression.) In contrast, the first implicit use of matrices occurred in Lagrange's work on bilinear forms in the late 1700's. Joseph-Louis Lagrange (1736-1813) desired to characterize the maxima and minima of multivariate functions. His method is now known as the method of Lagrange multipliers. In order to do this he first required the first order partial derivatives to be 0 and additionally required that a condition on the matrix of second order partial derivatives holds; this condition is today called positive or negative definiteness, although Lagrange didn't use matrices explicitly.

Johann Carl Friedrich Gauss (1777-1855) developed Gaussian elimination around 1800 and used it to solve least squares problems in celestial computations and later in computations to measure the earth and its surface (the branch of applied mathematics concerned with measuring or determining the shape of the earth or with locating exactly points on the earth's surface is
called geodesy). Even though Gauss' name is associated with this technique for successively eliminating variables from systems of linear equations, Chinese manuscripts found several centuries earlier explain how to solve a system of three equations in three unknowns by "Gaussian" elimination. For years Gaussian elimination was considered part of the development of geodesy, not mathematics. The first appearance of Gauss-Jordan elimination in print was in a handbook on geodesy written by Wilhelm Jordan. Many people incorrectly assume that the famous mathematician Camille Jordan (1771-1821) is the Jordan in Gauss-Jordan elimination.

For matrix algebra to fruitfully develop one needed both proper notation and the proper definition of matrix multiplication. Both needs were met at about the same time and in the same place. In 1848 in England, James Josep Sylvester (1814-1897) first introduced the term matrix, which was the Latin word for womb, as a name for an array of numbers. Matrix algebra was nurtured by the work of Arthur Cayley in 1855. Cayley studied compositions of linear transformations and was led to define matrix multiplication so that the matrix of coefficients for the composite transformation $S T$ is the product of the matrix for $S$ times the matrix for $T$. He went on to study the algebra of these compositions including matrix inverses. The famous Cayley-Hamilton theorem which asserts that a square matrix is a root of its characteristic polynomial was given by Cayley in his 1858 Memoir on the Theory of Matrices. The use of a single letter $A$ to represent a matrix was crucial to the development of matrix algebra. Early in the development the formula $\operatorname{det}(A B)=\operatorname{det}(A) \operatorname{det}(B)$ provided a connection between matrix algebra and determinants. Cayley wrote "There would be many things to say about this theory of matrices which should, it seems to me, precede the theory of determinants."

Computation of the determinant of concrete special matrices has a huge literature, for example the book Thomas Muir, A Treatise on the Theory of Determinants (originally published in 1928) has more than 700 pages. Theorem 1.30 is the Hadamard inequality from 1893.

Matrices continued to be closely associated with linear transformations. By 1900 they were just a finite-dimensional subcase of the emerging theory of linear transformations. The modern definition of a vector space was introduced by Giuseppe Peano (1858-1932) in 1888. Abstract vector spaces whose elements were functions soon followed.

When the quantum physical theory appeared in the 1920's, some matrices
already appeared in the work of Werner Heisenberg, see

$$
Q=\frac{1}{\sqrt{2}}\left[\begin{array}{ccccc}
0 & 1 & 0 & 0 & \ldots \\
1 & 0 & \sqrt{2} & 0 & \cdots \\
0 & \sqrt{2} & 0 & \sqrt{3} & \ldots \\
\cdots & & & &
\end{array}\right]
$$

Later the physicist Paul Adrien Maurice Dirac (1902-1984) introduced the term bra and ket which is used sometimes in this book. The Hungarian mathematician John von Neumann (1903-1957) introduced several concepts in the content of matrix theory and quantum physics.

Note that the Kronecker sum is often denoted by $A \oplus B$ in the literature, but in this book $\oplus$ is the notation for the direct sum.

Weakly positive matrices were introduced by Eugene P. Wigner in 1963. He showed that if the product of two or three weakly positive matrices is self-adjoint, then it is positive definite.

Van der Waerden conjectured in 1926 that if $A$ is an $n \times n$ doubly stochastic matrix then

$$
\begin{equation*}
\operatorname{per} A \geq \frac{n!}{n^{n}} \tag{1.53}
\end{equation*}
$$

and the equality holds if and only if $A_{i j}=1 / n$ for all $1 \leq i, j \leq n$. (The proof was given in 1981 by G.P. Egorychev and D. Falikman, it is also included in the book [81].)

### 1.9 Exercises

1. Let $A: \mathcal{H}_{2} \rightarrow \mathcal{H}_{1}, B: \mathcal{H}_{3} \rightarrow \mathcal{H}_{2}$ and $C: \mathcal{H}_{4} \rightarrow \mathcal{H}_{3}$ be linear mappings. Show that

$$
\operatorname{rank} A B+\operatorname{rank} B C \leq \operatorname{rank} B+\operatorname{rank} A B C .
$$

(This is called Frobenius inequality).
2. Let $A: \mathcal{H} \rightarrow \mathcal{H}$ be a linear mapping. Show that

$$
\operatorname{dim} \operatorname{ker} A^{n+1}=\operatorname{dim} \operatorname{ker} A+\sum_{k=1}^{n} \operatorname{dim}\left(\operatorname{ran} A^{k} \cap \operatorname{ker} A\right) .
$$

3. Show that in the Schwarz inequality (1.4) the equality occurs if and only if $x$ and $y$ are linearly dependent.
4. Show that

$$
\begin{equation*}
\|x-y\|^{2}+\|x+y\|^{2}=2\|x\|^{2}+2\|y\|^{2} \tag{1.54}
\end{equation*}
$$

for the norm in a Hilbert space. (This is called parallelogram law.)
5. Show the polarization identity (1.18).
6. Show that an orthonormal family of vectors is linearly independent.
7. Show that the vectors $\left|x_{1}\right\rangle,\left|x_{2},\right\rangle, \ldots,\left|x_{n}\right\rangle$ form an orthonormal basis in an $n$-dimensional Hilbert space if and only if

$$
\sum_{i}\left|x_{i}\right\rangle\left\langle x_{i}\right|=I .
$$

8. Show that Gram-Schmidt procedure constructs an orthonormal basis $e_{1}, e_{2}, \ldots, e_{n}$. Show that $e_{k}$ is the linear combination of $v_{1}, v_{2}, \ldots, v_{k}$ $(1 \leq k \leq n)$.
9. Show that the upper triangular matrices form an algebra.
10. Verify that the inverse of an upper triangular matrix is upper triangular if the inverse exists.
11. Compute the determinant of the matrix

$$
\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 2 & 3 & 4 \\
1 & 3 & 6 & 10 \\
1 & 4 & 10 & 20
\end{array}\right] .
$$

Give an $n \times n$ generalization.
12. Compute the determinant of the matrix

$$
\left[\begin{array}{cccc}
1 & -1 & 0 & 0 \\
x & h & -1 & 0 \\
x^{2} & h x & h & -1 \\
x^{3} & h x^{2} & h x & h
\end{array}\right] .
$$

Give an $n \times n$ generalization.
13. Let $A, B \in \mathbb{M}_{n}$ and

$$
B_{i j}=(-1)^{i+j} A_{i j} \quad(1 \leq i, j \leq n) .
$$

Show that $\operatorname{det} A=\operatorname{det} B$.
14. Show that the determinant of the Vandermonde matrix

$$
\left[\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
a_{1} & a_{2} & \cdots & a_{n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{1}^{n-1} & a_{2}^{n-1} & \cdots & a_{n}^{n-1}
\end{array}\right]
$$

is $\prod_{i<j}\left(a_{j}-a_{i}\right)$.
15. Show the following properties:

$$
\begin{aligned}
& (|u\rangle\langle v|)^{*}=|v\rangle\langle u|, \quad\left(\left|u_{1}\right\rangle\left\langle v_{1}\right|\right)\left(\left|u_{2}\right\rangle\left\langle v_{2}\right|\right)=\left\langle v_{1}, u_{2}\right\rangle\left|u_{1}\right\rangle\left\langle v_{2}\right|, \\
& A(|u\rangle\langle v|)=|A u\rangle\langle v|, \quad(|u\rangle\langle v|) A=|u\rangle\left\langle A^{*} v\right| \quad \text { for all } A \in B(\mathcal{H}) .
\end{aligned}
$$

16. Let $A, B \in B(\mathcal{H})$. Show that $\|A B\| \leq\|A\|\|B\|$.
17. Let $\mathcal{H}$ be an $n$-dimensional Hilbert space. For $A \in B(\mathcal{H})$ let $\|A\|_{2}:=$ $\sqrt{\operatorname{Tr} A^{*} A}$. Show that $\|A+B\|_{2} \leq\|A\|_{2}+\|B\|_{2}$. Is it true that $\|A B\|_{2} \leq$ $\|A\|_{2} \times\|B\|_{2}$ ?
18. Find constants $c(n)$ and $d(n)$ such that

$$
c(n)\|A\| \leq\|A\|_{2} \leq d(n)\|A\|
$$

for every matrix $A \in \mathbb{M}_{n}(\mathbb{C})$.
19. Show that $\left\|A^{*} A\right\|=\|A\|^{2}$ for every $A \in B(\mathcal{H})$.
20. Let $\mathcal{H}$ be an $n$-dimensional Hilbert space. Show that given an operator $A \in B(\mathcal{H})$ we can choose an orthonormal basis such that the matrix of $A$ is upper triangular.
21. Let $A, B \in \mathbb{M}_{n}$ be invertible matrices. Show that $A+B$ is invertible if and only if $A^{-1}+B^{-1}$ is invertible, moreover

$$
(A+B)^{-1}=A^{-1}-A^{-1}\left(A^{-1}+B^{-1}\right)^{-1} A^{-1} .
$$

22. Let $A \in \mathbb{M}_{n}$ be self-adjoint. Show that

$$
U=(I-\mathrm{i} A)(I+\mathrm{i} A)^{-1}
$$

is a unitary. ( $U$ is the Cayley transform of $A$.)
23. The self-adjoint matrix

$$
0 \leq\left[\begin{array}{ll}
a & b \\
\bar{b} & c
\end{array}\right]
$$

has eigenvalues $\alpha$ and $\beta$. Show that

$$
\begin{equation*}
|b|^{2} \leq\left(\frac{\alpha-\beta}{\alpha+\beta}\right)^{2} a c \tag{1.55}
\end{equation*}
$$

24. Show that

$$
\left[\begin{array}{cc}
\lambda+z & x-\mathrm{i} y \\
x+\mathrm{i} y & \lambda-z
\end{array}\right]^{-1}=\frac{1}{\lambda^{2}-x^{2}-y^{2}-z^{2}}\left[\begin{array}{cc}
\lambda-z & -x+\mathrm{i} y \\
-x-\mathrm{i} y & \lambda+z
\end{array}\right]
$$

for real parameters $\lambda, x, y, z$.
25. Let $m \leq n, A \in \mathbb{M}_{n}, B \in \mathbb{M}_{m}, Y \in \mathbb{M}_{n \times m}$ and $Z \in \mathbb{M}_{m \times n}$. Assume that $A$ and $B$ are invertible. Show that $A+Y B Z$ is invertible if and only if $B^{-1}+Z A^{-1} Y$ is invertible. Moreover,

$$
(A+Y B Z)^{-1}=A^{-1}-A^{-1} Y\left(B^{-1}+Z A^{-1} Y\right)^{-1} Z A^{-1} .
$$

26. Let $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ be the eigenvalues of the matrix $A \in \mathbb{M}_{n}(\mathbb{C})$. Show that $A$ is normal if and only if

$$
\sum_{i=1}^{n}\left|\lambda_{i}\right|^{2}=\sum_{i, j=1}^{n}\left|A_{i j}\right|^{2}
$$

27. Show that $A \in \mathbb{M}_{n}$ is normal if and only if $A^{*}=A U$ for a unitary $U \in \mathbb{M}_{n}$.
28. Give an example such that $A^{2}=A$, but $A$ is not an orthogonal projection.
29. $A \in \mathbb{M}_{n}$ is called idempotent if $A^{2}=A$. Show that each eigenvalue of an idempotent matrix is either 0 or 1 .
30. Compute the eigenvalues and eigenvectors of the Pauli matrices:

$$
\sigma_{1}=\left[\begin{array}{ll}
0 & 1  \tag{1.56}\\
1 & 0
\end{array}\right], \quad \sigma_{2}=\left[\begin{array}{cc}
0 & -\mathrm{i} \\
\mathrm{i} & 0
\end{array}\right], \quad \sigma_{3}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] .
$$

31. Show that the Pauli matrices (1.56) are orthogonal to each other (with respect to the Hilbert-Schmidt inner product). What are the matrices which are orthogonal to all Pauli matrices?
32. The $n \times n$ Pascal matrix is defined as

$$
P_{i j}=\binom{i+j-2}{i-1} \quad(1 \leq i, j \leq n) .
$$

What is the determinant? (Hint: Generalize the particular relation

$$
\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 2 & 3 & 4 \\
1 & 3 & 6 & 10 \\
1 & 4 & 10 & 20
\end{array}\right]=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 2 & 1 & 0 \\
1 & 3 & 3 & 1
\end{array}\right] \times\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
0 & 1 & 2 & 3 \\
0 & 0 & 1 & 3 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

to $n \times n$ matrices.)
33. Let $\lambda$ be an eigenvalue of a unitary operator. Show that $|\lambda|=1$.
34. Let $A$ be an $n \times n$ matrix and let $k \geq 1$ be an integer. Assume that $A_{i j}=0$ if $j \geq i+k$. Show that $A^{n-k}$ is the 0 matrix.
35. Show that $|\operatorname{det} U|=1$ for a unitary $U$.
36. Let $U \in \mathbb{M}_{n}$ and $u_{1}, \ldots, u_{n}$ be $n$ column vectors of $U$, i.e., $U=$ [ $u_{1} u_{2} \ldots u_{n}$ ]. Prove that $U$ is a unitary matrix if and only if $\left\{u_{1}, \ldots, u_{n}\right\}$ is an orthonormal basis of $\mathbb{C}^{n}$.
37. Let a matrix $U=\left[u_{1} u_{2} \ldots u_{n}\right] \in \mathbb{M}_{n}$ be described by column vectors. Assume that $\left\{u_{1}, \ldots, u_{k}\right\}$ are given and orthonormal in $\mathbb{C}^{n}$. Show that $u_{k+1}, \ldots, u_{n}$ can be chosen in such a way that $U$ will be a unitary matrix.
38. Compute $\operatorname{det}(\lambda I-A)$ when $A$ is the tridiagonal matrix (1.23).
39. Let $U \in B(\mathcal{H})$ be a unitary. Show that

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} U^{n} x
$$

exists for every vector $x \in \mathcal{H}$. (Hint: Consider the subspaces $\{x \in \mathcal{H}$ : $U x=x\}$ and $\{U x-x: x \in \mathcal{H}\}$.) What is the limit

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} U^{n} ?
$$

(This is the ergodic theorem.)
40. Let

$$
\left|\beta_{0}\right\rangle=\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle) \in \mathbb{C}^{2} \otimes \mathbb{C}^{2}
$$

and

$$
\left|\beta_{i}\right\rangle=\left(\sigma_{i} \otimes I_{2}\right)\left|\beta_{0}\right\rangle \quad(i=1,2,3)
$$

by means of the Pauli matrices $\sigma_{i}$. Show that $\left\{\left|\beta_{i}\right\rangle: 0 \leq i \leq 3\right\}$ is the Bell basis.
41. Show that the vectors of the Bell basis are eigenvectors of the matrices $\sigma_{i} \otimes \sigma_{i}, 1 \leq i \leq 3$.
42. Show the identity

$$
\begin{equation*}
|\psi\rangle \otimes\left|\beta_{0}\right\rangle=\frac{1}{2} \sum_{k=0}^{3}\left|\beta_{k}\right\rangle \otimes \sigma_{k}|\psi\rangle \tag{1.57}
\end{equation*}
$$

in $\mathbb{C}^{2} \otimes \mathbb{C}^{2} \otimes \mathbb{C}^{2}$, where $|\psi\rangle \in \mathbb{C}^{2}$ and $\left|\beta_{i}\right\rangle \in \mathbb{C}^{2} \otimes \mathbb{C}^{2}$ is defined above.
43. Write the so-called Dirac matrices in the form of elementary tensor (of two $2 \times 2$ matrices):

$$
\begin{array}{ll}
\gamma_{1}=\left[\begin{array}{cccc}
0 & 0 & 0 & -\mathrm{i} \\
0 & 0 & -\mathrm{i} & 0 \\
0 & -\mathrm{i} & 0 & 0 \\
-\mathrm{i} & 0 & 0 & 0
\end{array}\right], & \gamma_{2}=\left[\begin{array}{cccc}
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{array}\right], \\
\gamma_{3}=\left[\begin{array}{cccc}
0 & 0 & -\mathrm{i} & 0 \\
0 & 0 & 0 & \mathrm{i} \\
\mathrm{i} & 0 & 0 & 0 \\
0 & -\mathrm{i} & 0 & 0
\end{array}\right], & \gamma_{4}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right] .
\end{array}
$$

44. Give the dimension of $\mathcal{H}^{\vee k}$ if $\operatorname{dim}(\mathcal{H})=n$.
45. Let $A \in B(\mathcal{K})$ and $B \in B(\mathcal{H})$ be operators on the finite dimensional spaces $\mathcal{H}$ and $\mathcal{K}$. Show that

$$
\operatorname{det}(A \otimes B)=(\operatorname{det} A)^{m}(\operatorname{det} B)^{n},
$$

where $n=\operatorname{dim} \mathcal{H}$ and $m=\operatorname{dim} \mathcal{K}$. (Hint: The determinant is the product of the eigenvalues.)
46. Show that $\|A \otimes B\|=\|A\| \cdot\|B\|$.
47. Use Theorem 1.60 to prove that $\operatorname{det}(A B)=\operatorname{det} A \times \operatorname{det} B$. (Hint: Show that $(A B)^{\wedge k}=\left(A^{\wedge k}\right)\left(B^{\wedge k}\right)$.)
48. Let $x^{n}+c_{1} x^{n-1}+\cdots+c_{n}$ be the characteristic polynomial of $A \in \mathbb{M}_{n}$. Show that $c_{k}=\operatorname{Tr} A^{\wedge k}$.
49. Show that

$$
\mathcal{H} \otimes \mathcal{H}=(\mathcal{H} \vee \mathcal{H}) \oplus(\mathcal{H} \wedge \mathcal{H})
$$

for a Hilbert space $\mathcal{H}$.
50. Give an example of $A \in \mathbb{M}_{n}(\mathbb{C})$ such that the spectrum of $A$ is in $\mathbb{R}^{+}$ and $A$ is not positive.
51. Let $A \in \mathbb{M}_{n}(\mathbb{C})$. Show that $A$ is positive if and only if $X^{*} A X$ is positive for every $X \in \mathbb{M}_{n}(\mathbb{C})$.
52. Let $A \in B(\mathcal{H})$. Prove the equivalence of the following assertions: (i) $\|A\| \leq 1$, (ii) $A^{*} A \leq I$, and (iii) $A A^{*} \leq I$.
53. Let $A \in \mathbb{M}_{n}(\mathbb{C})$. Show that $A$ is positive if and only if $\operatorname{Tr} X A$ is positive for every positive $X \in \mathbb{M}_{n}(\mathbb{C})$.
54. Let $\|A\| \leq 1$. Show that there are unitaries $U$ and $V$ such that

$$
A=\frac{1}{2}(U+V) .
$$

(Hint: Use Example 1.39.)
55. Show that a matrix is weakly positive if and only if it is the product of two positive definite matrices.
56. Let $V: \mathbb{C}^{n} \rightarrow \mathbb{C}^{n} \otimes \mathbb{C}^{n}$ be defined as $V e_{i}=e_{i} \otimes e_{i}$. Show that

$$
\begin{equation*}
V^{*}(A \otimes B) V=A \circ B \tag{1.58}
\end{equation*}
$$

for $A, B \in \mathbb{M}_{n}(\mathbb{C})$. Conclude the Schur theorem.
57. Show that

$$
|\operatorname{per}(A B)|^{2} \leq \operatorname{per}\left(A A^{*}\right) \operatorname{per}\left(B^{*} B\right)
$$

58. Let $A \in \mathbb{M}_{n}$ and $B \in \mathbb{M}_{m}$. Show that

$$
\operatorname{Tr}\left(I_{m} \otimes A+B \otimes I_{n}\right)=m \operatorname{Tr} A+n \operatorname{Tr} B .
$$

59. For a vector $f \in \mathcal{H}$ the linear operator $a^{+}(f): \vee^{k} \mathcal{H} \rightarrow \vee^{k+1} \mathcal{H}$ is defined as

$$
\begin{equation*}
a^{+}(f) v_{1} \vee v_{2} \vee \cdots \vee v_{k}=f \vee v_{1} \vee v_{2} \vee \cdots \vee v_{k} . \tag{1.59}
\end{equation*}
$$

Compute the adjoint of $a^{+}(f)$ which is denoted by $a(f)$.
60. For $A \in B(\mathcal{H})$ let $\mathcal{F}(A): \vee^{k} \mathcal{H} \rightarrow \vee^{k} \mathcal{H}$ be defined as
$\mathcal{F}(A) v_{1} \vee v_{2} \vee \cdots \vee v_{k}=\sum_{i=1}^{k} v_{1} \vee v_{2} \vee \cdots \vee v_{i-1} \vee A v_{i} \vee v_{i+1} \vee \ldots \vee v_{k}$.
Show that

$$
\mathcal{F}(|f\rangle\langle g|)=a^{+}(f) a(g)
$$

for $f, g \in \mathcal{H}$. (Recall that $a$ and $a^{+}$are defined in the previous exercise.)
61. The group

$$
\mathcal{G}=\left\{\left[\begin{array}{ll}
a & b \\
0 & c
\end{array}\right]: a, b, c \in \mathbb{R}, a \neq 0, c \neq 0\right\}
$$

is locally compact. Show that the left invariant Haar measure $\mu$ can be defined as

$$
\mu(H)=\int_{H} p(A) d A
$$

where

$$
A=\left[\begin{array}{ll}
x & y \\
0 & z
\end{array}\right], \quad p(A)=\frac{1}{x^{2}|z|}, \quad d A=d x d y d z
$$

Show that the right invariant Haar measure is similar, but

$$
p(A)=\frac{1}{|x| z^{2}}
$$

## Chapter 2

## Mappings and algebras

Mostly the statements and definitions are formulated in the Hilbert space setting. The Hilbert space is always assumed to be finite dimensional, so instead of operator one can consider a matrix. The idea of block-matrices provides quite a useful tool in matrix theory. Some basic facts on blockmatrices are in Section 2.1. Matrices have two primary structures; one is of course their algebraic structure with addition, multiplication, adjoint, etc., and another is the order structure coming from the partial order of positive semidefiniteness, as explained in Section 2.2. Based on this order one can consider several notions of positivity for linear maps between matrix algebras, which are discussed in Section 2.6.

### 2.1 Block-matrices

If $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ are Hilbert spaces, then $\mathcal{H}_{1} \oplus \mathcal{H}_{2}$ consists of all the pairs $\left(f_{1}, f_{2}\right)$, where $f_{1} \in \mathcal{H}_{1}$ and $f_{2} \in \mathcal{H}_{2}$. The linear combinations of the pairs are computed entry-wise and the inner product is defined as

$$
\left\langle\left(f_{1}, f_{2}\right),\left(g_{1}, g_{2}\right)\right\rangle:=\left\langle f_{1}, g_{1}\right\rangle+\left\langle f_{2}, g_{2}\right\rangle .
$$

It follows that the subspaces $\left\{\left(f_{1}, 0\right): f_{1} \in \mathcal{H}_{1}\right\}$ and $\left\{\left(0, f_{2}\right): f_{2} \in \mathcal{H}_{2}\right\}$ are orthogonal and span the direct sum $\mathcal{H}_{1} \oplus \mathcal{H}_{2}$.

Assume that $\mathcal{H}=\mathcal{H}_{1} \oplus \mathcal{H}_{2}, \mathcal{K}=\mathcal{K}_{1} \oplus \mathcal{K}_{2}$ and $A: \mathcal{H} \rightarrow \mathcal{K}$ is a linear operator. A general element of $\mathcal{H}$ has the form $\left(f_{1}, f_{2}\right)=\left(f_{1}, 0\right)+\left(0, f_{2}\right)$. We have $A\left(f_{1}, 0\right)=\left(g_{1}, g_{2}\right)$ and $A\left(0, f_{2}\right)=\left(g_{1}^{\prime}, g_{2}^{\prime}\right)$ for some $g_{1}, g_{1}^{\prime} \in \mathcal{K}_{1}$ and $g_{2}, g_{2}^{\prime} \in \mathcal{K}_{2}$. The linear mapping $A$ is determined uniquely by the following 4 linear mappings:

$$
A_{i 1}: f_{1} \mapsto g_{i}, \quad A_{i 1}: \mathcal{H}_{1} \rightarrow \mathcal{K}_{i} \quad(1 \leq i \leq 2)
$$

and

$$
A_{i 2}: f_{2} \mapsto g_{i}^{\prime}, \quad A_{i 2}: \mathcal{H}_{2} \rightarrow \mathcal{K}_{i} \quad(1 \leq i \leq 2)
$$

We write $A$ in the form

$$
\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]
$$

The advantage of this notation is the formula

$$
\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]\binom{f_{1}}{f_{2}}=\binom{A_{11} f_{1}+A_{12} f_{2}}{A_{21} f_{1}+A_{22} f_{2}} .
$$

(The right-hand side is $A\left(f_{1}, f_{2}\right)$ written in the form of a column vector.)
Assume that $e_{1}^{i}, e_{2}^{i}, \ldots, e_{m(i)}^{i}$ is a basis in $\mathcal{H}_{i}$ and $f_{1}^{j}, f_{2}^{j}, \ldots, f_{n(j)}^{j}$ is a basis in $\mathcal{K}_{j}, 1 \leq i, j \leq 2$. The linear operators $A_{i j}: \mathcal{H}_{j} \rightarrow \mathcal{K}_{i}$ have a matrix $\left[A_{i j}\right]$ with respect to these bases. Since

$$
\left\{\left(e_{t}^{1}, 0\right): 1 \leq t \leq m(1)\right\} \cup\left\{\left(0, e_{u}^{2}\right): 1 \leq u \leq m(2)\right\}
$$

is a basis in $\mathcal{H}$ and similarly

$$
\left\{\left(f_{t}^{1}, 0\right): 1 \leq t \leq n(1)\right\} \cup\left\{\left(0, f_{u}^{2}\right): 1 \leq u \leq n(2)\right\}
$$

is a basis in $\mathcal{K}$, the operator $A$ has an $(m(1)+m(2)) \times(n(1)+n(2))$ matrix which is expressed by the $n(i) \times m(j)$ matrices $\left[A_{i j}\right]$ as

$$
[A]=\left[\begin{array}{ll}
{\left[A_{11}\right]} & {\left[A_{12}\right]} \\
{\left[A_{21}\right]} & {\left[A_{22}\right]}
\end{array}\right] .
$$

This is a $2 \times 2$ matrix with matrix entries and it is called block-matrix.
The computation with block-matrices is similar to that of ordinary matrices.

$$
\begin{gathered}
{\left[\begin{array}{ll}
{\left[A_{11}\right]} & {\left[A_{12}\right]} \\
{\left[A_{21}\right]} & {\left[A_{22}\right]}
\end{array}\right]^{*}=\left[\begin{array}{ll}
{\left[A_{11}\right]^{*}} & {\left[A_{21}\right]^{*}} \\
{\left[A_{12}\right]^{*}} & {\left[A_{22}\right]^{*}}
\end{array}\right],} \\
{\left[\begin{array}{ll}
{\left[A_{11}\right]} & {\left[A_{12}\right]} \\
{\left[A_{21}\right]} & {\left[A_{22}\right]}
\end{array}\right]+\left[\begin{array}{ll}
{\left[B_{11}\right]} & {\left[B_{12}\right]} \\
{\left[B_{21}\right]} & {\left[B_{22}\right]}
\end{array}\right]=\left[\begin{array}{ll}
{\left[A_{11}\right]+\left[B_{11}\right]} & {\left[A_{12}\right]+\left[B_{12}\right]} \\
{\left[A_{21}\right]+\left[B_{21}\right]} & {\left[A_{22}\right]+\left[B_{22}\right]}
\end{array}\right]}
\end{gathered}
$$

and

$$
\begin{aligned}
{\left[\begin{array}{ll}
{\left[A_{11}\right]} & {\left[A_{12}\right]} \\
{\left[A_{21}\right]} & {\left[A_{22}\right]}
\end{array}\right] \times } & {\left[\begin{array}{ll}
{\left[B_{11}\right]} & {\left[B_{12}\right]} \\
{\left[B_{21}\right]} & {\left[B_{22}\right]}
\end{array}\right] } \\
& =\left[\begin{array}{ll}
{\left[A_{11}\right] \cdot\left[B_{11}\right]+\left[A_{12}\right] \cdot\left[B_{21}\right]} & {\left[A_{11}\right] \cdot\left[B_{12}\right]+\left[A_{12}\right] \cdot\left[B_{22}\right]} \\
{\left[A_{21}\right] \cdot\left[B_{11}\right]+\left[A_{22}\right] \cdot\left[B_{21}\right]} & {\left[A_{21}\right] \cdot\left[B_{12}\right]+\left[A_{22}\right] \cdot\left[B_{22}\right]}
\end{array}\right] .
\end{aligned}
$$

In several cases we do not emphasize the entries of a block-matrix

$$
\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right]
$$

However, if this matrix is self-adjoint we assume that $A=A^{*}, B^{*}=C$ and $D=D^{*}$. (These conditions include that $A$ and $D$ are square matrices, $A \in \mathbb{M}_{n}$ and $B \in \mathbb{M}_{m}$.)

The block-matrix is used for the definition of reducible matrices. $A \in$ $\mathbb{M}_{n}$ is reducible if there is a permutation matrix $P \in \mathbb{M}_{n}$ such that

$$
P^{T} A P=\left[\begin{array}{ll}
B & C \\
0 & D
\end{array}\right] .
$$

A matrix $A \in \mathbb{M}_{n}$ is irreducible if it is not reducible.
For a $2 \times 2$ matrix, it is very easy to check the positivity:

$$
\left[\begin{array}{ll}
a & b \\
\bar{b} & c
\end{array}\right] \geq 0 \quad \text { if and only if } \quad a \geq 0 \quad \text { and } \quad b \bar{b} \leq a c .
$$

If the entries are matrices, then the condition for positivity is similar but it is a bit more complicated. It is obvious that a diagonal block-matrix

$$
\left[\begin{array}{cc}
A & 0 \\
0 & D
\end{array}\right]
$$

is positive if and only if the diagonal entries $A$ and $D$ are positive.
Theorem 2.1 Assume that $A$ is invertible. The self-adjoint block-matrix

$$
\left[\begin{array}{cc}
A & B  \tag{2.1}\\
B^{*} & C
\end{array}\right]
$$

is positive if and only if $A$ is positive and

$$
B^{*} A^{-1} B \leq C
$$

Proof: First assume that $A=I$. The positivity of

$$
\left[\begin{array}{cc}
I & B \\
B^{*} & C
\end{array}\right]
$$

is equivalent to the condition

$$
\left\langle\left(f_{1}, f_{2}\right),\left[\begin{array}{cc}
I & B \\
B^{*} & C
\end{array}\right]\left(f_{1}, f_{2}\right)\right\rangle \geq 0
$$

for every vector $f_{1}$ and $f_{2}$. A computation gives that this condition is

$$
\left\langle f_{1}, f_{1}\right\rangle+\left\langle f_{2}, C f_{2}\right\rangle \geq-2 \operatorname{Re}\left\langle B f_{2}, f_{1}\right\rangle
$$

If we replace $f_{1}$ by $e^{\mathrm{i} \varphi} f_{1}$ with real $\varphi$, then the left-hand-side does not change, while the right-hand-side becomes $2\left|\left\langle B f_{2}, f_{1}\right\rangle\right|$ for an appropriate $\varphi$. Choosing $f_{1}=B f_{2}$, we obtain the condition

$$
\left\langle f_{2}, C f_{2}\right\rangle \geq\left\langle f_{2}, B^{*} B f_{2}\right\rangle
$$

for every $f_{2}$. This means that positivity implies the condition $C \geq B^{*} B$. The converse is also true, since the right-hand side of the equation

$$
\left[\begin{array}{cc}
I & B \\
B^{*} & C
\end{array}\right]=\left[\begin{array}{cc}
I & 0 \\
B^{*} & 0
\end{array}\right]\left[\begin{array}{cc}
I & B \\
0 & 0
\end{array}\right]+\left[\begin{array}{cc}
0 & 0 \\
0 & C-B^{*} B
\end{array}\right]
$$

is the sum of two positive block-matrices.
For a general positive invertible $A$, the positivity of (2.1) is equivalent to the positivity of the block-matrix

$$
\left[\begin{array}{cc}
A^{-1 / 2} & 0 \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
A & B \\
B^{*} & C
\end{array}\right]\left[\begin{array}{cc}
A^{-1 / 2} & 0 \\
0 & I
\end{array}\right]=\left[\begin{array}{cc}
I & A^{-1 / 2} B \\
B^{*} A^{-1 / 2} & C
\end{array}\right]
$$

This gives the condition $C \geq B^{*} A^{-1} B$.
Another important characterization of the positivity of (2.1) is the condition that $A, C \geq 0$ and $B=A^{1 / 2} W C^{1 / 2}$ with a contraction $W$. (Here the invertibility of $A$ or $C$ is not necessary.)

Theorem 2.1 has applications in different areas, see for example the CramérRao inequality, Section 7.5.

Theorem 2.2 For an invertible $A$, we have the so-called Schur factorization

$$
\left[\begin{array}{cc}
A & B  \tag{2.2}\\
C & D
\end{array}\right]=\left[\begin{array}{cc}
I & 0 \\
C A^{-1} & I
\end{array}\right] \cdot\left[\begin{array}{cc}
A & 0 \\
0 & D-C A^{-1} B
\end{array}\right] \cdot\left[\begin{array}{cc}
I & A^{-1} B \\
0 & I
\end{array}\right] .
$$

The proof is simply the computation of the product on the right-hand side. Since

$$
\left[\begin{array}{cc}
I & 0 \\
C A^{-1} & I
\end{array}\right]^{-1}=\left[\begin{array}{cc}
I & 0 \\
-C A^{-1} & I
\end{array}\right]
$$

is invertible, the positivity of the left-hand-side of (2.2) is equivalent to the positivity of the middle factor of the right-hand side. This fact gives a second proof of Theorem 2.1.

In the Schur factorization the first factor is lower triangular, the second factor is block diagonal and the third one is upper triangular. This structure allows an easy computation of the determinant and the inverse.

Theorem 2.3 The determinant can be computed as follows.

$$
\operatorname{det}\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right]=\operatorname{det} A \operatorname{det}\left(D-C A^{-1} B\right) .
$$

If

$$
M=\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right],
$$

then $D-C A^{-1} B$ is called the Schur complement of $A$ in $M$, in notation $M / A$. Hence the determinant formula becomes $\operatorname{det} M=\operatorname{det} A \times \operatorname{det}(M / A)$.

Theorem 2.4 Let

$$
M=\left[\begin{array}{cc}
A & B \\
B^{*} & C
\end{array}\right]
$$

be a positive invertible matrix. Then

$$
M / C=A-B C^{-1} B^{*}=\sup \left\{X \geq 0:\left[\begin{array}{cc}
X & 0 \\
0 & 0
\end{array}\right] \leq\left[\begin{array}{cc}
A & B \\
B^{*} & C
\end{array}\right]\right\} .
$$

Proof: The condition

$$
\left[\begin{array}{cc}
A-X & B \\
B^{*} & C
\end{array}\right] \geq 0
$$

is equivalent to

$$
A-X \geq B C^{-1} B^{*}
$$

and this gives the result.

Theorem 2.5 For a block-matrix

$$
0 \leq\left[\begin{array}{cc}
A & X \\
X^{*} & B
\end{array}\right] \in \mathbb{M}_{n}
$$

we have

$$
\left[\begin{array}{cc}
A & X \\
X^{*} & B
\end{array}\right]=U\left[\begin{array}{cc}
A & 0 \\
0 & 0
\end{array}\right] U^{*}+V\left[\begin{array}{cc}
0 & 0 \\
0 & B
\end{array}\right] V^{*}
$$

for some unitaries $U, V \in \mathbb{M}_{n}$.
Proof: We can take

$$
0 \leq\left[\begin{array}{cc}
C & Y \\
Y^{*} & D
\end{array}\right] \in \mathbb{M}_{n}
$$

such that

$$
\left[\begin{array}{cc}
A & X \\
X^{*} & B
\end{array}\right]=\left[\begin{array}{cc}
C & Y \\
Y^{*} & D
\end{array}\right]\left[\begin{array}{cc}
C & Y \\
Y^{*} & D
\end{array}\right]=\left[\begin{array}{cc}
C^{2}+Y Y^{*} & C V+Y D \\
Y^{*} C+D Y^{*} & Y^{*} Y+D^{2}
\end{array}\right] .
$$

It follows that

$$
\left[\begin{array}{cc}
A & X \\
X^{*} & B
\end{array}\right]=\left[\begin{array}{cc}
C & 0 \\
Y^{*} & 0
\end{array}\right]\left[\begin{array}{cc}
C & Y \\
0 & 0
\end{array}\right]+\left[\begin{array}{cc}
0 & Y \\
0 & D
\end{array}\right]\left[\begin{array}{cc}
0 & 0 \\
Y^{*} & D
\end{array}\right]=T^{*} T+S^{*} S
$$

where

$$
T=\left[\begin{array}{cc}
C & Y \\
0 & 0
\end{array}\right] \quad \text { and } \quad S=\left[\begin{array}{cc}
0 & 0 \\
Y^{*} & D
\end{array}\right]
$$

When $T=U|T|$ and $S=V|S|$ with the unitaries $U, V \in \mathbb{M}_{n}$, then

$$
\left.T^{*} T=U\left(T T^{*}\right)\right) U^{*} \quad \text { and } \quad S^{*} S=V\left(S S^{*}\right) V^{*}
$$

From the formulas
$T T^{*}=\left[\begin{array}{cc}C^{2}+Y Y^{*} & 0 \\ 0 & 0\end{array}\right]=\left[\begin{array}{cc}A & 0 \\ 0 & 0\end{array}\right], \quad S S^{*}=\left[\begin{array}{cc}0 & 0 \\ 0 & Y^{*} Y+D^{2}\end{array}\right]=\left[\begin{array}{cc}0 & 0 \\ 0 & B\end{array}\right]$,
we have the result.

Example 2.6 Similarly to the previous theorem we take a block-matrix

$$
0 \leq\left[\begin{array}{cc}
A & X \\
X^{*} & B
\end{array}\right] \in \mathbb{M}_{n}
$$

With a unitary

$$
W:=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
\mathrm{i} I & -I \\
\mathrm{i} I & I
\end{array}\right]
$$

we notice that

$$
W\left[\begin{array}{cc}
A & X \\
X^{*} & B
\end{array}\right] W^{*}=\left[\begin{array}{cc}
\frac{A+B}{2}+\operatorname{Im} X & \frac{A-B}{2}+i \operatorname{iRe} X \\
\frac{A-B}{2}-\operatorname{iRe} X & \frac{A+B}{2}-\operatorname{Im} X
\end{array}\right]
$$

So Theorem 2.5 gives

$$
\left[\begin{array}{cc}
A & X \\
X^{*} & B
\end{array}\right]=U\left[\begin{array}{cc}
\frac{A+B}{2}+\operatorname{Im} X & 0 \\
0 & 0
\end{array}\right] U^{*}+V\left[\begin{array}{cc}
0 & 0 \\
0 & \frac{A+B}{2}-\operatorname{Im} X
\end{array}\right] V^{*}
$$

for some unitaries $U, V \in \mathbb{M}_{n}$.
We have two remarks. If $C$ is not invertible, then the supremum in Theorem 2.4 is $A-B C^{\dagger} B^{*}$, where $C^{\dagger}$ is the Moore-Penrose generalized inverse. The supremum of that theorem can be formulated without the block-matrix formalism. Assume that $P$ is an ortho-projection (see Section 2.3). Then

$$
\begin{equation*}
[P] M:=\sup \{N: 0 \leq N \leq M, \quad P N=N\} . \tag{2.3}
\end{equation*}
$$

If

$$
P=\left[\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right] \quad \text { and } \quad M=\left[\begin{array}{cc}
A & B \\
B^{*} & C
\end{array}\right],
$$

then $[P] M=M / C$. The formula (2.3) makes clear that if $Q$ is another ortho-projection such that $P \leq Q$, then $[P] M \leq[P] Q M Q$.

It follows from the factorization that for an invertible block-matrix

$$
\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right],
$$

both $A$ and $D-C A^{-1} B$ must be invertible. This implies that

$$
\left[\begin{array}{cc}
A & B \\
C & D
\end{array}\right]^{-1}=\left[\begin{array}{cc}
I & -A^{-1} B \\
0 & I
\end{array}\right] \times\left[\begin{array}{cc}
A^{-1} & 0 \\
0 & \left(D-C A^{-1} B\right)^{-1}
\end{array}\right] \times\left[\begin{array}{cc}
I & 0 \\
-C A^{-1} & I
\end{array}\right] .
$$

After multiplication on the right-hand-side, we have the following.

$$
\begin{align*}
{\left[\begin{array}{cc}
A & B \\
C & D
\end{array}\right]^{-1} } & =\left[\begin{array}{cc}
A^{-1}+A^{-1} B W^{-1} C A^{-1} & -A^{-1} B W^{-1} \\
-W^{-1} C A^{-1} & W^{-1}
\end{array}\right] \\
& =\left[\begin{array}{cc}
V^{-1} & -V^{-1} B D^{-1} \\
-D^{-1} C V^{-1} & D^{-1}+D^{-1} C V^{-1} B D^{-1}
\end{array}\right], \tag{2.4}
\end{align*}
$$

where $W=M / A:=D-C A^{-1} B$ and $V=M / D:=A-B D^{-1} C$.
Example 2.7 Let $X_{1}, X_{2}, \ldots, X_{m+k}$ be random variables with (Gaussian) joint probability distribution

$$
\begin{equation*}
f_{M}(\mathbf{z}):=\sqrt{\frac{\operatorname{det} M}{(2 \pi)^{m+k}}} \exp \left(-\frac{1}{2}\langle\mathbf{z}, M \mathbf{z}\rangle\right) \tag{2.5}
\end{equation*}
$$

where $\mathbf{z}=\left(z_{1}, z_{2}, \ldots, z_{m+k}\right)$ and $M$ is a positive definite real $(m+k) \times(m+k)$ matrix, see Example 1.43. We want to compute the distribution of the random variables $X_{1}, X_{2}, \ldots, X_{m}$.

Let

$$
M=\left[\begin{array}{cc}
A & B \\
B^{*} & D
\end{array}\right]
$$

be written in the form of a block-matrix, $A$ is $m \times m$ and $D$ is $k \times k$. Let $\mathbf{z}=\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$, where $\mathbf{x}_{1} \in \mathbb{R}^{m}$ and $\mathbf{x}_{2} \in \mathbb{R}^{k}$. Then the marginal of the Gaussian probability distribution

$$
f_{M}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)=\sqrt{\frac{\operatorname{det} M}{(2 \pi)^{m+k}}} \exp \left(-\frac{1}{2}\left\langle\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right), M\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)\right\rangle\right)
$$

on $\mathbb{R}^{m}$ is the distribution

$$
\begin{equation*}
f_{1}\left(\mathbf{x}_{1}\right)=\sqrt{\frac{\operatorname{det} M}{(2 \pi)^{m} \operatorname{det} D}} \exp \left(-\frac{1}{2}\left\langle\mathbf{x}_{1},\left(A-B D^{-1} B^{*}\right) \mathbf{x}_{1}\right\rangle\right) \tag{2.6}
\end{equation*}
$$

We have

$$
\begin{aligned}
&\left\langle\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right), M\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)\right\rangle=\left\langle A \mathbf{x}_{1}+B \mathbf{x}_{2}, \mathbf{x}_{1}\right\rangle+\left\langle B^{*} \mathbf{x}_{1}+D \mathbf{x}_{2}, \mathbf{x}_{2}\right\rangle \\
& \quad=\left\langle A \mathbf{x}_{1}, \mathbf{x}_{1}\right\rangle+\left\langle B \mathbf{x}_{2}, \mathbf{x}_{1}\right\rangle+\left\langle B^{*} \mathbf{x}_{1}, \mathbf{x}_{2}\right\rangle+\left\langle D \mathbf{x}_{2}, \mathbf{x}_{2}\right\rangle \\
&=\left\langle A \mathbf{x}_{1}, \mathbf{x}_{1}\right\rangle+2\left\langle B^{*} \mathbf{x}_{1}, \mathbf{x}_{2}\right\rangle+\left\langle D \mathbf{x}_{2}, \mathbf{x}_{2}\right\rangle \\
&=\left\langle A \mathbf{x}_{1}, \mathbf{x}_{1}\right\rangle+\left\langle D\left(\mathbf{x}_{2}+W \mathbf{x}_{1}\right),\left(\mathbf{x}_{2}+W \mathbf{x}_{1}\right)\right\rangle-\left\langle D W \mathbf{x}_{1}, W \mathbf{x}_{1}\right\rangle,
\end{aligned}
$$

where $W=D^{-1} B^{*}$. We integrate on $\mathbb{R}^{k}$ as

$$
\begin{aligned}
& \int \exp \left(-\frac{1}{2}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) M\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)^{t}\right) d \mathbf{x}_{2} \\
&= \exp \left(-\frac{1}{2}\left(\left\langle A \mathbf{x}_{1}, \mathbf{x}_{1}\right\rangle-\left\langle D W \mathbf{x}_{1}, W \mathbf{x}_{1}\right\rangle\right)\right) \\
& \times \int \exp \left(-\frac{1}{2}\left\langle D\left(\mathbf{x}_{2}+W \mathbf{x}_{1}\right),\left(\mathbf{x}_{2}+W \mathbf{x}_{1}\right)\right\rangle\right) d \mathbf{x}_{2} \\
&= \exp \left(-\frac{1}{2}\left\langle\left(A-B D^{-1} B^{*}\right) \mathbf{x}_{1}, \mathbf{x}_{1}\right\rangle\right) \sqrt{\frac{(2 \pi)^{k}}{\operatorname{det} D}}
\end{aligned}
$$

and obtain (2.6).
This computation gives a proof of Theorem 2.3 as well. If we know that $f_{1}\left(\mathrm{x}_{1}\right)$ is Gaussian, then its quadratic matrix can be obtained from formula (2.4). The covariance of $X_{1}, X_{2}, \ldots, X_{m+k}$ is $M^{-1}$. Therefore, the covariance of $X_{1}, X_{2}, \ldots, X_{m}$ is $\left(A-B D^{-1} B^{*}\right)^{-1}$. It follows that the quadratic matrix is the inverse: $A-B D^{-1} B^{*} \equiv M / D$.

Theorem 2.8 Let $A$ be a positive $n \times n$ block-matrix with $k \times k$ entries. Then $A$ is the sum of block matrices $B$ of the form $[B]_{i j}=X_{i}^{*} X_{j}$ for some $k \times k$ matrices $X_{1}, X_{2}, \ldots, X_{n}$.

Proof: $A$ can be written as $C^{*} C$ for some

$$
C=\left[\begin{array}{cccc}
C_{11} & C_{12} & \ldots & C_{1 n} \\
C_{21} & C_{22} & \ldots & C_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
C_{n 1} & C_{n 2} & \ldots & C_{n n}
\end{array}\right] .
$$

Let $B_{i}$ be the block-matrix such that its $i$ th row is the same as in $C$ and all other elements are 0 . Then $C=B_{1}+B_{2}+\cdots+B_{n}$ and for $t \neq i$ we have $B_{t}^{*} B_{i}=0$. Therefore,
$A=\left(B_{1}+B_{2}+\cdots+B_{n}\right)^{*}\left(B_{1}+B_{2}+\cdots+B_{n}\right)=B_{1}^{*} B_{1}+B_{2}^{*} B_{2}+\cdots+B_{n}^{*} B_{n}$.

The $(i, j)$ entry of $B_{t}^{*} B_{t}$ is $C_{t i}^{*} C_{t j}$, hence this matrix is of the required form.

Example 2.9 Let $\mathcal{H}$ be an $n$-dimensional Hilbert space and $A \in B(\mathcal{H})$ be a positive operator with eigenvalues $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n}$. If $x, y \in \mathcal{H}$ are orthogonal vectors, then

$$
|\langle x, A y\rangle|^{2} \leq\left(\frac{\lambda_{1}-\lambda_{n}}{\lambda_{1}+\lambda_{n}}\right)^{2}\langle x, A x\rangle\langle y, A y\rangle
$$

which is called Wielandt inequality. (It is also in Theorem 1.45.) The argument presented here includes a block-matrix.

We can assume that $x$ and $y$ are unit vectors and we extend them to a basis. Let

$$
M=\left[\begin{array}{ll}
\langle x, A x\rangle & \langle x, A y\rangle \\
\langle y, A x\rangle & \langle y, A y\rangle
\end{array}\right],
$$

and $A$ has a block-matrix

$$
\left[\begin{array}{ll}
M & B \\
B^{*} & C
\end{array}\right] .
$$

We can see that $M \geq 0$ and its determinant is positive:

$$
\langle x, A x\rangle\langle y, A y\rangle \geq|\langle x, A y\rangle|^{2} .
$$

If $\lambda_{n}=0$, then the proof is complete. Now we assume that $\lambda_{n}>0$. Let $\alpha$ and $\beta$ be the eigenvalues of $M$. Formula (1.55) tells that

$$
|\langle x, A y\rangle|^{2} \leq\left(\frac{\alpha-\beta}{\alpha+\beta}\right)^{2}\langle x, A x\rangle\langle y, A y\rangle
$$

We need the inequality

$$
\frac{\alpha-\beta}{\alpha+\beta} \leq \frac{\lambda_{1}-\lambda_{n}}{\lambda_{1}+\lambda_{n}}
$$

when $\alpha \geq \beta$. This is true, since $\lambda_{1} \geq \alpha \geq \beta \geq \lambda_{n}$.

As an application of the block-matrix technique, we consider the following result, called UL-factorization (or Cholesky factorization).

Theorem 2.10 Let $X$ be an $n \times n$ invertible positive matrix. Then there is a unique upper triangular matrix $T$ with positive diagonal such that $X=T T^{*}$.

Proof: The proof can be done by mathematical induction for $n$. For $n=1$ the statement is clear. We assume that the factorization is true for $(n-1) \times$ $(n-1)$ matrices and write $X$ in the form

$$
\left[\begin{array}{cc}
A & B  \tag{2.7}\\
B^{*} & C
\end{array}\right],
$$

where $A$ is an (invertible) $(n-1) \times(n-1)$ matrix and $C$ is a number. If

$$
T=\left[\begin{array}{cc}
T_{11} & T_{12} \\
0 & T_{22}
\end{array}\right]
$$

is written in a similar form, then

$$
T T^{*}=\left[\begin{array}{cc}
T_{11} T_{11}^{*}+T_{12} T_{12}^{*} & T_{12} T_{22}^{*} \\
T_{22} T_{12}^{*} & T_{22} T_{22}^{*}
\end{array}\right]
$$

The condition $X=T T^{*}$ leads to the equations

$$
\begin{aligned}
T_{11} T_{11}^{*}+T_{12} T_{12}^{*} & =A, \\
T_{12} T_{22}^{*} & =B, \\
T_{22} T_{22}^{*} & =C .
\end{aligned}
$$

If $T_{22}$ is positive (number), then $T_{22}=\sqrt{C}$ is the unique solution, moreover

$$
T_{12}=B C^{-1 / 2} \quad \text { and } \quad T_{11} T_{11}^{*}=A-B C^{-1} B^{*} .
$$

From the positivity of (2.7), we have $A-B C^{-1} B^{*} \geq 0$. The induction hypothesis gives that the latter can be written in the form of $T_{11} T_{11}^{*}$ with an upper triangular $T_{11}$. Therefore $T$ is upper triangular, too.

If $0 \leq A \in \mathbb{M}_{n}$ and $0 \leq B \in \mathbb{M}_{m}$, then $0 \leq A \otimes B$. More generally if $0 \leq A_{i} \in \mathbb{M}_{n}$ and $0 \leq B_{i} \in \mathbb{M}_{m}$, then

$$
\sum_{i=1}^{k} A_{i} \otimes B_{i}
$$

is positive. These matrices in $\mathbb{M}_{n} \otimes \mathbb{M}_{m}$ are called separable positive matrices. Is it true that every positive matrix in $\mathbb{M}_{n} \otimes \mathbb{M}_{m}$ is separable? A counterexample follows.

Example 2.11 Let $\mathbb{M}_{4}=\mathbb{M}_{2} \otimes \mathbb{M}_{2}$ and

$$
D:=\frac{1}{2}\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

$D$ is a rank 1 positive operator, it is a projection. If $D=\sum_{i} D_{i}$, then $D_{i}=\lambda_{i} D$. If $D$ is separable, then it is a tensor product. If $D$ is a tensor product, then up to a constant factor it equals to $\left(\operatorname{Tr}_{2} D\right) \otimes\left(\operatorname{Tr}_{1} D\right)$. We have

$$
\operatorname{Tr}_{1} D=\operatorname{Tr}_{2} D=\frac{1}{2}\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] .
$$

Their tensor product has rank 4 and it cannot be $\lambda D$. It follows that this $D$ is not separable.

In quantum theory the non-separable positive operators are called entangled. The positive operator $D$ is maximally entangled if it has minimal rank (it means rank 1) and the partial traces have maximal rank. The matrix $D$ in the previous example is maximally entangled.

It is interesting that there is no procedure to decide if a positive operator in a tensor product space is separable or entangled.

### 2.2 Partial ordering

Let $A, B \in B(\mathcal{H})$ be self-adjoint operators. The partial ordering $A \leq B$ holds if $B-A$ is positive, or equivalently

$$
\langle x, A x\rangle \leq\langle x, B x\rangle
$$

for all vectors $x$. From this formulation one can easily see that $A \leq B$ implies $X A X^{*} \leq X B X^{*}$ for every operator $X$.

Example 2.12 Assume that for the orthogonal projections $P$ and $Q$ the inequality $P \leq Q$ holds. If $P x=x$ for a unit vector $x$, then $\langle x, P x\rangle \leq$ $\langle x, Q x\rangle \leq 1$ shows that $\langle x, Q x\rangle=1$. Therefore the relation

$$
\|x-Q x\|^{2}=\langle x-Q x, x-Q x\rangle=\langle x, x\rangle-\langle x, Q x\rangle=0
$$

gives that $Q x=x$. The range of $Q$ includes the range of $P$.
Let $A_{n}$ be a sequence of operators on a finite dimensional Hilbert space. Fix a basis and let $\left[A_{n}\right]$ be the matrix of $A_{n}$. Similarly, the matrix of the operator $A$ is $[A]$. Let the Hilbert space be $m$-dimensional, so the matrices are $m \times m$. Recall that the following conditions are equivalent:
(1) $\left\|A-A_{n}\right\| \rightarrow 0$.
(2) $A_{n} x \rightarrow A x$ for every vector $x$.
(3) $\left\langle x, A_{n} y\right\rangle \rightarrow\langle x, A y\rangle$ for every vectors $x$ and $y$.
(4) $\left\langle x, A_{n} x\right\rangle \rightarrow\langle x, A x\rangle$ for every vector $x$.
(5) $\operatorname{Tr}\left(A-A_{n}\right)^{*}\left(A-A_{n}\right) \rightarrow 0$
(6) $\left[A_{n}\right]_{i j} \rightarrow[A]_{i j}$ for every $1 \leq i, j \leq m$.

These conditions describe several ways the convergence of a sequence of operators or matrices.

Theorem 2.13 Let $A_{n}$ be an increasing sequence of operators with an upper bound: $A_{1} \leq A_{2} \leq \cdots \leq B$. Then there is an operator $A \leq B$ such that $A_{n} \rightarrow A$.

Proof: Let $\phi_{n}(x, y):=\left\langle x, A_{n} y\right\rangle$ be a sequence of complex bilinear functionals. $\lim _{n} \phi_{n}(x, x)$ is a bounded increasing real sequence and it is convergent. Due to the polarization identity $\phi_{n}(x, y)$ is convergent as well and the limit gives a complex bilinear functional $\phi$. If the corresponding operator is denoted by $A$, then

$$
\left\langle x, A_{n} y\right\rangle \rightarrow\langle x, A y\rangle
$$

for every vectors $x$ and $y$. This is the convergence $A_{n} \rightarrow A$. The condition $\langle x, A x\rangle \leq\langle x, B x\rangle$ means $A \leq B$.

Example 2.14 Assume that $0 \leq A \leq I$ for an operator $A$. Define a sequence $T_{n}$ of operators by recursion. Let $T_{1}=0$ and

$$
T_{n+1}=T_{n}+\frac{1}{2}\left(A-T_{n}^{2}\right) \quad(n \in \mathbb{N})
$$

$T_{n}$ is a polynomial of $A$ with real coefficients. So these operators commute with each other. Since

$$
I-T_{n+1}=\frac{1}{2}\left(I-T_{n}\right)^{2}+\frac{1}{2}(I-A),
$$

induction shows that $T_{n} \leq I$.
We show that $T_{1} \leq T_{2} \leq T_{3} \leq \cdots$ by mathematical induction. In the recursion

$$
T_{n+1}-T_{n}=\frac{1}{2}\left(\left(I-T_{n-1}\right)\left(T_{n}-T_{n-1}\right)+\left(I-T_{n}\right)\left(T_{n}-T_{n-1}\right)\right)
$$

$I-T_{n-1} \geq 0$ and $T_{n}-T_{n-1} \geq 0$ due to the assumption. Since they commute their product is positive. Similarly $\left(I-T_{n}\right)\left(T_{n}-T_{n-1}\right) \geq 0$. It follows that the right-hand-side is positive.

Theorem 2.13 tells that $T_{n}$ converges to an operator $B$. The limit of the recursion formula yields

$$
B=B+\frac{1}{2}\left(A-B^{2}\right),
$$

therefore $A=B^{2}$.
Theorem 2.15 Assume that $0<A, B \in \mathbb{M}_{n}$ are invertible matrices and $A \leq B$. Then $B^{-1} \leq A^{-1}$

Proof: The condition $A \leq B$ is equivalent to $B^{-1 / 2} A B^{-1 / 2} \leq I$ and the statement $B^{-1} \leq A^{-1}$ is equivalent to $I \leq B^{1 / 2} A^{-1} B^{1 / 2}$. If $X=$ $B^{-1 / 2} A B^{-1 / 2}$, then we have to show that $X \leq I$ implies $X^{-1} \geq I$. The condition $X \leq I$ means that all eigenvalues of $X$ are in the interval $(0,1]$. This implies that all eigenvalues of $X^{-1}$ are in $[1, \infty)$.

Assume that $A \leq B$. It follows from (1.28) that the largest eigenvalue of $A$ is smaller than the largest eigenvalue of $B$. Let $\lambda(A)=\left(\lambda_{1}(A), \ldots, \lambda_{n}(A)\right)$ denote the vector of the eigenvalues of $A$ in decreasing order (with counting multiplicities).

The next result is called Weyl's monotonicity theorem.
Theorem 2.16 If $A \leq B$, then $\lambda_{k}(A) \leq \lambda_{k}(B)$ for all $k$.
This is a consequence of the minimax principle, Theorem 1.27.
Corollary 2.17 Let $A, B \in B(\mathcal{H})$ be self-adjoint operators.
(1) If $A \leq B$, then $\operatorname{Tr} A \leq \operatorname{Tr} B$.
(2) If $0 \leq A \leq B$, then $\operatorname{det} A \leq \operatorname{det} B$.

Theorem 2.18 (Schur theorem) Let $A$ and $B$ be positive $n \times n$ matrices. Then

$$
C_{i j}=A_{i j} B_{i j} \quad(1 \leq i, j \leq n)
$$

determines a positive matrix.
Proof: If $A_{i j}=\bar{\lambda}_{i} \lambda_{j}$ and $B_{i j}=\bar{\mu}_{i} \mu_{j}$, then $C_{i j}=\overline{\lambda_{i} \mu_{i}} \lambda_{j} \mu_{j}$ and $C$ is positive due to Example 1.40. The general case is reduced to this one.

The matrix $C$ of the previous theorem is called the Hadamard (or Schur) product of the matrices $A$ and $B$. In notation, $C=A \circ B$.

Corollary 2.19 Assume that $0 \leq A \leq B$ and $0 \leq C \leq D$. Then $A \circ C \leq$ $B \circ D$.

Proof: The equation

$$
B \circ D=A \circ C+(B-A) \circ C+(D-C) \circ A+(B-A) \circ(D-C)
$$

implies the statement.
Theorem 2.20 (Oppenheim's inequality) If $0 \leq A, B \in \mathbb{M}_{n}$, then

$$
\operatorname{det}(A \circ B) \geq\left(\prod_{i=1}^{n} A_{i i}\right) \operatorname{det} B
$$

Proof: For $n=1$ the statement is obvious. The argument will be in induction on $n$.

We take the Schur complementation and the block-matrix formalism

$$
A=\left[\begin{array}{cc}
a & A_{1} \\
A_{2} & A_{3}
\end{array}\right] \quad \text { and } \quad B=\left[\begin{array}{cc}
b & B_{1} \\
B_{2} & B_{3}
\end{array}\right]
$$

where $a, b \in \mathbb{R}$. From the induction we have

$$
\begin{equation*}
\operatorname{det}\left(A_{3} \circ(B / b)\right) \geq A_{2,2} A_{3,3} \ldots A_{n, n} \operatorname{det}(B / b) \tag{2.8}
\end{equation*}
$$

From Theorem 2.3 we have $\operatorname{det}(A \circ B)=a b \operatorname{det}(A \circ B / a b)$ and

$$
\begin{aligned}
A \circ B / a b & =A_{3} \circ B_{3}-\left(A_{2} \circ B_{2}\right) a^{-1} b^{-1}\left(A_{1} \circ B_{1}\right) \\
& =A_{3} \circ(B / b)+(A / a) \circ\left(B_{2} B_{1} b^{-1}\right) .
\end{aligned}
$$

The matrices $A / a$ and $B / b$ are positive, see Theorem 2.4. So the matrices

$$
A_{3} \circ(B / b) \quad \text { and } \quad(A / a) \circ\left(B_{2} B_{1} b^{-1}\right)
$$

are positive as well. So

$$
\operatorname{det}(A \circ B) \geq a b \operatorname{det}\left(A_{3} \circ(B / b)\right)
$$

Finally the inequality (2.8) gives

$$
\operatorname{det}(A \circ B) \geq\left(\prod_{i=1}^{n} A_{i i}\right) b \operatorname{det}(B / b)
$$

Since det $B=b \operatorname{det}(B / b)$, the proof is complete.

A linear mapping $\alpha: \mathbb{M}_{n} \rightarrow \mathbb{M}_{n}$ is called completely positive if it has the form

$$
\alpha(B)=\sum_{i=1}^{k} V_{i}^{*} B V_{i}
$$

for some matrices $V_{i}$. The sum of completely positive mappings is completely positive. (More details about completely positive mappings are in the Theorem 2.48.)

Example 2.21 Let $A \in \mathbb{M}_{n}$ be a positive matrix. The mapping $S_{A}: B \mapsto$ $A \circ B$ sends positive matrix to positive matrix, therefore it is a positive mapping.

We want to show that $S_{A}$ is completely positive. $S_{A}$ is additive in $A$, hence it is enough to show the case $A_{i j}=\bar{\lambda}_{i} \lambda_{j}$. Then

$$
S_{A}(B)=\operatorname{Diag}\left(\bar{\lambda}_{1}, \bar{\lambda}_{2}, \ldots, \bar{\lambda}_{n}\right) B \operatorname{Diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)
$$

and $S_{A}$ is completely positive.

### 2.3 Projections

Let $\mathcal{K}$ be a closed subspace of a Hilbert space $\mathcal{H}$. Any vector $x \in \mathcal{H}$ can be written in the form $x_{0}+x_{1}$, where $x_{0} \in \mathcal{K}$ and $x_{1} \perp \mathcal{K}$. The linear mapping $P: x \mapsto x_{0}$ is called (orthogonal) projection onto $\mathcal{K}$. The orthogonal projection $P$ has the properties $P=P^{2}=P^{*}$. If an operator $P \in B(\mathcal{H})$ satisfies $P=P^{2}=P^{*}$, then it is an (orthogonal) projection (onto its range). Instead of orthogonal projection the expression ortho-projection is also used.

The partial ordering is very simple for projections, see Example 2.12. If $P$ and $Q$ are projections, then the relation $P \leq Q$ means that the range of $P$ is included in the range of $Q$. An equivalent algebraic formulation is $P Q=P$. The largest projection in $\mathbb{M}_{n}$ is the identity $I$ and the smallest one is 0 . Therefore $0 \leq P \leq I$ for any projection $P \in \mathbb{M}_{n}$.

Example 2.22 In $\mathbb{M}_{2}$ the non-trivial ortho-projections have rank 1 and they have the form

$$
P=\frac{1}{2}\left[\begin{array}{cc}
1+a_{3} & a_{1}-\mathrm{i} a_{2} \\
a_{1}+\mathrm{i} a_{2} & 1-a_{3}
\end{array}\right],
$$

where $a_{1}, a_{2}, a_{3} \in \mathbb{R}$ and $a_{1}^{2}+a_{2}^{2}+a_{3}^{2}=1$. In terms of the Pauli matrices

$$
\sigma_{0}=\left[\begin{array}{ll}
1 & 0  \tag{2.9}\\
0 & 1
\end{array}\right], \quad \sigma_{1}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], \quad \sigma_{2}=\left[\begin{array}{cc}
0 & -\mathrm{i} \\
\mathrm{i} & 0
\end{array}\right], \quad \sigma_{2}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]
$$

we have

$$
P=\frac{1}{2}\left(\sigma_{0}+\sum_{i=1}^{3} a_{i} \sigma_{i}\right) .
$$

An equivalent formulation is $P=|x\rangle\langle x|$, where $x \in \mathbb{C}^{2}$ is a unit vector. This can be extended to an arbitrary ortho-projection $Q \in \mathbb{M}_{n}(\mathbb{C})$ :

$$
Q=\sum_{i=1}^{k}\left|x_{i}\right\rangle\left\langle x_{i}\right|,
$$

where the set $\left\{x_{i}: 1 \leq i \leq k\right\}$ is a family of orthogonal unit vectors in $\mathbb{C}^{n}$. ( $k$ is the rank of the image of $Q$, or $\operatorname{Tr} Q$.)

If $P$ is a projection, then $I-P$ is a projection as well and it is often denoted by $P^{\perp}$, since the range of $I-P$ is the orthogonal complement of the range of $P$.

Example 2.23 Let $P$ and $Q$ be projections. The relation $P \perp Q$ means that the range of $P$ is orthogonal to the range of $Q$. An equivalent algebraic formulation is $P Q=0$. Since the orthogonality relation is symmetric, $P Q=0$ if and only if $Q P=0$. (We can arrive at this statement by taking adjoint as well.)

We show that $P \perp Q$ if and only if $P+Q$ is a projection as well. $P+Q$ is self-adjoint and it is a projection if

$$
(P+Q)^{2}=P^{2}+P Q+Q P+Q^{2}=P+Q+P Q+Q P=P+Q
$$

or equivalently

$$
P Q+Q P=0 .
$$

This is true if $P \perp Q$. On the other hand, the condition $P Q+Q P=0$ implies that $P Q P+Q P^{2}=P Q P+Q P=0$ and $Q P$ must be self-adjoint. We can conclude that $P Q=0$ which is the orthogonality.

Assume that $P$ and $Q$ are projections on the same Hilbert space. Among the projections which are smaller than $P$ and $Q$ there is a largest, it is the orthogonal projection onto the intersection of the ranges of $P$ and $Q$. This has the notation $P \wedge Q$.

Theorem 2.24 Assume that $P$ and $Q$ are ortho-projections. Then

$$
P \wedge Q=\lim _{n \rightarrow \infty}(P Q P)^{n}=\lim _{n \rightarrow \infty}(Q P Q)^{n}
$$

Proof: The operator $A:=P Q P$ is a positive contraction. Therefore the sequence $A^{n}$ is monotone decreasing and Theorem 2.13 implies that $A^{n}$ has a limit $R$. The operator $R$ is self-adjoint. Since $\left(A^{n}\right)^{2} \rightarrow R^{2}$ we have $R=R^{2}$, in other words, $R$ is an ortho-projection. If $P x=x$ and $Q x=x$ for a vector $x$, then $A x=x$ and it follows that $R x=x$. This means that $R \geq P \wedge Q$.

From the inequality $P Q P \leq P, R \leq P$ follows. Taking the limit of $(P Q P)^{n} Q(P Q P)^{n}=(P Q P)^{2 n+1}$, we have $R Q R=R$. From this we have $R(I-Q) R=0$ and $(I-Q) R=0$. This gives $R \leq Q$.

It has been proved that $R \leq P, Q$ and $R \geq P \wedge Q$. So $R=P \wedge Q$ is the only possibility.

Corollary 2.25 Assume that $P$ and $Q$ are ortho-projections and $0 \leq H \leq$ $P, Q$. Then $H \leq P \wedge Q$.

Proof: One can show that $P H P=H, Q H Q=H$. This implies $H \leq$ $(P Q P)^{n}$ and the limit $n \rightarrow \infty$ gives the result.

Let $P$ and $Q$ be ortho-projections. If the ortho-projection $R$ has the property $R \geq P, Q$, then the image of $R$ includes the images of $P$ and $Q$. The smallest such $R$ projects to the linear subspace generated by the images of $P$ and $Q$. This ortho-projection is denoted by $P \vee Q$. The set of orthoprojections becomes a lattice with the operations $\wedge$ and $\vee$. However, the so-called distributivity

$$
A \vee(B \wedge C)=(A \vee B) \wedge(A \vee C)
$$

is not true.
Example 2.26 We show that any operator $X \in \mathbb{M}_{n}(\mathbb{C})$ is a linear combination of ortho-projections. We write

$$
X=\frac{1}{2}\left(X+X^{*}\right)+\frac{1}{2 \mathrm{i}}\left(\mathrm{i} X-\mathrm{i} X^{*}\right),
$$

where $X+X^{*}$ and $\mathrm{i} X-\mathrm{i} X^{*}$ are self-adjoint operators. Therefore, it is enough to find linear combination of ortho-projections for self-adjoint operators, this is essentially the spectral decomposition (1.26).

Assume that $\varphi_{0}$ is defined on projections of $\mathbb{M}_{n}(\mathbb{C})$ and it has the properties

$$
\varphi_{0}(0)=0, \quad \varphi_{0}(I)=1, \quad \varphi_{0}(P+Q)=\varphi_{0}(P)+\varphi_{0}(Q) \quad \text { if } \quad P \perp Q
$$

It is a famous theorem of Gleason that in the case $n>2$ the mapping $\varphi_{0}$ has a linear extension $\varphi: \mathbb{M}_{n}(\mathbb{C}) \rightarrow \mathbb{C}$. The linearity implies the form

$$
\begin{equation*}
\varphi(X)=\operatorname{Tr} \rho X \quad\left(X \in \mathbb{M}_{n}(\mathbb{C})\right) \tag{2.10}
\end{equation*}
$$

with a matrix $\rho \in \mathbb{M}_{n}(\mathbb{C})$. However, from the properties of $\varphi_{0}$ we have $\rho \geq 0$ and $\operatorname{Tr} \rho=1$. Such a $\rho$ is usually called density matrix in the quantum applications. It is clear that if $\rho$ has rank 1 , then it is a projection.

In quantum information theory the traditional variance is

$$
\begin{equation*}
\operatorname{Var}_{\rho}(A)=\operatorname{Tr} \rho A^{2}-(\operatorname{Tr} \rho A)^{2} \tag{2.11}
\end{equation*}
$$

when $\rho$ is a density matrix and $A \in \mathbb{M}_{n}(\mathbb{C})$ is a self-adjoint operator. This is the straightforward analogy of the variance in probability theory, a standard notation is $\left\langle A^{2}\right\rangle-\langle A\rangle^{2}$ in both formalism. We note that for more self-adjoint operators the notation is covariance:

$$
\operatorname{Cov}_{\rho}(A, B)=\operatorname{Tr} \rho A B-(\operatorname{Tr} \rho A)(\operatorname{Tr} \rho B)
$$

It is rather different from probability theory that the variance (2.11) can be strictly positive even in the case when $\rho$ has rank 1 . If $\rho$ has rank 1 , then it is an ortho-projection of rank 1 and it is also called as pure state.

It is easy to show that

$$
\operatorname{Var}_{\rho}(A+\lambda I)=\operatorname{Var}_{\rho}(A) \quad \text { for } \quad \lambda \in \mathbb{R}
$$

and the concavity of the variance functional $\rho \mapsto \operatorname{Var}_{\rho}(A)$ :

$$
\operatorname{Var}_{\rho}(A) \geq \sum_{i} \lambda_{i} \operatorname{Var}_{\rho_{i}}(A) \quad \text { if } \quad \rho=\sum_{i} \lambda_{i} \rho_{i} .
$$

(Here $\lambda_{i} \geq 0$ and $\sum_{i} \lambda_{i}=1$.)
The formulation is easier if $\rho$ is diagonal. We can change the basis of the $n$-dimensional space such that $\rho=\operatorname{Diag}\left(p_{1}, p_{2}, \ldots, p_{n}\right)$, then we have

$$
\begin{equation*}
\operatorname{Var}_{\rho}(A)=\sum_{i, j} \frac{p_{i}+p_{j}}{2}\left|A_{i j}\right|^{2}-\left(\sum_{i} p_{i} A_{i i}\right)^{2} \tag{2.12}
\end{equation*}
$$

In the projection example $P=\operatorname{Diag}(1,0, \ldots, 0)$, formula (2.12) gives

$$
\operatorname{Var}_{P}(A)=\sum_{i \neq 1}\left|A_{1 i}\right|^{2}
$$

and this can be strictly positive.

Theorem 2.27 Let $\rho$ be a density matrix. Take all the decompositions such that

$$
\begin{equation*}
\rho=\sum_{i} q_{i} Q_{i}, \tag{2.13}
\end{equation*}
$$

where $Q_{i}$ are pure states and $\left(q_{i}\right)$ is a probability distribution. Then

$$
\begin{equation*}
\operatorname{Var}_{\rho}(A)=\sup \left(\sum_{i} q_{i}\left(\operatorname{Tr} Q_{i} A^{2}-\left(\operatorname{Tr} Q_{i} A\right)^{2}\right)\right) \tag{2.14}
\end{equation*}
$$

where the supremum is over all decompositions (2.13).
The proof will be an application of matrix theory. The first lemma contains a trivial computation on block-matrices.

Lemma 2.28 Assume that

$$
\rho=\left[\begin{array}{cc}
\rho^{\wedge} & 0 \\
0 & 0
\end{array}\right], \quad \rho_{i}=\left[\begin{array}{cc}
\rho_{i}^{\wedge} & 0 \\
0 & 0
\end{array}\right], \quad A=\left[\begin{array}{cc}
A^{\wedge} & B \\
B^{*} & C
\end{array}\right]
$$

and

$$
\rho=\sum_{i} \lambda_{i} \rho_{i}, \quad \rho^{\wedge}=\sum_{i} \lambda_{i} \rho_{i}^{\wedge} .
$$

Then

$$
\begin{gathered}
\left(\operatorname{Tr} \rho^{\wedge}\left(A^{\wedge}\right)^{2}-\left(\operatorname{Tr} \rho^{\wedge} A^{\wedge}\right)^{2}\right)-\sum_{i} \lambda_{i}\left(\operatorname{Tr} \rho_{i}^{\wedge}\left(A^{\wedge}\right)^{2}-\left(\operatorname{Tr} \rho_{i}^{\wedge} A^{\wedge}\right)^{2}\right) \\
=\left(\operatorname{Tr} \rho A^{2}-(\operatorname{Tr} \rho A)^{2}\right)-\sum_{i} \lambda_{i}\left(\operatorname{Tr} \rho_{i} A^{2}-\left(\operatorname{Tr} \rho_{i} A\right)^{2}\right) .
\end{gathered}
$$

This lemma shows that if $\rho \in \mathbb{M}_{n}(\mathbb{C})$ has a rank $k<n$, then the computation of a variance $\operatorname{Var}_{\rho}(A)$ can be reduced to $k \times k$ matrices. The equality in (2.14) is rather obvious for a rank 2 density matrix and due to the previous lemma the computation will be with $2 \times 2$ matrices.

Lemma 2.29 For a rank 2 matrix $\rho$ the equality holds in (2.14).
Proof: Due to Lemma 2.28 we can make a computation with $2 \times 2$ matrices. We can assume that

$$
\rho=\left[\begin{array}{cc}
p & 0 \\
0 & 1-p
\end{array}\right], \quad A=\left[\begin{array}{cc}
a_{1} & b \\
\bar{b} & a_{2}
\end{array}\right] .
$$

Then

$$
\operatorname{Tr} \rho A^{2}=p\left(a_{1}^{2}+|b|^{2}\right)+(1-p)\left(a_{2}^{2}+|b|^{2}\right)
$$

We can assume that

$$
\operatorname{Tr} \rho A=p a_{1}+(1-p) a_{2}=0
$$

Let

$$
Q_{1}=\left[\begin{array}{cc}
p & c e^{-\mathrm{i} \varphi} \\
c e^{\mathrm{i} \varphi} & 1-p
\end{array}\right],
$$

where $c=\sqrt{p(1-p)}$. This is a projection and

$$
\operatorname{Tr} Q_{1} A=a_{1} p+a_{2}(1-p)+b c e^{-\mathrm{i} \varphi}+\bar{b} c e^{\mathrm{i} \varphi}=2 c \operatorname{Re} b e^{-\mathrm{i} \varphi}
$$

We choose $\varphi$ such that $\operatorname{Re} b e^{-\mathrm{i} \varphi}=0$. Then $\operatorname{Tr} Q_{1} A=0$ and

$$
\operatorname{Tr} Q_{1} A^{2}=p\left(a_{1}^{2}+|b|^{2}\right)+(1-p)\left(a_{2}^{2}+|b|^{2}\right)=\operatorname{Tr} \rho A^{2} .
$$

Let

$$
Q_{2}=\left[\begin{array}{cc}
p & -c e^{-\mathrm{i} \varphi} \\
-c e^{\mathrm{i} \varphi} & 1-p
\end{array}\right] .
$$

Then

$$
\rho=\frac{1}{2} Q_{1}+\frac{1}{2} Q_{2}
$$

and we have

$$
\frac{1}{2}\left(\operatorname{Tr} Q_{1} A^{2}+\operatorname{Tr} Q_{2} A^{2}\right)=p\left(a_{1}^{2}+|b|^{2}\right)+(1-p)\left(a_{2}^{2}+|b|^{2}\right)=\operatorname{Tr} \rho A^{2} .
$$

Therefore we have an equality.
We denote by $r(\rho)$ the rank of an operator $\rho$. The idea of the proof is to reduce the rank and the block diagonal formalism will be used.

Lemma 2.30 Let $\rho$ be a density matrix and $A=A^{*}$ be an observable. Assume the block-matrix forms

$$
\rho=\left[\begin{array}{cc}
\rho_{1} & 0 \\
0 & \rho_{2}
\end{array}\right], \quad A=\left[\begin{array}{cc}
A_{1} & A_{2} \\
A_{2}^{*} & A_{3}
\end{array}\right] .
$$

and $r\left(\rho_{1}\right), r\left(\rho_{2}\right)>1$. We construct

$$
\rho^{\prime}:=\left[\begin{array}{cc}
\rho_{1} & X^{*} \\
X & \rho_{2}
\end{array}\right]
$$

such that

$$
\operatorname{Tr} \rho A=\operatorname{Tr} \rho^{\prime} A, \quad \rho^{\prime} \geq 0, \quad r\left(\rho^{\prime}\right)<r(\rho)
$$

Proof: The $\operatorname{Tr} \rho A=\operatorname{Tr} \rho^{\prime} A$ condition is equivalent with $\operatorname{Tr} X A_{2}+\operatorname{Tr} X^{*} A_{2}^{*}=$ 0 and this holds if and only if $\operatorname{Re} \operatorname{Tr} X A_{2}=0$.

We can have unitaries $U$ and $W$ such that $U \rho_{1} U^{*}$ and $W \rho_{2} W^{*}$ are diagonal:

$$
U \rho_{1} U^{*}=\operatorname{Diag}\left(0, \ldots, 0, a_{1}, \ldots, a_{k}\right), \quad W \rho_{2} W^{*}=\operatorname{Diag}\left(b_{1}, \ldots, b_{l}, 0, \ldots, 0\right)
$$

where $a_{i}, b_{j}>0$. Then $\rho$ has the same rank as the matrix

$$
\left[\begin{array}{cc}
U & 0 \\
0 & W
\end{array}\right] \rho\left[\begin{array}{cc}
U^{*} & 0 \\
0 & W^{*}
\end{array}\right]=\left[\begin{array}{cc}
U \rho_{1} U^{*} & 0 \\
0 & W \rho_{2} W^{*}
\end{array}\right]
$$

the rank is $k+l$. A possible modification of this matrix is $Y:=$

$$
\begin{gathered}
{\left[\begin{array}{cccc}
\operatorname{Diag}\left(0, \ldots, 0, a_{1}, \ldots, a_{k-1}\right) & 0 & 0 & 0 \\
0 & a_{k} & \sqrt{a_{k} b_{1}} & 0 \\
0 & \sqrt{a_{k} b_{1}} & b_{1} & 0 \\
0 & 0 & 0 & \operatorname{Diag}\left(b_{2}, \ldots, b_{l}, 0, \ldots, 0\right)
\end{array}\right]} \\
=\left[\begin{array}{cc}
U \rho_{1} U^{*} & M \\
M & W \rho_{2} W^{*}
\end{array}\right]
\end{gathered}
$$

and $r(Y)=k+l-1$. So $Y$ has a smaller rank than $\rho$. Next we take

$$
\left[\begin{array}{cc}
U^{*} & 0 \\
0 & W^{*}
\end{array}\right] Y\left[\begin{array}{cc}
U & 0 \\
0 & W
\end{array}\right]=\left[\begin{array}{cc}
\rho_{1} & U^{*} M W \\
W^{*} M U & \rho_{2}
\end{array}\right]
$$

which has the same rank as $Y$. If $X_{1}:=W^{*} M U$ is multiplied with $e^{\mathrm{i} \alpha}(\alpha>0)$, then the positivity condition and the rank remain. On the other hand, we can choose $\alpha>0$ such that $\operatorname{Re} \operatorname{Tr} e^{\mathrm{i} \alpha} X_{1} A_{2}=0$. Then $X:=e^{\mathrm{i} \alpha} X_{1}$ is the matrix we wanted.

Lemma 2.31 Let $\rho$ be a density matrix of rank $m>0$ and $A=A^{*}$ be an observable. We claim the existence of a decomposition

$$
\begin{equation*}
\rho=p \rho_{-}+(1-p) \rho_{+}, \tag{2.15}
\end{equation*}
$$

such that $r\left(\rho_{-}\right)<m, r\left(\rho_{+}\right)<m$, and

$$
\begin{equation*}
\operatorname{Tr} A \rho_{+}=\operatorname{Tr} A \rho_{-}=\operatorname{Tr} \rho A \tag{2.16}
\end{equation*}
$$

Proof: By unitary transformation we can get to the formalism of the previous lemma:

$$
\rho=\left[\begin{array}{cc}
\rho_{1} & 0 \\
0 & \rho_{2}
\end{array}\right], \quad A=\left[\begin{array}{cc}
A_{1} & A_{2} \\
A_{2}^{*} & A_{3}
\end{array}\right] .
$$

We choose

$$
\rho_{+}=\rho^{\prime}=\left[\begin{array}{cc}
\rho_{1} & X^{*} \\
X & \rho_{2}
\end{array}\right], \quad \rho_{-}=\left[\begin{array}{cc}
\rho_{1} & -X^{*} \\
-X & \rho_{2}
\end{array}\right] .
$$

Then

$$
\rho=\frac{1}{2} \rho_{-}+\frac{1}{2} \rho_{+}
$$

and the requirements $\operatorname{Tr} A \rho_{+}=\operatorname{Tr} A \rho_{-}=\operatorname{Tr} \rho A$ also hold.
Proof of Theorem 2.27: For rank-2 states, it is true because of Lemma 2.29. Any state with a rank larger than 2 can be decomposed into the mixture of lower rank states, according to Lemma 2.31, that have the same expectation value for $A$, as the original $\rho$ has. The lower rank states can then be decomposed into the mixture of states with an even lower rank, until we reach states of rank $\leq 2$. Thus, any state $\rho$ can be decomposed into the mixture of pure states

$$
\begin{equation*}
\rho=\sum p_{k} Q_{k} \tag{2.17}
\end{equation*}
$$

such that $\operatorname{Tr} A Q_{k}=\operatorname{Tr} A \rho$. Hence the statement of the theorem follows.

### 2.4 Subalgebras

A unital $*$-subalgebra of $\mathbb{M}_{n}(\mathbb{C})$ is a subspace $\mathcal{A}$ that contains the identity $I$, is closed under matrix multiplication and Hermitian conjugation. That is, if $A, B \in \mathcal{A}$, then so are $A B$ and $A^{*}$. In what follows, for all $*$-subalgebras we simplify the notation, we shall write subalgebra or subset.

Example 2.32 A simple subalgebra is

$$
\mathcal{A}=\left\{\left[\begin{array}{ll}
z & w \\
w & z
\end{array}\right]: z, w \in \mathbb{C}\right\} \subset \mathbb{M}_{2}(\mathbb{C})
$$

Since $A, B \in \mathcal{A}$ implies $A B=B A$, this is a commutative subalgebra. In terms of the Pauli matrices (2.9) we have

$$
\mathcal{A}=\left\{z \sigma_{0}+w \sigma_{1}: z, w \in \mathbb{C}\right\}
$$

This example will be generalized.

Assume that $P_{1}, P_{2}, \ldots, P_{n}$ are projections of rank 1 in $\mathbb{M}_{n}(\mathbb{C})$ such that $P_{i} P_{j}=0$ for $i \neq j$ and $\sum_{i} P_{i}=I$. Then

$$
\mathcal{A}=\left\{\sum_{i=1}^{n} \alpha_{i} P_{i}: \alpha_{i} \in \mathbb{C}\right\}
$$

is a maximal commutative $*$-subalgebra of $\mathbb{M}_{n}(\mathbb{C})$. The usual name is MASA which indicates the expression of maximal Abelian subalgebra.

Let $\mathcal{A}$ be any subset of $\mathbb{M}_{n}(\mathbb{C})$. Then $\mathcal{A}^{\prime}$, the commutant of $\mathcal{A}$, is given by

$$
\mathcal{A}^{\prime}=\left\{B \in \mathbb{M}_{n}(\mathbb{C}): B A=A B \text { for all } A \in \mathcal{A}\right\}
$$

It is easy to see that for any set $\mathcal{A} \subset \mathbb{M}_{n}(\mathbb{C}), \mathcal{A}^{\prime}$ is a subalgebra. If $\mathcal{A}$ is a MASA, then $\mathcal{A}^{\prime}=\mathcal{A}$.

Theorem 2.33 If $\mathcal{A} \subset \mathbb{M}_{n}(\mathbb{C})$ is a unital $*$-subalgebra, then $\mathcal{A}^{\prime \prime}=\mathcal{A}$.
Proof: We first show that for any $*$-subalgebra $\mathcal{A}, B \in \mathcal{A}^{\prime \prime}$ and any $v \in \mathbb{C}^{n}$, there exists an $A \in \mathcal{A}$ such that $A v=B v$. Let $V$ be the subspace of $\mathbb{C}^{n}$ given by

$$
V=\{A v: A \in \mathcal{A}\} .
$$

Let $P$ be the orthogonal projection onto $V$ in $\mathbb{C}^{n}$. Since, by construction, $V$ is invariant under the action of $\mathcal{A}, P A P=A P$ for all $A \in \mathcal{A}$. Taking the adjoint, $P A^{*} P=P A^{*}$ for all $A \in \mathcal{A}$. Since $\mathcal{A}$ is a $*$-algebra, this implies $P A=A P$ for all $A \in \mathcal{A}$. That is, $P \in \mathcal{A}^{\prime}$. Thus, for any $B \in \mathcal{A}^{\prime \prime}, B P=P B$ and so $V$ is invariant under the action of $\mathcal{A}^{\prime \prime}$. In particular, $B v \in V$ and hence, by the definition of $V, B v=A v$ for some $A \in \mathcal{A}$.

We apply the previous statement to the $*$-subalgebra

$$
\mathcal{M}=\left\{A \otimes I_{n}: A \in \mathcal{A}\right\} \subset \mathbb{M}_{n}(\mathbb{C}) \otimes \mathbb{M}_{n}(\mathbb{C})=M_{n^{2}}(\mathbb{C})
$$

It is easy to see that

$$
\mathcal{M}^{\prime \prime}=\left\{B \otimes I_{n}: B \in \mathcal{A}^{\prime \prime}\right\} \subset \mathbb{M}_{n}(\mathbb{C}) \otimes \mathbb{M}_{n}(\mathbb{C})=M_{n^{2}}(\mathbb{C})
$$

Now let $\left\{v_{1}, \ldots, v_{n}\right\}$ be any basis of $\mathbb{C}^{n}$ and form the vector

$$
v=\left[\begin{array}{c}
v_{1} \\
v_{2} \\
\vdots \\
v_{n}
\end{array}\right] \in \mathbb{C}^{n^{2}}
$$

Then

$$
\left(A \otimes I_{n}\right) v=\left(B \otimes I_{n}\right) v
$$

and $A v_{j}=B v_{j}$ for every $1 \leq j \leq n$. Since $\left\{v_{1}, \ldots, v_{n}\right\}$ is a basis of $\mathbb{C}^{n}$, this means $B=A \in \mathcal{A}$. Since $B$ was an arbitrary element of $\mathcal{A}^{\prime \prime}$, this shows that $\mathcal{A}^{\prime \prime} \subset \mathcal{A}$. Since $\mathcal{A} \subset \mathcal{A}^{\prime \prime}$ is an automatic consequence of the definitions, this shall prove that $\mathcal{A}^{\prime \prime}=\mathcal{A}$.

Next we study subalgebras $\mathcal{A} \subset \mathcal{B} \subset \mathbb{M}_{n}(\mathbb{C})$. A conditional expectation $\mathcal{E}: \mathcal{B} \rightarrow \mathcal{A}$ is a unital positive mapping which has the property

$$
\begin{equation*}
\mathcal{E}(A B)=A \mathcal{E}(B) \quad \text { for every } \quad A \in \mathcal{A} \quad \text { and } \quad B \in \mathcal{B} \tag{2.18}
\end{equation*}
$$

Choosing $B=I$, we obtain that $\mathcal{E}$ acts identically on $\mathcal{A}$. It follows from the positivity of $\mathcal{E}$ that $\mathcal{E}\left(C^{*}\right)=\mathcal{E}(C)^{*}$. Therefore, $\mathcal{E}(B A)=\mathcal{E}(B) A$ for every $A \in \mathcal{A}$ and $B \in \mathcal{B}$. Another standard notation for a conditional expectation $\mathcal{B} \rightarrow \mathcal{A}$ is $\mathcal{E}_{\mathcal{A}}^{\mathcal{B}}$.

Theorem 2.34 Assume that $\mathcal{A} \subset \mathcal{B} \subset \mathbb{M}_{n}(\mathbb{C})$. If $\alpha: \mathcal{A} \rightarrow \mathcal{B}$ is the embedding, then the dual $\mathcal{E}: \mathcal{B} \rightarrow \mathcal{A}$ is a conditional expectation.

Proof: From the definition

$$
\operatorname{Tr} \alpha(A) B=\operatorname{Tr} A \mathcal{E}(B) \quad(A \in \mathcal{A}, B \in \mathcal{B})
$$

of the dual we see that $\mathcal{E}: \mathcal{B} \rightarrow \mathcal{A}$ is a positive unital mapping and $\mathcal{E}(A)=$ $A$ for every $A \in \mathcal{A}$. For a contraction $B,\|\mathcal{E}(B)\|^{2}=\left\|\mathcal{E}(B)^{*} \mathcal{E}(B)\right\| \leq$ $\left\|\mathcal{E}\left(B^{*} B\right)\right\| \leq\|\mathcal{E}(I)\|=1$. Therefore, we have $\|\mathcal{E}\|=1$.

Let $P$ be a projection in $\mathcal{A}$ and $B_{1}, B_{2} \in \mathcal{B}$. We have

$$
\begin{aligned}
\left\|P B_{1}+P^{\perp} B_{2}\right\|^{2} & =\left\|\left(P B_{1}+P^{\perp} B_{2}\right)^{*}\left(P B_{1}+P^{\perp} B_{2}\right)\right\| \\
& =\left\|B_{1}^{*} P B_{1}+B_{2}^{*} P^{\perp} B_{2}\right\| \\
& \leq\left\|B_{1}^{*} P B_{1}\right\|+\left\|B_{2}^{*} P^{\perp} B_{2}\right\| \\
& =\left\|P B_{1}\right\|^{2}+\left\|P^{\perp} B_{2}\right\|^{2} .
\end{aligned}
$$

Using this, we estimate for an arbitrary $t \in \mathbb{R}$ as follows.

$$
\begin{aligned}
(t+1)^{2}\left\|P^{\perp} \mathcal{E}(P B)\right\|^{2} & \left.=\| P^{\perp} \mathcal{E}(P B)+t P^{\perp} \mathcal{E}(P B)\right) \|^{2} \\
& \leq\left\|P B+t P^{\perp} \mathcal{E}(P B)\right\|^{2} \\
& \leq\|P B\|^{2}+t^{2}\left\|P^{\perp} \mathcal{E}(P B)\right\|^{2}
\end{aligned}
$$

Since $t$ can be arbitrary, $P^{\perp} \mathcal{E}(P B)=0$, that is, $P \mathcal{E}(P B)=\mathcal{E}(P B)$. We may write $P^{\perp}$ in place of $P$ :

$$
(I-P) \mathcal{E}((I-P) B)=\mathcal{E}((I-P) B), \text { equivalently, } P \mathcal{E}(B)=P \mathcal{E}(P B)
$$

Therefore we conclude $P \mathcal{E}(B)=\mathcal{E}(P B)$. The linear span of projections is the full algebra $\mathcal{A}$ and we have $A \mathcal{E}(B)=\mathcal{E}(A B)$ for every $A \in \mathcal{A}$. This completes the proof.

The subalgebras $\mathcal{A}_{1}, \mathcal{A}_{2} \subset \mathbb{M}_{n}(\mathbb{C})$ cannot be orthogonal since $I$ is in $\mathcal{A}_{1}$ and in $\mathcal{A}_{2}$. They are called complementary or quasi-orthogonal if $A_{i} \in \mathcal{A}_{i}$ and $\operatorname{Tr} A_{i}=0$ for $i=1,2$ imply that $\operatorname{Tr} A_{1} A_{2}=0$.

Example 2.35 In $\mathbb{M}_{2}(\mathbb{C})$ the subalgebras

$$
\mathcal{A}_{i}:=\left\{a \sigma_{0}+b \sigma_{i}: a, b \in \mathbb{C}\right\} \quad(1 \leq i \leq 3)
$$

are commutative and quasi-orthogonal. This follows from the facts that $\operatorname{Tr} \sigma_{i}=0$ for $1 \leq i \leq 3$ and

$$
\begin{equation*}
\sigma_{1} \sigma_{2}=\mathrm{i} \sigma_{3}, \quad \sigma_{2} \sigma_{3}=\mathrm{i} \sigma_{1} \quad \sigma_{3} \sigma_{1}=\mathrm{i} \sigma_{2} \tag{2.19}
\end{equation*}
$$

So $\mathbb{M}_{2}(\mathbb{C})$ has 3 quasi-orthogonal MASAs.
In $M_{4}(\mathbb{C})=M_{2}(\mathbb{C}) \otimes M_{2}(\mathbb{C})$ we can give 5 quasi-orthogonal MASAs. Each MASA is the linear combimation of 4 operators:

$$
\begin{array}{llll}
\sigma_{0} \otimes \sigma_{0}, & \sigma_{0} \otimes \sigma_{1}, & \sigma_{1} \otimes \sigma_{0}, & \sigma_{1} \otimes \sigma_{1}, \\
\sigma_{0} \otimes \sigma_{0}, & \sigma_{0} \otimes \sigma_{2}, & \sigma_{2} \otimes \sigma_{0}, & \sigma_{2} \otimes \sigma_{2}, \\
\sigma_{0} \otimes \sigma_{0}, & \sigma_{0} \otimes \sigma_{3}, & \sigma_{3} \otimes \sigma_{0}, & \sigma_{3} \otimes \sigma_{3}, \\
\sigma_{0} \otimes \sigma_{0}, & \sigma_{1} \otimes \sigma_{2}, & \sigma_{2} \otimes \sigma_{3}, & \sigma_{3} \otimes \sigma_{1}, \\
\sigma_{0} \otimes \sigma_{0}, & \sigma_{1} \otimes \sigma_{3}, & \sigma_{2} \otimes \sigma_{1}, & \sigma_{3} \otimes \sigma_{2}
\end{array}
$$

A POVM is a set $\left\{E_{i}: 1 \leq i \leq k\right\}$ of positive operators such that $\sum_{i} E_{i}=I$. (More applications will be in Chapter 7.)

Theorem 2.36 Assume that $\left\{\mathcal{A}_{i}: 1 \leq i \leq k\right\}$ is a set of quasi-orthogonal POVMs in $\mathbb{M}_{n}(\mathbb{C})$. Then $k \leq n+1$.

Proof: The argument is rather simple. The traceless part of $\mathbb{M}_{n}(\mathbb{C})$ has dimension $n^{2}-1$ and the traceless part of a MASA has dimension $n-1$. Therefore $k \leq\left(n^{2}-1\right) /(n-1)=n+1$.

The maximal number of quasi-orthogonal POVMs is a hard problem. For example, if $n=2^{m}$, then $n+1$ is really possible, but for an arbitrary $n$ there is no definite result.

The next theorem gives a characterization of complementarity.
Theorem 2.37 Let $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ be subalgebras of $M_{n}(\mathbb{C})$ and the notation $\tau=\operatorname{Tr} / n$ is used. The following conditions are equivalent:
(i) If $P \in \mathcal{A}_{1}$ and $Q \in \mathcal{A}_{2}$ are minimal projections, then $\tau(P Q)=\tau(P) \tau(Q)$.
(ii) The subalgebras $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ are quasi-orthogonal in $M_{n}(\mathbb{C})$.
(iii) $\tau\left(A_{1} A_{2}\right)=\tau\left(A_{1}\right) \tau\left(A_{2}\right)$ if $A_{1} \in \mathcal{A}_{1}, A_{2} \in \mathcal{A}_{2}$.
(iv) If $E_{1}: \mathcal{A} \rightarrow \mathcal{A}_{1}$ is the trace preserving conditional expectation, then $E_{1}$ restricted to $\mathcal{A}_{2}$ is a linear functional (times I).

Proof: Note that $\tau\left(\left(A_{1}-I \tau\left(A_{1}\right)\right)\left(A_{2}-I \tau\left(A_{2}\right)\right)\right)=0$ and $\tau\left(A_{1} A_{2}\right)=$ $\tau\left(A_{1}\right) \tau\left(A_{2}\right)$ are equivalent. If they hold for minimal projections, they hold for arbitrary operators as well. Moreover, (iv) is equivalent to the property $\tau\left(A_{1} E_{1}\left(A_{2}\right)\right)=\tau\left(A_{1}\left(\tau\left(A_{2}\right) I\right)\right)$ for every $A_{1} \in \mathcal{A}_{1}$ and $A_{2} \in \mathcal{A}_{2}$.

Example 2.38 A simple example for quasi-orthogonal subalgebras can be formulated with tensor product. If $\mathcal{A}=\mathbb{M}_{n}(\mathbb{C}) \otimes \mathbb{M}_{n}(\mathbb{C}), \mathcal{A}_{1}=\mathbb{M}_{n}(\mathbb{C}) \otimes$ $\mathbb{C} I_{n} \subset \mathcal{A}$ and $\mathcal{A}_{2}=\mathbb{C} I_{n} \otimes \mathbb{M}_{n}(\mathbb{C}) \subset \mathcal{A}$, then $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ are quasi-orthogonal subalgebras of $\mathcal{A}$. This comes from the property $\operatorname{Tr}(A \otimes B)=\operatorname{Tr} A \cdot \operatorname{Tr} B$.

For $n=2$ we give another example formulated by the Pauli matrices. The 4 dimensional subalgebra $\mathcal{A}_{1}=\mathbb{M}_{2}(\mathbb{C}) \otimes \mathbb{C} I_{2}$ is the linear combination of the set

$$
\left\{\sigma_{0} \otimes \sigma_{0}, \sigma_{1} \otimes \sigma_{0}, \sigma_{2} \otimes \sigma_{0}, \sigma_{3} \otimes \sigma_{0}\right\}
$$

Together with the identity, each of the following triplets linearly spans a subalgebra $\mathcal{A}_{j}$ isomorphic to $M_{2}(\mathbb{C})(2 \leq j \leq 4)$ :

$$
\begin{aligned}
& \left\{\sigma_{3} \otimes \sigma_{1}, \sigma_{3} \otimes \sigma_{2}, \sigma_{0} \otimes \sigma_{3}\right\}, \\
& \left\{\sigma_{2} \otimes \sigma_{3}, \sigma_{2} \otimes \sigma_{1}, \sigma_{0} \otimes \sigma_{2}\right\}, \\
& \left\{\sigma_{1} \otimes \sigma_{2}, \sigma_{1} \otimes \sigma_{3}, \sigma_{0} \otimes \sigma_{1}\right\} .
\end{aligned}
$$

It is easy to check that the subalgebras $\mathcal{A}_{1}, \ldots, \mathcal{A}_{4}$ are complementary.
The orthogonal complement of the four subalgebras is spanned by $\left\{\sigma_{0} \otimes\right.$ $\left.\sigma_{3}, \sigma_{3} \otimes \sigma_{0}, \sigma_{3} \otimes \sigma_{3}\right\}$. The linear combination together with $\sigma_{0} \otimes \sigma_{0}$ is a commutative subalgebra.

The previous example is the general situation for $M_{4}(\mathbb{C})$, this will be the content of the next theorem. It is easy to calculate that the number of complementary subalgebras isomorphic to $\mathbb{M}_{2}(\mathbb{C})$ is at most $(16-1) / 3=5$. However, 5 is not possible, see the next theorem.

If $x=\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}$, then the notation

$$
x \cdot \sigma=x_{1} \sigma_{1}+x_{2} \sigma_{2}+x_{3} \sigma_{3}
$$

will be used and called Pauli triplet.

Theorem 2.39 Assume that $\left\{\mathcal{A}_{i}: 0 \leq i \leq 3\right\}$ is a family of pairwise quasiorthogonal subalgebras of $M_{4}(\mathbb{C})$ which are isomorphic to $M_{2}(\mathbb{C})$. For every $0 \leq i \leq 3$, there exists a Pauli triplet $A(i, j)(j \neq i)$ such that $\mathcal{A}_{i}^{\prime} \cap \mathcal{A}_{j}$ is the linear span of I and $A(i, j)$. Moreover, the subspace linearly spanned by

$$
I \quad \text { and } \quad\left(\bigcup_{i=0}^{3} \mathcal{A}_{i}\right)^{\perp}
$$

is a maximal Abelian subalgebra.
Proof: Since the intersection $\mathcal{A}_{0}^{\prime} \cap \mathcal{A}_{j}$ is a 2-dimensional commutative subalgebra, we can find a self-adjoint unitary $A(0, j)$ such that $\mathcal{A}_{0}^{\prime} \cap \mathcal{A}_{j}$ is spanned by $I$ and $A(0, j)=x(0, j) \cdot \sigma \otimes I$, where $x(0, j) \in \mathbb{R}^{3}$. Due to the quasi-orthogonality of $\mathcal{A}_{1}, \mathcal{A}_{2}$ and $\mathcal{A}_{3}$, the unit vectors $x(0, j)$ are pairwise orthogonal (see (2.31)). The matrices $A(0, j)$ are anti-commute:

$$
\begin{aligned}
A(0, i) A(0, j) & =\mathrm{i}(x(0, i) \times x(0, j)) \cdot \sigma \otimes I \\
& =-\mathrm{i}(x(0, j) \times x(0, i)) \cdot \sigma \otimes I=-A(0, j) A(0, i)
\end{aligned}
$$

for $i \neq j$. Moreover,

$$
A(0,1) A(0,2)=\mathrm{i}(x(0,1) \times x(0,2)) \cdot \sigma
$$

and $x(0,1) \times x(0,2)= \pm x(0,3)$ because $x(0,1) \times x(0,2)$ is orthogonal to both $x(0,1)$ and $x(0,2)$. If necessary, we can change the sign of $x(0,3)$ such that $A(0,1) A(0,2)=\mathrm{i} A(0,3)$ holds.

Starting with the subalgebras $\mathcal{A}_{1}^{\prime}, \mathcal{A}_{2}^{\prime}, \mathcal{A}_{3}^{\prime}$ we can construct similarly the other Pauli triplets. In this way, we arrive at the 4 Pauli triplets, the rows of the following table:

$$
\begin{array}{cccc}
\star & A(0,1) & A(0,2) & A(0,3)  \tag{2.20}\\
A(1,0) & \star & A(1,2) & A(1,3) \\
A(2,0) & A(2,1) & \star & A(2,3) \\
A(3,0) & A(3,1) & A(3,2) & \star
\end{array}
$$

When $\left\{\mathcal{A}_{i}: 1 \leq i \leq 3\right\}$ is a family of pairwise quasi-orthogonal subalgebras, then the commutants $\left\{\mathcal{A}_{i}^{\prime}: 1 \leq i \leq 3\right\}$ are pairwise quasi-orthogonal as well. $\mathcal{A}_{j}^{\prime \prime}=\mathcal{A}_{j}$ and $\mathcal{A}_{i}^{\prime}$ have nontrivial intersection for $i \neq j$, actually the previously defined $A(i, j)$ is in the intersection. For a fixed $j$ the three unitaries $A(i, j)(i \neq j)$ form a Pauli triplet up to a sign. (It follows that changing sign we can always reach the situation where the first three columns of table (2.20) form Pauli triplets. $A(0,3)$ and $A(1,3)$ are anti-commute, but it may happen that $A(0,3) A(1,3)=-\mathrm{i} A(2,3)$.)


This picture shows a family $\left\{\mathcal{A}_{i}: 0 \leq i \leq 3\right\}$ of pairwise quasi-orthogonal subalgebras of $M_{4}(\mathbb{C})$ which are isomorphic to $M_{2}(\mathbb{C})$. The edges between two vertices represent the one-dimensional traceless intersection of the two subalgebras corresponding to two vertices. The three edges starting from a vertex represent a Pauli triplet.

Let $C_{0}:=\{ \pm A(i, j) A(j, i): i \neq j\} \cup\{ \pm I\}$ and $C:=C_{0} \cup \mathrm{i} C_{0}$. We want to show that $C$ is a commutative group (with respect to the multiplication of unitaries).

Note that the products in $C_{0}$ have factors in symmetric position in (2.20) with respect to the main diagonal indicated by stars. Moreover, $A(i, j) \in \mathcal{A}(j)$ and $A(j, k) \in \mathcal{A}(j)^{\prime}$, and these operators commute.

We have two cases for a product from $C$. Taking the product of $A(i, j) A(j, i)$ and $A(u, v) A(v, u)$, we have

$$
(A(i, j) A(j, i))(A(i, j) A(j, i))=I
$$

in the simplest case, since $A(i, j)$ and $A(j, i)$ are commuting self-adjoint unitaries. It is slightly more complicated if the cardinality of the set $\{i, j, u, v\}$
is 3 or 4. First,

$$
\begin{aligned}
(A(1,0) A(0,1))(A(3,0) A(0,3)) & =A(0,1)(A(1,0) A(3,0)) A(0,3) \\
& = \pm \mathrm{i}(A(0,1) A(2,0)) A(0,3) \\
& = \pm \mathrm{i} A(2,0)(A(0,1) A(0,3)) \\
& = \pm A(2,0) A(0,2)
\end{aligned}
$$

and secondly,

$$
\begin{align*}
(A(1,0) A(0,1))(A(3,2) A(2,3)) & = \pm \mathrm{i} A(1,0) A(0,2)(A(0,3) A(3,2)) A(2,3) \\
& = \pm \mathrm{i} A(1,0) A(0,2) A(3,2)(A(0,3) A(2,3)) \\
& = \pm A(1,0)(A(0,2) A(3,2)) A(1,3) \\
& = \pm \mathrm{i} A(1,0)(A(1,2) A(1,3)) \\
& = \pm A(1,0) A(1,0)= \pm I . \tag{2.21}
\end{align*}
$$

So the product of any two operators from $C$ is in $C$.
Now we show that the subalgebra $\mathcal{C}$ linearly spanned by the unitaries $\{A(i, j) A(j, i): i \neq j\} \cup\{I\}$ is a maximal Abelian subalgebra. Since we know the commutativity of this algebra, we estimate the dimension. It follows from (2.21) and the self-adjointness of $A(i, j) A(j, i)$ that

$$
A(i, j) A(j, i)= \pm A(k, \ell) A(\ell, k)
$$

when $i, j, k$ and $\ell$ are different. Therefore $\mathcal{C}$ is linearly spanned by $A(0,1) A(1,0)$, $A(0,2) A(2,0), A(0,3) A(3,0)$ and $I$. These are 4 different self-adjoint unitaries.

Finally, we check that the subalgebra $\mathcal{C}$ is quasi-orthogonal to $\mathcal{A}(i)$. If the cardinality of the set $\{i, j, k, \ell\}$ is 4 , then we have

$$
\operatorname{Tr} A(i, j)(A(i, j) A(j, i))=\operatorname{Tr} A(j, i)=0
$$

and

$$
\operatorname{Tr} A(k, \ell) A(i, j) A(j, i)= \pm \operatorname{Tr} A(k, \ell) A(k, l) A(\ell, k)= \pm \operatorname{Tr} A(\ell, k)=0
$$

Moreover, because $\mathcal{A}(k)$ is quasi-orthogonal to $\mathcal{A}(i)$, we also have $A(i, k) \perp A(j, i)$, so

$$
\operatorname{Tr} A(i, \ell)(A(i, j) A(j, i))= \pm \mathrm{i} \operatorname{Tr} A(i, k) A(j, i)=0
$$

From this we can conclude that

$$
A(k, \ell) \perp A(i, j) A(j, i)
$$

for all $k \neq \ell$ and $i \neq j$.

### 2.5 Kernel functions

Let $\mathcal{X}$ be a nonempty set. A function $\psi: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{C}$ is often called kernel. A kernel $\psi: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{C}$ is called positive definite if

$$
\sum_{j, k=1}^{n} c_{j} \overline{c_{k}} \psi\left(x_{j}, x_{k}\right) \geq 0
$$

for all finite sets $\left\{c_{1}, c_{2}, \ldots, c_{n}\right\} \subset \mathbb{C}$ and $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\} \subset \mathcal{X}$.
Example 2.40 It follows from the Schur theorem that the product of positive definite kernels is a positive definite kernel as well.

If $\psi: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{C}$ is positive definite, then

$$
e^{\psi}=\sum_{n=0}^{\infty} \frac{1}{n!} \psi^{m}
$$

and $\bar{\psi}(x, y)=f(x) \psi(x, y) \overline{f(y)}$ are positive definite for any function $f: \mathcal{X} \rightarrow$ C.

The function $\psi: \underline{\mathcal{X}} \times \mathcal{X} \rightarrow \mathbb{C}$ is called conditionally negative definite kernel if $\psi(x, y)=\overline{\psi(y, x)}$ and

$$
\sum_{j, k=1}^{n} c_{j} \overline{c_{k}} \psi\left(x_{j}, x_{k}\right) \leq 0
$$

for all finite sets $\left\{c_{1}, c_{2}, \ldots, c_{n}\right\} \subset \mathbb{C}$ and $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\} \subset \mathcal{X}$ when $\sum_{j=1}^{n} c_{j}=$ 0 .

The above properties of a kernel depend on the matrices

$$
\left[\begin{array}{cccc}
\psi\left(x_{1}, x_{1}\right) & \psi\left(x_{1}, x_{2}\right) & \ldots & \psi\left(x_{1}, x_{n}\right) \\
\psi\left(x_{2}, x_{1}\right) & \psi\left(x_{2}, x_{2}\right) & \ldots & \psi\left(x_{2}, x_{n}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\psi\left(x_{n}, x_{1}\right) & \psi\left(x_{n}, x_{2}\right) & \ldots & \psi\left(x_{n}, x_{n}\right)
\end{array}\right]
$$

If a kernel is positive definite, then $-f$ is conditionally negative definite, but the converse is not true.

Lemma 2.41 Assume that the function $\psi: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{C}$ has the property $\psi(x, y)=\overline{\psi(y, x)}$ and fix $x_{0} \in \mathcal{X}$. Then

$$
\varphi(x, y):=-\psi(x, y)+\psi\left(x, x_{0}\right)+\psi\left(x_{0}, y\right)-\psi\left(x_{0}, x_{0}\right)
$$

is positive definite if and only if $\psi$ is conditionally negative definite.

The proof is rather straightforward, but an interesting particular case is below.

Example 2.42 Assume that $f: \mathbb{R}^{+} \rightarrow \mathbb{R}$ is a $C^{1}$-function with the property $f(0)=f^{\prime}(0)=0$. Let $\psi: \mathbb{R}^{+} \times \mathbb{R}^{+} \rightarrow \mathbb{R}$ be defined as

$$
\psi(x, y)=\left\{\begin{array}{lll}
\frac{f(x)-f(y)}{x-y} & \text { if } & x \neq y \\
f^{\prime}(x) & \text { if } & x=y
\end{array}\right.
$$

(This is the so-called kernel of divided difference.) Assume that this is conditionally negative definite. Now we apply the lemma with $x_{0}=\varepsilon$ :

$$
-\frac{f(x)-f(y)}{x-y}+\frac{f(x)-f(\varepsilon)}{x-\varepsilon}+\frac{f(\varepsilon)-f(y)}{\varepsilon-y}-f^{\prime}(\varepsilon)
$$

is positive definite and from the limit $\varepsilon \rightarrow 0$, we have the positive definite kernel

$$
-\frac{f(x)-f(y)}{x-y}+\frac{f(x)}{x}+\frac{f(y)}{y}=-\frac{f(x) y^{2}-f(y) x^{2}}{x(x-y) y} .
$$

The multiplication by $x y /(f(x) f(y))$ gives a positive definite kernel

$$
\frac{\frac{x^{2}}{f(x)}-\frac{y^{2}}{f(y)}}{x-y}
$$

which is again a divided difference of the function $g(x):=x^{2} / f(x)$.

Theorem 2.43 (Schoenberg theorem) Let $\mathcal{X}$ be a nonempty set and let $\psi: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{C}$ be a kernel. Then $\psi$ is conditionally negative definite if and only if $\exp (-t \psi)$ is positive definite for every $t>0$.

Proof: If $\exp (-t \psi)$ is positive definite, then $1-\exp (-t \psi)$ is conditionally negative definite and so is

$$
\psi=\lim _{t \rightarrow 0} \frac{1}{t}(1-\exp (-t \psi)) .
$$

Assume now that $\psi$ is conditionally negative definite. Take $x_{0} \in \mathcal{X}$ and set

$$
\varphi(x, y):=-\psi(x, y)+\psi\left(x, x_{0}\right)+\psi\left(x_{0}, x\right)-\psi\left(x_{0}, x_{0}\right)
$$

which is positive definite due to the previous lemma. Then

$$
e^{-\psi(x, y)}=e^{\varphi(x, y)} e^{-\psi\left(x, x_{0}\right)} \overline{e^{-\psi\left(y, x_{0}\right)}} e^{-\psi\left(x_{0}, x_{0}\right)}
$$

is positive definite. This was $t=1$, for general $t>0$ the argument is similar. $\square$
The kernel functions are a kind of generalization of matrices. If $A \in \mathbb{M}_{n}$, then the corresponding kernel function has $\mathcal{X}:=\{1,2, \ldots, n\}$ and

$$
\psi_{A}(i, j)=A_{i j} \quad(1 \leq i, j \leq n)
$$

Therefore the results of this section have matrix consequences.

### 2.6 Positivity preserving mappings

Let $\alpha: \mathbb{M}_{n} \rightarrow \mathbb{M}_{k}$ be a linear mapping . It is called positive (or positivity preserving) if it sends positive (semidefinite) matrices to positive (semidefinite) matrices. $\alpha$ is unital if $\alpha\left(I_{n}\right)=I_{k}$.

The dual $\alpha^{*}: \mathbb{M}_{k} \rightarrow \mathbb{M}_{n}$ of $\alpha$ is defined by the equation

$$
\begin{equation*}
\operatorname{Tr} \alpha(A) B=\operatorname{Tr} A \alpha^{*}(B) \quad\left(A \in \mathbb{M}_{n}, B \in \mathbb{M}_{k}\right) \tag{2.22}
\end{equation*}
$$

It is easy to see that $\alpha$ is positive if and only if $\alpha^{*}$ is positive and $\alpha$ is trace preserving if and only if $\alpha^{*}$ is unital.

The inequality

$$
\alpha\left(A A^{*}\right) \geq \alpha(A) \alpha(A)^{*}
$$

is called Schwarz inequality. If the Schwarz inequality holds for a linear mapping $\alpha$, then $\alpha$ is positivity preserving. If $\alpha$ is a positive mapping, then this inequality holds for normal matrices. This result is called Kadison inequality.

Theorem 2.44 Let $\alpha: \mathbb{M}_{n}(\mathbb{C}) \rightarrow \mathbb{M}_{k}(\mathbb{C})$ be a positive unital mapping.
(1) If $A \in \mathbb{M}_{n}$ is a normal operator, then

$$
\alpha\left(A A^{*}\right) \geq \alpha(A) \alpha(A)^{*}
$$

(2) If $A \in \mathbb{M}_{n}$ is positive such that $A$ and $\alpha(A)$ are invertible, then

$$
\alpha\left(A^{-1}\right) \geq \alpha(A)^{-1}
$$

Proof: $A$ has a spectral decomposition $\sum_{i} \lambda_{i} P_{i}$, where $P_{i}$ 's are pairwise orthogonal projections. We have $A^{*} A=\sum_{i}\left|\lambda_{i}\right|^{2} P_{i}$ and

$$
\left[\begin{array}{cc}
I & \alpha(A) \\
\alpha(A)^{*} & \alpha\left(A^{*} A\right)
\end{array}\right]=\sum_{i}\left[\begin{array}{cc}
\frac{1}{\lambda_{i}} & \lambda_{i} \\
\left|\lambda_{i}\right|^{2}
\end{array}\right] \otimes \alpha\left(P_{i}\right)
$$

Since $\alpha\left(P_{i}\right)$ is positive, the left-hand-side is positive as well. Reference to Theorem 2.1 gives the first inequality.

To prove the second inequality, use the identity

$$
\left[\begin{array}{cc}
\alpha(A) & I \\
I & \alpha\left(A^{-1}\right)
\end{array}\right]=\sum_{i}\left[\begin{array}{cc}
\lambda_{i} & 1 \\
1 & \lambda_{i}^{-1}
\end{array}\right] \otimes \alpha\left(P_{i}\right)
$$

to conclude that the left-hand-side is a positive block-matrix. The positivity implies our statement.

The linear mapping $\alpha: \mathbb{M}_{n} \rightarrow \mathbb{M}_{k}$ is called 2-positive if

$$
\left[\begin{array}{cc}
A & B \\
B^{*} & C
\end{array}\right] \geq 0 \quad \text { implies } \quad\left[\begin{array}{cc}
\alpha(A) & \alpha(B) \\
\alpha\left(B^{*}\right) & \alpha(C)
\end{array}\right] \geq 0
$$

when $A, B, C \in \mathbb{M}_{n}$.
Lemma 2.45 Let $\alpha: \mathbb{M}_{n}(\mathbb{C}) \rightarrow \mathbb{M}_{k}(\mathbb{C})$ be a 2-positive mapping. If $A, \alpha(A)>$ 0 , then

$$
\alpha(B)^{*} \alpha(A)^{-1} \alpha(B) \leq \alpha\left(B^{*} A^{-1} B\right)
$$

for every $B \in \mathbb{M}_{n}$. Hence, a 2-positive unital mapping satisfies the Schwarz inequality.

Proof: Since

$$
\left[\begin{array}{cc}
A & B \\
B^{*} & B^{*} A^{-1} B
\end{array}\right] \geq 0,
$$

the 2-positivity implies

$$
\left[\begin{array}{cc}
\alpha(A) & \alpha(B) \\
\alpha\left(B^{*}\right) & \alpha\left(B^{*} A^{-1} B\right)
\end{array}\right] \geq 0 .
$$

So Theorem 2.1 implies the statement.
If $B=B^{*}$, then the 2-positivity condition is not necessary in the previous lemma, positivity is enough.

Lemma 2.46 Let $\alpha: \mathbb{M}_{n} \rightarrow \mathbb{M}_{k}$ be a 2-positive unital mapping. Then

$$
\begin{equation*}
\mathcal{N}_{\alpha}:=\left\{A \in \mathbb{M}_{n}: \alpha\left(A^{*} A\right)=\alpha(A)^{*} \alpha(A) \text { and } \alpha\left(A A^{*}\right)=\alpha(A) \alpha(A)^{*}\right\} \tag{2.23}
\end{equation*}
$$

is a subalgebra of $\mathbb{M}_{n}$ and

$$
\begin{equation*}
\alpha(A B)=\alpha(A) \alpha(B) \quad \text { and } \quad \alpha(B A)=\alpha(B) \alpha(A) \tag{2.24}
\end{equation*}
$$

holds for all $A \in \mathcal{N}_{\alpha}$ and $B \in \mathbb{M}_{n}$.

Proof: The proof is based only on the Schwarz inequality. Assume that $\alpha\left(A A^{*}\right)=\alpha(A) \alpha(A)^{*}$. Then

$$
\begin{aligned}
t(\alpha(A) \alpha(B) & \left.+\alpha(B)^{*} \alpha(A)^{*}\right) \\
& =\alpha\left(t A^{*}+B\right)^{*} \alpha\left(t A^{*}+B\right)-t^{2} \alpha(A) \alpha(A)^{*}-\alpha(B)^{*} \alpha(B) \\
& \leq \alpha\left(\left(t A^{*}+B\right)^{*}\left(t A^{*}+B\right)\right)-t^{2} \alpha\left(A A^{*}\right)-\alpha(B)^{*} \alpha(B) \\
& =t \alpha\left(A B+B^{*} A^{*}\right)+\alpha\left(B^{*} B\right)-\alpha(B)^{*} \alpha(B)
\end{aligned}
$$

for a real $t$. Divide the inequality by $t$ and let $t \rightarrow \pm \infty$. Then

$$
\alpha(A) \alpha(B)+\alpha(B)^{*} \alpha(A)^{*}=\alpha\left(A B+B^{*} A^{*}\right)
$$

and similarly

$$
\alpha(A) \alpha(B)-\alpha(B)^{*} \alpha(A)^{*}=\alpha\left(A B-B^{*} A^{*}\right) .
$$

Adding these two equalities we have

$$
\alpha(A B)=\alpha(A) \alpha(B) .
$$

The other identity is proven similarly.
It follows from the previous lemma that if $\alpha$ is a 2-positive unital mapping and its inverse is 2 -positive as well, then $\alpha$ is multiplicative. Indeed, the assumption implies $\alpha\left(A^{*} A\right)=\alpha(A)^{*} \alpha(A)$ for every $A$.

The linear mapping $\mathcal{E}: \mathbb{M}_{n} \rightarrow \mathbb{M}_{k}$ is called completely positive if $\mathcal{E} \otimes \mathrm{id}_{n}$ is a positive mapping, when $\operatorname{id}_{n}: \mathbb{M}_{n} \rightarrow \mathbb{M}_{n}$ is the identity mapping.

Example 2.47 Consider the transpose mapping $\mathcal{E}: A \mapsto A^{t}$ on $2 \times 2$ matrices:

$$
\left[\begin{array}{cc}
x & y \\
z & w
\end{array}\right] \mapsto\left[\begin{array}{cc}
x & z \\
y & w
\end{array}\right] .
$$

$\mathcal{E}$ is obviously positive. The matrix

$$
\left[\begin{array}{llll}
2 & 0 & 0 & 2 \\
0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 \\
2 & 0 & 0 & 2
\end{array}\right] .
$$

is positive. The extension of $\mathcal{E}$ maps this to

$$
\left[\begin{array}{llll}
2 & 0 & 0 & 1 \\
0 & 1 & 2 & 0 \\
0 & 2 & 1 & 0 \\
1 & 0 & 0 & 2
\end{array}\right] .
$$

This is not positive, so $\mathcal{E}$ is not completely positive.

Theorem 2.48 Let $\mathcal{E}: \mathbb{M}_{n} \rightarrow \mathbb{M}_{k}$ be a linear mapping. Then the following conditions are equivalent.
(1) $\mathcal{E}$ is completely positive.
(2) The block-matrix $X$ defined by

$$
\begin{equation*}
X_{i j}=\mathcal{E}(E(i j)) \quad(1 \leq i, j \leq n) \tag{2.25}
\end{equation*}
$$

is positive.
(3) There are operators $V_{t}: \mathbb{C}^{n} \rightarrow \mathbb{C}^{k}\left(1 \leq t \leq k^{2}\right)$ such that

$$
\begin{equation*}
\mathcal{E}(A)=\sum_{t} V_{t} A V_{t}^{*} \tag{2.26}
\end{equation*}
$$

(4) For finite families $A_{i} \in \mathbb{M}_{n}(\mathbb{C})$ and $B_{i} \in \mathbb{M}_{k}(\mathbb{C})(1 \leq i \leq n)$, the inequality

$$
\sum_{i, j} B_{i}^{*} \mathcal{E}\left(A_{i}^{*} A_{j}\right) B_{j} \geq 0
$$

holds.
Proof: (1) implies (2): The matrix

$$
\sum_{i, j} E(i j) \otimes E(i j)=\frac{1}{n}\left(\sum_{i, j} E(i j) \otimes E(i j)\right)^{2}
$$

is positive. Therefore,

$$
\left(\mathrm{id}_{n} \otimes \mathcal{E}\right)\left(\sum_{i, j} E(i j) \otimes E(i j)\right)=\sum_{i, j} E(i j) \otimes \mathcal{E}(E(i j))=X
$$

is positive as well.
(2) implies (3): Assume that the block-matrix $X$ is positive. There are orthogonal projections $P_{i}(1 \leq i \leq n)$ on $\mathbb{C}^{n k}$ such that they are pairwise orthogonal and

$$
P_{i} X P_{j}=\mathcal{E}(E(i j)) .
$$

We have a decomposition

$$
X=\sum_{t=1}^{n k}\left|f_{t}\right\rangle\left\langle f_{t}\right|,
$$

where $\left|f_{t}\right\rangle$ are appropriately normalized eigenvectors of $X$. Since $P_{i}$ is a partition of unity, we have

$$
\left|f_{t}\right\rangle=\sum_{i=1}^{n} P_{i}\left|f_{t}\right\rangle
$$

and set $V_{t}: \mathbb{C}^{n} \rightarrow \mathbb{C}^{k}$ by

$$
V_{t}|s\rangle=P_{s}\left|f_{t}\right\rangle
$$

$(|s\rangle$ are the canonical basis vectors.) In this notation

$$
X=\sum_{t} \sum_{i, j} P_{i}\left|f_{t}\right\rangle\left\langle f_{t}\right| P_{j}=\sum_{i, j} P_{i}\left(\sum_{t} V_{t}|i\rangle\langle j| V_{t}^{*}\right) P_{j}
$$

and

$$
\mathcal{E}(E(i j))=P_{i} X P_{j}=\sum_{t} V_{t} E(i j) V_{t}^{*}
$$

Since this holds for all matrix units $E(i j)$, we obtained

$$
\mathcal{E}(A)=\sum_{t} V_{t} A V_{t}^{*}
$$

(3) implies (4): Assume that $\mathcal{E}$ is of the form (2.26). Then

$$
\begin{aligned}
\sum_{i, j} B_{i}^{*} \mathcal{E}\left(A_{i}^{*} A_{j}\right) B_{j} & =\sum_{t} \sum_{i, j} B_{i}^{*} V_{t}\left(A_{i}^{*} A_{j}\right) V_{t}^{*} B_{j} \\
& =\sum_{t}\left(\sum_{i} A_{i} V_{t}^{*} B_{i}\right)^{*}\left(\sum_{j} A_{j} V_{t}^{*} B_{j}\right) \geq 0
\end{aligned}
$$

follows.
(4) implies (1): We have

$$
\mathcal{E} \otimes \operatorname{id}_{n}: \mathbb{M}_{n}(B(\mathcal{H})) \rightarrow \mathbb{M}_{n}(B(\mathcal{K})) .
$$

Since any positive operator in $M_{n}(B(\mathcal{H}))$ is the sum of operators in the form $\sum_{i, j} A_{i}^{*} A_{j} \otimes E(i j)$ (Theorem 2.8), it is enough to show that

$$
X:=\mathcal{E} \otimes i d_{n}\left(\sum_{i, j} A_{i}^{*} A_{j} \otimes E(i j)\right)=\sum_{i, j} \mathcal{E}\left(A_{i}^{*} A_{j}\right) \otimes E(i j)
$$

is positive. On the other hand, $X \in \mathbb{M}_{n}(B(\mathcal{K}))$ is positive if and only if

$$
\sum_{i, j} B_{i}^{*} X_{i j} B_{j}=\sum_{i, j} B_{i}^{*} \mathcal{E}\left(A_{i}^{*} A_{j}\right) B_{j} \geq 0
$$

The positivity of this operator is supposed in (4), hence (1) is shown.
The representation (2.26) is called Kraus representation. The blockmatrix $X$ defined by (2.25) is called representing block-matrix (or Choi matrix).

Example 2.49 We take $\mathcal{A} \subset \mathcal{B} \subset \mathbb{M}_{n}(\mathbb{C})$ and a conditional expectation $\mathcal{E}: \mathcal{B} \rightarrow \mathcal{A}$. We can argue that this is completely positive due to conditition (4) of the previous theorem. For $A_{i} \in \mathcal{A}$ and $B_{i} \in \mathcal{B}$ we have

$$
\sum_{i, j} A_{i}^{*} \mathcal{E}\left(B_{i}^{*} B_{j}\right) A_{j}=\mathcal{E}\left(\left(\sum_{i} B_{i} A_{i}\right)^{*}\left(\sum_{j} B_{j} A_{j}\right)\right) \geq 0
$$

and this is enough.
The next example will be slightly different.
Example 2.50 Let $\mathcal{H}$ and $\mathcal{K}$ be Hilbert spaces and $\left(f_{i}\right)$ be a basis in $\mathcal{K}$. For each $i$ set a linear operator $V_{i}: \mathcal{H} \rightarrow \mathcal{H} \otimes \mathcal{K}$ as $V_{i} e=e \otimes f_{i}(e \in \mathcal{H})$. These operators are isometries with pairwise orthogonal ranges and the adjoints act as $V_{i}^{*}(e \otimes f)=\left\langle f_{i}, f\right\rangle e$. The linear mapping

$$
\begin{equation*}
\operatorname{Tr}_{2}: B(\mathcal{H} \otimes \mathcal{K}) \rightarrow B(\mathcal{H}), \quad A \mapsto \sum_{i} V_{i}^{*} A V_{i} \tag{2.27}
\end{equation*}
$$

is called partial trace over the second factor. The reason for that is the formula

$$
\begin{equation*}
\operatorname{Tr}_{2}(X \otimes Y)=X \operatorname{Tr} Y \tag{2.28}
\end{equation*}
$$

The conditional expectation follows and the partial trace is actually a conditional expectation up to a constant factor.

Example 2.51 The trace $\operatorname{Tr}: \mathbb{M}_{k}(\mathbb{C}) \rightarrow \mathbb{C}$ is completely positive if $\operatorname{Tr} \otimes \mathrm{id}_{n}$ : $\mathbb{M}_{k}(\mathbb{C}) \otimes \mathbb{M}_{n}(\mathbb{C}) \rightarrow \mathbb{M}_{n}(\mathbb{C})$ is a positive mapping. However, this is a partial trace which is known to be positive (even completely positive).

It follows that any positive linear functional $\psi: \mathbb{M}_{k}(\mathbb{C}) \rightarrow \mathbb{C}$ is completely positive. Since $\psi(A)=\operatorname{Tr} D A$ with a certain positive $D, \psi$ is the composition of the completely positive mappings $A \mapsto D^{1 / 2} A D^{1 / 2}$ and $\operatorname{Tr}$.

Example 2.52 Let $\mathcal{E}: \mathbb{M}_{n} \rightarrow \mathbb{M}_{k}$ be a positive linear mapping such that $\mathcal{E}(A)$ and $\mathcal{E}(B)$ commute for any $A, B \in \mathbb{M}_{n}$. We want to show that $\mathcal{E}$ is completely positive.

Any two self-adjoint matrices in the range of $\mathcal{E}$ commute, so we can change the basis such that all of them become diagonal. It follows that $\mathcal{E}$ has the form

$$
\mathcal{E}(A)=\sum_{i} \psi_{i}(A) E_{i i}
$$

where $E_{i i}$ are the diagonal matrix units and $\psi_{i}$ are positive linear functionals. Since the sum of completely positive mappings is completely positive, it is enough to show that $A \mapsto \psi(A) F$ is completely positive for a positive functional $\psi$ and for a positive matrix $F$. The complete positivity of this mapping means that for an $m \times m$ block-matrix $X$ with entries $X_{i j} \in \mathbb{M}_{n}$, if $X \geq 0$ then the block-matrix $\left[\psi\left(X_{i j}\right) F\right]_{i, j=1}^{n}$ should be positive. This is true, since the matrix $\left[\psi\left(X_{i j}\right)\right]_{i, j=1}^{n}$ is positive (due to the complete positivity of $\psi$ ).

Example 2.53 A linear mapping $\mathcal{E}: \mathbb{M}_{2} \rightarrow \mathbb{M}_{2}$ is defined by the formula

$$
\mathcal{E}:\left[\begin{array}{cc}
1+z & x-\mathrm{i} y \\
x+\mathrm{i} y & 1-z
\end{array}\right] \mapsto\left[\begin{array}{cc}
1+\gamma z & \alpha x-\mathrm{i} \beta y \\
\alpha x+\mathrm{i} \beta y & 1-\gamma z
\end{array}\right]
$$

with some real parameters $\alpha, \beta, \gamma$.
The condition for positivity is

$$
-1 \leq \alpha, \beta, \gamma \leq 1
$$

It is not difficult to compute the representing block-matrix, we have

$$
X=\frac{1}{2}\left[\begin{array}{cccc}
1+\gamma & 0 & 0 & \alpha+\beta \\
0 & 1-\gamma & \alpha-\beta & 0 \\
0 & \alpha-\beta & 1-\gamma & 0 \\
\alpha+\beta & 0 & 0 & 1+\gamma
\end{array}\right]
$$

This matrix is positive if and only if

$$
\begin{equation*}
|1 \pm \gamma| \geq|\alpha \pm \beta| . \tag{2.29}
\end{equation*}
$$

In quantum information theory this mapping $\mathcal{E}$ is called Pauli channel.

Example 2.54 Fix a positive definite matrix $A \in \mathbb{M}_{n}$ and set

$$
T_{A}(K)=\int_{0}^{\infty}(t+A)^{-1} K(t+A)^{-1} d t \quad\left(K \in \mathbb{M}_{n}\right)
$$

This mapping $T_{A}: \mathbb{M}_{n} \rightarrow \mathbb{M}_{n}$ is obviously positivity preserving and approximation of the integral by finite sum shows also the complete positivity.

If $A=\operatorname{Diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$, then it is seen from integration that the entries of $T_{A}(K)$ are

$$
T_{A}(K)_{i j}=\frac{\log \lambda_{i}-\log \lambda_{j}}{\lambda_{i}-\lambda_{j}} K_{i j} .
$$

Another integration gives that the mapping

$$
\alpha: L \mapsto \int_{0}^{1} A^{t} L A^{1-t} d t
$$

acts as

$$
(\alpha(L))_{i j}=\frac{\lambda_{i}-\lambda_{j}}{\log \lambda_{i}-\log \lambda_{j}} L_{i j} .
$$

This shows that

$$
T_{A}^{-1}(L)=\int_{0}^{1} A^{t} L A^{1-t} d t
$$

To show that $T_{A}^{-1}$ is not positive, we take $n=2$ and consider

$$
T_{A}^{-1}\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right]=\left[\begin{array}{cc}
\lambda_{1} & \frac{\lambda_{1}-\lambda_{2}}{\log \lambda_{1}-\log \lambda_{2}} \\
\frac{\lambda_{1}-\lambda_{2}}{\log \lambda_{1}-\log \lambda_{2}} & \lambda_{2}
\end{array}\right]
$$

The positivity of this matrix is equivalent to the inequality

$$
\sqrt{\lambda_{1} \lambda_{2}} \geq \frac{\lambda_{1}-\lambda_{2}}{\log \lambda_{1}-\log \lambda_{2}}
$$

between the geometric and logarithmis means. The opposite inequality holds, see Example 5.22, therefore $T_{A}^{-1}$ is not positive.

The next result tells that the Kraus representation of a completely positive mapping is unique up to a unitary matrix.

Theorem 2.55 Let $\mathcal{E}: \mathbb{M}_{n}(\mathbb{C}) \rightarrow \mathbb{M}_{m}(\mathbb{C})$ be a linear mapping which is represented as

$$
\mathcal{E}(A)=\sum_{t=1}^{k} V_{t} A V_{t}^{*} \quad \text { and } \quad \mathcal{E}(A)=\sum_{t=1}^{k} W_{t} A W_{t}^{*}
$$

Then there exists a $k \times k$ unitary matrix $\left[c_{t u}\right]$ such that

$$
W_{t}=\sum_{u} c_{t u} V_{u}
$$

Proof: Let $x_{i}$ be a basis in $\mathbb{C}^{m}$ and $y_{j}$ be a basis in $\mathbb{C}^{n}$. Consider the vectors

$$
v_{t}:=\sum_{i, j} x_{i} \otimes V_{t} y_{j} \quad \text { and } \quad w_{t}:=\sum_{i, j} x_{i} \otimes W_{t} y_{j} .
$$

We have

$$
\left|v_{t}\right\rangle\left\langle v_{t}\right|=\sum_{i, j, i^{\prime}, j^{\prime}}\left|x_{i}\right\rangle\left\langle x_{i^{\prime}}\right| \otimes V_{t}\left|y_{j}\right\rangle\left\langle y_{j^{\prime}}\right| V_{t}^{*}
$$

and

$$
\left|w_{t}\right\rangle\left\langle w_{t}\right|=\sum_{i, j, i^{\prime}, j^{\prime}}\left|x_{i}\right\rangle\left\langle x_{i^{\prime}}\right| \otimes W_{t}\left|y_{j}\right\rangle\left\langle y_{j^{\prime}}\right| W_{t}^{*} .
$$

Our hypothesis implies that

$$
\sum_{t}\left|v_{t}\right\rangle\left\langle v_{t}\right|=\sum_{t}\left|w_{t}\right\rangle\left\langle w_{t}\right| .
$$

Lemma 1.24 tells us that there is a unitary matrix $\left[c_{t u}\right]$ such that

$$
W_{t}=\sum_{u} c_{t u} V_{u}
$$

This implies that

$$
\left\langle x_{i}\right| W_{t}\left|y_{j}\right\rangle=\left\langle x_{i}\right| \sum_{u} c_{t u} V_{u}\left|y_{j}\right\rangle
$$

for every $i$ and $j$ and the statement of the theorem can be concluded.

### 2.7 Notes and remarks

Theorem 2.5 is from the paper J.-C. Bourin and E.-Y. Lee, Unitary orbits of Hermitian operators with convex or concave functions, Bull. London Math. Soc., in press.

The Wielandt inequality has an extension to matrices. Let $A$ be an $n \times n$ positive matrix with eigenvalues $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n}$. Let $X$ and $Y$ be $n \times p$ and $n \times q$ matrices such that $X^{*} Y=0$. The generalized inequality is

$$
X^{*} A Y\left(Y^{*} A Y\right)^{-} Y^{*} A X \leq\left(\frac{\lambda_{1}-\lambda_{n}}{\lambda_{1}+\lambda_{n}}\right)^{2} X^{*} A X
$$

where a generalized inverse $\left(Y^{*} A Y\right)^{-}$is included: $B B^{-} B=B$. See Song-Gui Wang and Wai-Cheung Ip, A matrix version of the Wielandt inequality and its applications to statistics, Linear Algebra and its Applications, 296(1999) 171-181.

The lattice of ortho-projections has applications in quantum theory. The cited Gleason theorem was obtained by A. M. Gleason in 1957, see also R. Cooke, M. Keane and W. Moran: An elementary proof of Gleason's theorem. Math. Proc. Cambridge Philos. Soc. 98(1985), 117-128.

Theorem 2.27 is from the paper D. Petz and G. Tóth, Matrix variances with projections, Acta Sci. Math. (Szeged), 78(2012), 683-688. An extension of this result is in the paper Z. Léka and D. Petz, Some decompositions of matrix variances, to be published.

Theorem 2.33 is the double commutant theorem of von Neumann from 1929, the original proof was for operators on an infinite dimensional Hilbert space. (There is a relevant difference between finite and infinite dimensions, in a finite dimensional space all subspaces are closed.) The conditional expectation in Theorem 2.34 was first introduced by H. Umegaki in 1954 and it is related to the so-called Tomiyama theorem.

The maximum number of complementary MASAs in $\mathbb{M}_{n}(\mathbb{C})$ is a popular subject. If $n$ is a prime power, then $n+1$ MASAs can be constructed, but $n=$ 6 is an unknown problematic case. (The expected number of complementary MASAs is 3 here.) It is interesting that if in $\mathbb{M}_{n}(\mathbb{C}) n$ MASAs exist, then $n=1$ is available, see M. Weiner, A gap for the maximum number of mutually unbiased bases, http://xxx.uni-augsburg.de/pdf/0902.0635.

Theorem 2.39 is from the paper H. Ohno, D. Petz and A. Szántó, Quasiorthogonal subalgebras of $4 \times 4$ matrices, Linear Alg. Appl. 425(2007), 109-118. It was conjectured that in the case $n=2^{k}$ the algebra $\mathbb{M}_{n}(\mathbb{C})$ cannot have $N_{k}:=\left(4^{k}-1\right) / 3$ complementary subalgebras isomorphic to $M_{2}$, but it was proved that there are $N_{k}-1$ copies. 2 is not a typical prime number in this situation. If $p>2$ is a prime number, then in the case $n=p^{k}$ the algebra $\mathbb{M}_{n}(\mathbb{C})$ has $N_{k}:=\left(p^{2 k}-1\right) /\left(p^{2}-1\right)$ complementary subalgebras isomorphic to $M_{p}$, see the paper H. Ohno, Quasi-orthogonal subalgebras of matrix algebras, Linear Alg. Appl. 429(2008), 2146-2158.

Positive and conditionally negative definite kernel functions are well discussed in the book C. Berg, J.P.R. Christensen and P. Ressel: Harmonic analysis on semigroups. Theory of positive definite and related functions. Graduate Texts in Mathematics, 100. Springer-Verlag, New York, 1984. (It is remarkable that the conditionally negative definite is called there negative definite.)

### 2.8 Exercises

1. Show that

$$
\left[\begin{array}{cc}
A & B \\
B^{*} & C
\end{array}\right] \geq 0
$$

if and only if $B=A^{1 / 2} Z C^{1 / 2}$ with a matrix $Z$ with $\|Z\| \leq 1$.
2. Let $X, U, V \in \mathbb{M}_{n}$ and assume that $U$ and $V$ are unitaries. Prove that

$$
\left[\begin{array}{ccc}
I & U & X \\
U^{*} & I & V \\
X^{*} & V^{*} & I
\end{array}\right] \geq 0
$$

if and only if $X=U V$.
3. Show that for $A, B \in \mathbb{M}_{n}$ the formula

$$
\left[\begin{array}{cc}
I & A \\
0 & I
\end{array}\right]^{-1}\left[\begin{array}{cc}
A B & 0 \\
B & 0
\end{array}\right]\left[\begin{array}{cc}
I & A \\
0 & I
\end{array}\right]=\left[\begin{array}{cc}
0 & 0 \\
B & B A
\end{array}\right]
$$

holds. Conclude that $A B$ and $B A$ have the same eigenvectors.
4. Assume that $0<A \in \mathbb{M}_{n}$. Show that $A+A^{-1} \geq 2 I$.
5. Assume that

$$
A=\left[\begin{array}{cc}
A_{1} & B \\
B^{*} & A_{2}
\end{array}\right]>0
$$

Show that $\operatorname{det} A \leq \operatorname{det} A_{1} \times \operatorname{det} A_{2}$.
6. Assume that the eigenvalues of the self-ajoint matrix

$$
\left[\begin{array}{cc}
A & B \\
B^{*} & C
\end{array}\right]
$$

are $\lambda_{1} \leq \lambda_{2} \leq \ldots \lambda_{n}$ and the eigenvalues of $A$ are $\beta_{1} \leq \beta_{2} \leq \cdots \leq \beta_{m}$. Show that

$$
\lambda_{i} \leq \beta_{i} \leq \lambda_{i+n-m} .
$$

7. Show that a matrix $A \in \mathbb{M}_{n}$ is irreducible if and only if for every $1 \leq i, j \leq n$ there is a power $k$ such that $\left(A^{k}\right)_{i j} \neq 0$.
8. Let $A, B, C, D \in \mathbb{M}_{n}$ and $A C=C A$. Show that

$$
\operatorname{det}\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right]=\operatorname{det}(A D-C B)
$$

9. Let $A, B, C \in \mathbb{M}_{n}$ and

$$
\left[\begin{array}{cc}
A & B \\
B^{*} & C
\end{array}\right] \geq 0
$$

Show that $B^{*} \circ B \leq A \circ C$.
10. Let $A, B \in \mathbb{M}_{n}$. Show that $A \circ B$ is a submatrix of $A \otimes B$.
11. Assume that $P$ and $Q$ are projections. Show that $P \leq Q$ is equivalent to $P Q=P$.
12. Assume that $P_{1}, P_{2}, \ldots, P_{n}$ are projections and $P_{1}+P_{2}+\cdots+P_{n}=I$. Show that the projections are pairwise orthogonal.
13. Let $A_{1}, A_{2}, \cdots, A_{k} \in \mathbb{M}_{n}^{s a}$ and $A_{1}+A_{2}+\ldots+A_{k}=I$. Show that the following statements are equivalent:
(1) All operators $A_{i}$ are projections.
(2) For all $i \neq j$ the product $A_{i} A_{j}=0$ holds.
(3) $\operatorname{rank}\left(A_{1}\right)+\operatorname{rank}\left(A_{2}\right)+\cdots+\operatorname{rank}\left(A_{k}\right)=n$.
14. Let $U|A|$ be the polar decomposition of $A \in \mathbb{M}_{n}$. Show that $A$ is normal if and only if $U|A|=|A| U$.
15. The matrix $M \in \mathbb{M}_{n}(\mathbb{C})$ is defined as

$$
M_{i j}=\min \{i, j\}
$$

Show that $M$ is positive.
16. Let $A \in \mathbb{M}_{n}$ and the mapping $S_{A}: \mathbb{M}_{n} \rightarrow \mathbb{M}_{n}$ is defined as $S_{A}: B \mapsto$ $A \circ B$. Show that the following statements are equivalent.
(1) $A$ is positive.
(2) $S_{A}: \mathbb{M}_{n} \rightarrow \mathbb{M}_{n}$ is positive.
(3) $S_{A}: \mathbb{M}_{n} \rightarrow \mathbb{M}_{n}$ is completely positive.
17. Let $A, B, C$ be operators on a Hilbert space $\mathcal{H}$ and $A, C \geq 0$. Show that

$$
\left[\begin{array}{cc}
A & B \\
B^{*} & C
\end{array}\right] \geq 0
$$

if and only if $|\langle B x, y\rangle| \leq\langle A y, y\rangle \cdot\langle C x, x\rangle$ for every $x, y \in \mathcal{H}$.
18. Let $P \in \mathbb{M}_{n}$ be idempotent, $P^{2}=P$. Show that $P$ is an orthoprojection if and only if $\|P\| \leq 1$.
19. Let $P \in \mathbb{M}_{n}$ be an ortho-projection and $0<A \in \mathbb{M}_{n}$. Show the following formulae:

$$
[P]\left(A^{2}\right) \leq([P] A)^{2}, \quad([P] A)^{1 / 2} \leq[P]\left(A^{1 / 2}\right), \quad[P]\left(A^{-1}\right) \leq([P] A)^{\dagger}
$$

20. Show that the kernels

$$
\psi(x, y)=\cos (x-y), \quad \cos \left(x^{2}-y^{2}\right), \quad(1+|x-y|)^{-1}
$$

are positive semidefinite on $\mathbb{R} \times \mathbb{R}$.
21. Show that the equality

$$
A \vee(B \wedge C)=(A \vee B) \wedge(A \vee C)
$$

is not true for ortho-projections.
22. Assume that the kernel $\psi: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{C}$ is positive definite and $\psi(x, x)>$ 0 for every $x \in \mathcal{X}$. Show that

$$
\bar{\psi}(x, y)=\frac{\psi(x, y)}{\psi(x, x) \psi(y, y)}
$$

is positive definite kernel.
23. Assume that the kernel $\psi: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{C}$ is negative definite and $\psi(x, x) \geq$ 0 for every $x \in \mathcal{X}$. Show that

$$
\log (1+\psi(x, y))
$$

is negative definite kernel.
24. Show that the kernel $\psi(x, y)=(\sin (x-y))^{2}$ is negative semidefinite on $\mathbb{R} \times \mathbb{R}$.
25. Show that the linear mapping $\mathcal{E}_{p, n}: \mathbb{M}_{n} \rightarrow \mathbb{M}_{n}$ defined as

$$
\begin{equation*}
\mathcal{E}_{p, n}(A)=p A+(1-p) \frac{I}{n} \operatorname{Tr} A . \tag{2.30}
\end{equation*}
$$

is completely positive if and only if

$$
-\frac{1}{n^{2}-1} \leq p \leq 1
$$

26. Show that the linear mapping $\mathcal{E}: \mathbb{M}_{n} \rightarrow \mathbb{M}_{n}$ defined as

$$
\mathcal{E}(D)=\frac{1}{n-1}\left(\operatorname{Tr}(D) I-D^{t}\right)
$$

is completely positive unital mapping. (Here $D^{t}$ denotes the transpose of $D$.) Show that $\mathcal{E}$ has negative eigenvalue. (This mapping is called Holevo-Werner channel.)
27. Assume that $\mathcal{E}: \mathbb{M}_{n} \rightarrow \mathbb{M}_{n}$ is defined as

$$
\mathcal{E}(A)=\frac{1}{n-1}(I \operatorname{Tr} A-A)
$$

Show that $\mathcal{E}$ is positive but not completely positive.
28. Let $p$ be a real number. Show that the mapping $\mathcal{E}_{p, 2}: \mathbb{M}_{2} \rightarrow \mathbb{M}_{2}$ defined as

$$
\mathcal{E}_{p, 2}(A)=p A+(1-p) \frac{I}{2} \operatorname{Tr} A
$$

is positive if and only if $-1 \leq p \leq 1$. Show that $\mathcal{E}_{p, 2}$ is completely positive if and only if $-1 / 3 \leq p \leq 1$.
29. Show that $\left\|\left(f_{1}, f_{2}\right)\right\|^{2}=\left\|f_{1}\right\|^{2}+\left\|f_{2}\right\|^{2}$.
30. Give the analogue of Theorem 2.1 when $C$ is assumed to be invertible.
31. Let $0 \leq A \leq I$. Find the matrices $B$ and $C$ such that

$$
\left[\begin{array}{cc}
A & B \\
B^{*} & C
\end{array}\right] .
$$

is a projection.
32. Let $\operatorname{dim} \mathcal{H}=2$ and $0 \leq A, B \in B(\mathcal{H})$. Show that there is an orthogonal basis such that

$$
A=\left[\begin{array}{ll}
a & 0 \\
0 & b
\end{array}\right], \quad B=\left[\begin{array}{ll}
c & d \\
d & e
\end{array}\right]
$$

with positive numbers $a, b, c, d, e \geq 0$.
33. Let

$$
M=\left[\begin{array}{ll}
A & B \\
B & A
\end{array}\right]
$$

and assume that $A$ and $B$ are self-adjoint. Show that $M$ is positive if and only if $-A \leq B \leq A$.
34. Determine the inverses of the matrices

$$
A=\left[\begin{array}{cc}
a & -b \\
b & a
\end{array}\right] \quad \text { and } \quad B=\left[\begin{array}{cccc}
a & b & c & d \\
-b & a & -d & c \\
-c & d & a & b \\
-d & c & -b & a
\end{array}\right]
$$

35. Give the analogue of the factorization (2.2) when $D$ is assumed to be invertible.
36. Show that the self-adjoint invertible matrix

$$
\left[\begin{array}{ccc}
A & B & C \\
B^{*} & D & 0 \\
C^{*} & 0 & E
\end{array}\right]
$$

has inverse in the form

$$
\left[\begin{array}{ccc}
Q^{-1} & -P & -R \\
-P^{*} & D^{-1}\left(I+B^{*} P\right) & D^{-1} B^{*} R \\
-R^{*} & R^{*} B D^{-1} & E^{-1}\left(I+C^{*} R\right)
\end{array}\right],
$$

where
$Q=A-B D^{-1} B^{*}-C E^{-1} C^{*}, \quad P=Q^{-1} B D^{-1}, \quad R=Q^{-1} C E^{-1}$.
37. Find the determinant and the inverse of the block-matrix

$$
\left[\begin{array}{ll}
A & 0 \\
a & 1
\end{array}\right]
$$

38. Let $A \in \mathbb{M}_{n}$ be an invertible matrix and $d \in \mathbb{C}$. Show that

$$
\operatorname{det}\left[\begin{array}{ll}
A & b \\
c & d
\end{array}\right]=\left(d-c A^{-1} b\right) \operatorname{det} A
$$

where $c=\left[c_{1}, \ldots, c_{n}\right]$ and $b=\left[b_{1}, \ldots, n_{n}\right]^{t}$.
39. Show the concavity of the variance functional $\rho \mapsto \operatorname{Var}_{\rho}(A)$ defined in (2.11). The concavity is

$$
\operatorname{Var}_{\rho}(A) \geq \sum_{i} \lambda_{i} \operatorname{Var}_{\rho_{i}}(A) \quad \text { if } \quad \rho=\sum_{i} \lambda_{i} \rho_{i}
$$

when $\lambda_{i} \geq 0$ and $\sum_{i} \lambda_{i}=1$.

### 2.8. EXERCISES

40. For $x, y \in \mathbb{R}^{3}$ and

$$
x \cdot \sigma:=\sum_{i=1}^{3} x_{i} \sigma_{i}, \quad y \cdot \sigma:=\sum_{i=1}^{3} y_{i} \sigma_{i}
$$

show that

$$
\begin{equation*}
(x \cdot \sigma)(y \cdot \sigma)=\langle x, y\rangle \sigma_{0}+\mathrm{i}(x \times y) \cdot \sigma, \tag{2.31}
\end{equation*}
$$

where $x \times y$ is the vectorial product in $\mathbb{R}^{3}$.

## Chapter 3

## Functional calculus and derivation

Let $A \in \mathbb{M}_{n}(\mathbb{C})$ and $p(x):=\sum_{i} c_{i} x^{i}$ be a polynomial. It is quite obvious that by $p(A)$ one means the matrix $\sum_{i} c_{i} A^{i}$. So the functional calculus is trivial for polynomials. Slightly more generally, let $f$ be a holomorphic function with the Taylor expansion $f(z)=\sum_{k=0}^{\infty} c_{k}(z-a)^{k}$. Then for every $A \in \mathbb{M}_{n}(\mathbb{C})$ such that the operator norm $\|A-a I\|$ is less than radius of convergence of $f$, one can define the analytic functional calculus $f(A):=\sum_{k=0}^{\infty} c_{k}(A-a I)^{k}$. This analytic functional calculus can be generalized by the Cauchy integral:

$$
f(A):=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} f(z)(z I-A)^{-1} d z
$$

if $f$ is holomorphic in a domain $G$ containing the eigenvalues of $A$, where $\Gamma$ is a simple closed contour in $G$ surrounding the eigenvalues of $A$. On the other hand, when $A \in \mathbb{M}_{n}(\mathbb{C})$ is self-adjoint and $f$ is a general function defined on an interval containing the eigenvalues of $A$, the functional calculus $f(A)$ is defined via the spectral decomposition of $A$ or the diagonalization of $A$, that is,

$$
f(A)=\sum_{i=1}^{k} f\left(\alpha_{i}\right) P_{i}=U \operatorname{Diag}\left(f\left(\lambda_{1}\right), \ldots, f\left(\lambda_{n}\right)\right) U^{*}
$$

for the spectral decomposition $A=\sum_{i=1}^{k} \alpha_{i} P_{i}$ and the diagonalization $A=$ $U \operatorname{Diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right) U^{*}$. In this way, one has some types of functional calculus for matrices (also operators). When different types of functional calculus can be defined for one $A \in \mathbb{M}_{n}(\mathbb{C})$, they are the same. The second half of this chapter contains several formulae for derivatives

$$
\frac{d}{d t} f(A+t T)
$$

and Fréchet derivatives of functional calculus.

### 3.1 The exponential function

The exponential function is well-defined for all complex numbers, it has a convenient Taylor expansion and it appears in some differential equations. It is important also for matrices.

The Taylor expansion can be used to define $e^{A}$ for a matrix $A \in \mathbb{M}_{n}(\mathbb{C})$ :

$$
\begin{equation*}
e^{A}:=\sum_{n=0}^{\infty} \frac{A^{n}}{n!} \tag{3.1}
\end{equation*}
$$

Here the right-hand side is an absolutely convergent series:

$$
\sum_{n=0}^{\infty}\left\|\frac{A^{n}}{n!}\right\| \leq \sum_{n=0}^{\infty} \frac{\|A\|^{n}}{n!}=e^{\|A\|}
$$

The first example is in connection with the Jordan form.
Example 3.1 We take

$$
A=\left[\begin{array}{llll}
a & 1 & 0 & 0 \\
0 & a & 1 & 0 \\
0 & 0 & a & 1 \\
0 & 0 & 0 & a
\end{array}\right]=a I+J
$$

Since $I$ and $J$ commute and $J^{m}=0$ for $m>3$, we have

$$
A^{n}=a^{n} I+n a^{n-1} J+\frac{n(n-1)}{2} a^{n-2} J^{2}+\frac{n(n-1)(n-2)}{2 \cdot 3} a^{n-3} J^{3}
$$

and

$$
\begin{align*}
\sum_{n=0}^{\infty} \frac{A^{n}}{n!} & =\sum_{n=0}^{\infty} \frac{a^{n}}{n!} I+\sum_{n=1}^{\infty} \frac{a^{n-1}}{(n-1)!} J+\frac{1}{2} \sum_{n=2}^{\infty} \frac{a^{n-2}}{(n-2)!} J^{2}+\frac{1}{6} \sum_{n=3}^{\infty} \frac{a^{n-3}}{(n-3)!} J^{3} \\
& =e^{a} I+e^{a} J+\frac{1}{2} e^{a} J^{2}+\frac{1}{6} e^{a} J^{3} . \tag{3.2}
\end{align*}
$$

So we have

$$
e^{A}=e^{a}\left[\begin{array}{cccc}
1 & 1 & 1 / 2 & 1 / 6 \\
0 & 1 & 1 & 1 / 2 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

If $B=S A S^{-1}$, then $e^{B}=S e^{A} S^{-1}$.
Note that (3.2) shows that $e^{A}$ is a linear combination of $I, A, A^{2}, A^{3}$. (This is contained in Theorem 3.6, the coefficients are specified by differential equations.)

Example 3.2 It is a basic fact in analysis that

$$
e^{a}=\lim _{n \rightarrow \infty}\left(1+\frac{a}{n}\right)^{n}
$$

for a number $a$, but we have also for matrices:

$$
\begin{equation*}
e^{A}=\lim _{n \rightarrow \infty}\left(I+\frac{A}{n}\right)^{n} \tag{3.3}
\end{equation*}
$$

This can be checked similarly to the previous example:

$$
e^{a I+J}=\lim _{n \rightarrow \infty}\left(I\left(1+\frac{a}{n}\right)+\frac{1}{n} J\right)^{n} .
$$

From the point of view of numerical computation (3.1) is a better formula, but (3.3) will be extended in the next theorem. (An extension of the exponential function will appear later in (6.47).)

An extension of the exponential function will appear later (6.47).

## Theorem 3.3 Let

$$
T_{m, n}(A)=\left[\sum_{k=0}^{m} \frac{1}{k!}\left(\frac{A}{n}\right)^{k}\right]^{n} \quad(m, n \in \mathbb{N})
$$

Then

$$
\lim _{m \rightarrow \infty} T_{m, n}(A)=\lim _{n \rightarrow \infty} T_{m, n}(A)=e^{A}
$$

Proof: The matrices $B=e^{\frac{A}{n}}$ and

$$
T=\sum_{k=0}^{m} \frac{1}{k!}\left(\frac{A}{n}\right)^{k}
$$

commute, so

$$
e^{A}-T_{m, n}(A)=B^{n}-T^{n}=(B-T)\left(B^{n-1}+B^{n-2} T+\cdots+T^{n-1}\right)
$$

We can estimate:

$$
\left\|e^{A}-T_{m, n}(A)\right\| \leq\|B-T\| n \times \max \left\{\|B\|^{i}\|T\|^{n-i-1}: 0 \leq i \leq n-1\right\}
$$

Since $\|T\| \leq e^{\frac{\|A\|}{n}}$ and $\|B\| \leq e^{\frac{\|A\|}{n}}$, we have

$$
\left\|e^{A}-T_{m, n}(A)\right\| \leq n\left\|e^{\frac{A}{n}}-T\right\| e^{\frac{n-1}{n}\|A\|}
$$

By bounding the tail of the Taylor series,

$$
\left\|e^{A}-T_{m, n}(A)\right\| \leq \frac{n}{(m+1)!}\left(\frac{\|A\|}{n}\right)^{m+1} e^{\frac{\|A\|}{n}} e^{\frac{n-1}{n}\|A\|}
$$

converges to 0 in the two cases $m \rightarrow \infty$ and $n \rightarrow \infty$.
Theorem 3.4 If $A B=B A$, then

$$
\begin{equation*}
e^{t(A+B)}=e^{t A} e^{t B} \quad(t \in \mathbb{R}) \tag{3.4}
\end{equation*}
$$

If this equality holds, then $A B=B A$.
Proof: First we assume that $A B=B A$ and compute the product $e^{A} e^{B}$ by multiplying term by term the series:

$$
e^{A} e^{B}=\sum_{m, n=0}^{\infty} \frac{1}{m!n!} A^{m} B^{n}
$$

Therefore,

$$
e^{A} e^{B}=\sum_{k=0}^{\infty} \frac{1}{k!} C_{k},
$$

where

$$
C_{k}:=\sum_{m+n=k} \frac{k!}{m!n!} A^{m} B^{n}
$$

Due to the commutation relation the binomial formula holds and $C_{k}=(A+$ $B)^{k}$. We conclude

$$
e^{A} e^{B}=\sum_{k=0}^{\infty} \frac{1}{k!}(A+B)^{k}
$$

which is the statement.
Another proof can be obtained by differentiation. It follows from the expansion (3.1) that the derivative of the matrix-valued function $t \mapsto e^{t A}$ defined on $\mathbb{R}$ is $e^{t A} A$ :

$$
\begin{equation*}
\frac{\partial}{\partial t} e^{t A}=e^{t A} A=A e^{t A} \tag{3.5}
\end{equation*}
$$

Therefore,

$$
\frac{\partial}{\partial t} e^{t A} e^{C-t A}=e^{t A} A e^{C-t A}-e^{t A} A e^{C-t A}=0
$$

if $A C=C A$. It follows that the function $t \mapsto e^{t A} e^{C-t A}$ is constant. In particular,

$$
e^{A} e^{C-A}=e^{C}
$$

If we put $A+B$ in place of $C$, we get the statement (3.4).
The first derivative of (3.4) is

$$
e^{t A+t B}(A+B)=e^{t A} A e^{t B}+e^{t A} e^{t B} B
$$

and the second derivative is

$$
e^{t A+t B}(A+B)^{2}=e^{t A} A^{2} e^{t B}+e^{t A} A e^{t B} B+e^{t A} A e^{t B} B+e^{t A} e^{t B} B^{2} .
$$

For $t=0$ this is $B A=A B$.
Example 3.5 The matrix exponential function can be used to formulate the solution of a linear first-order differential equation. Let

$$
x(t)=\left[\begin{array}{c}
x_{1}(t) \\
x_{2}(t) \\
\vdots \\
x_{n}(t)
\end{array}\right] \quad \text { and } \quad x_{0}=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right] .
$$

The solution of the differential equation

$$
x(t)^{\prime}=A x(t), \quad x(0)=x_{0}
$$

is $x(t)=e^{t A} x_{0}$ due to formula (3.5).
Theorem 3.6 Let $A \in \mathbb{M}_{n}$ with characteristic polynomial

$$
p(\lambda)=\operatorname{det}(\lambda I-A)=\lambda^{n}+c_{n-1} \lambda^{n-1}+\cdots+c_{1} \lambda+c_{0} .
$$

Then

$$
e^{t A}=x_{0}(t) I+x_{1}(t) A+\cdots+x_{n-1}(t) A^{n-1}
$$

where the vector

$$
x(t)=\left(x_{0}(t), x_{1}(t), \ldots, x_{n-1}(t)\right)
$$

satisfies the $n$th order differential equation

$$
x^{(n)}(t)+c_{n-1} x^{(n-1)}(t)+\cdots+c_{1} x^{\prime}(t)+c_{0} x=0
$$

with the initial condition

$$
x^{(k)}(0)=\left(0^{(1)}, \ldots, 0^{(k-1)}, 1^{(k)}, 0^{(k+1)}, \ldots, 0\right)
$$

for $0 \leq k \leq n-1$.

Proof: We can check that the matrix-valued functions

$$
F_{1}(t)=x_{0}(t) I+x_{1}(t) A+\cdots+x_{n-1}(t) A^{n-1}
$$

and $F_{2}(t)=e^{t A}$ satisfy the conditions

$$
F^{(n)}(t)+c_{n-1} F^{(n-1)}(t)+\cdots+c_{1} F^{\prime}(t)+c_{0} F(t)=0
$$

and

$$
F(0)=I, F^{\prime}(0)=A, \ldots, F^{(n-1)}(0)=A^{n-1} .
$$

Therefore $F_{1}=F_{2}$.

Example 3.7 In case of $2 \times 2$ matrices, the use of the Pauli matrices

$$
\sigma_{1}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], \quad \sigma_{2}=\left[\begin{array}{cc}
0 & -\mathrm{i} \\
\mathrm{i} & 0
\end{array}\right], \quad \sigma_{3}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]
$$

is efficient, together with $I$ they form an orthogonal system with respect to Hilbert-Schmidt inner product.

Let $A \in \mathbb{M}_{2}^{s a}$ be such that

$$
A=c_{1} \sigma_{1}+c_{2} \sigma_{2}+c_{3} \sigma_{3}, \quad c_{1}^{2}+c_{2}^{2}+c_{3}^{2}=1
$$

in the representation with Pauli matrices. It is simple to check that $A^{2}=I$. Therefore, for even powers $A^{2 n}=I$, but for odd powers $A^{2 n+1}=A$. Choose $c \in \mathbb{R}$ and combine the two facts with the knowledge of the relation of the exponential to sine and cosine:

$$
\begin{aligned}
e^{\mathrm{i} c A} & =\sum_{n=0}^{\infty} \frac{\mathrm{i}^{n} c^{n} A^{n}}{n!} \\
& =\sum_{n=0}^{\infty} \frac{(-1)^{n} c^{2 n} A^{2 n}}{(2 n)!}+\mathrm{i} \sum_{n=0}^{\infty} \frac{(-1)^{n} c^{2 n+1} A^{2 n+1}}{(2 n+1)!}=(\cos c) I+\mathrm{i}(\sin c) A
\end{aligned}
$$

A general matrix has the form $C=c_{0} I+c A$ and

$$
e^{\mathrm{i} C}=e^{\mathrm{i} c_{0}}(\cos c) I+\mathrm{i}^{\mathrm{i} c_{0}}(\sin c) A
$$

( $e^{C}$ is similar, see Exercise 13.)

The next theorem gives the so-called Lie-Trotter formula. (A generalization is Theorem 5.17.)

Theorem 3.8 Let $A, B \in \mathbb{M}_{n}(\mathbb{C})$. Then

$$
e^{A+B}=\lim _{m \rightarrow \infty}\left(e^{A / m} e^{B / m}\right)^{n}
$$

Proof: First we observe that the identity

$$
X^{n}-Y^{n}=\sum_{j=0}^{n-1} X^{n-1-j}(X-Y) Y^{j}
$$

implies the norm estimate

$$
\begin{equation*}
\left\|X^{n}-Y^{n}\right\| \leq n t^{n-1}\|X-Y\| \tag{3.6}
\end{equation*}
$$

for the submultiplicative operator norm when the constant $t$ is chosen such that $\|X\|,\|Y\| \leq t$.

Now we choose $X_{n}:=\exp ((A+B) / n)$ and $Y_{n}:=\exp (A / n) \exp (B / n)$. From the above estimate we have

$$
\begin{equation*}
\left\|X_{n}^{n}-Y_{n}^{n}\right\| \leq n u\left\|X_{n}-Y_{n}\right\|, \tag{3.7}
\end{equation*}
$$

if we can find a constant $u$ such that $\left\|X_{n}\right\|^{n-1},\left\|Y_{n}\right\|^{n-1} \leq u$. Since

$$
\left\|X_{n}\right\|^{n-1} \leq(\exp ((\|A\|+\|B\|) / n))^{n-1} \leq \exp (\|A\|+\|B\|)
$$

and

$$
\left\|Y_{n}\right\|^{n-1} \leq(\exp (\|A\| / n))^{n-1} \times(\exp (\|B\| / n))^{n-1} \leq \exp \|A\| \times \exp \|B\|
$$ $u=\exp (\|A\|+\|B\|)$ can be chosen to have the estimate (3.7).

The theorem follows from (3.7) if we show that $n\left\|X_{n}-Y_{n}\right\| \rightarrow 0$. The power series expansion of the exponential function yields

$$
X_{n}=I+\frac{A+B}{n}+\frac{1}{2}\left(\frac{A+B}{n}\right)^{2}+\cdots
$$

and

$$
Y_{n}=\left(I+\frac{A}{n}+\frac{1}{2}\left(\frac{A}{n}\right)^{2}+\ldots\right) \times\left(I+\frac{B}{n}+\frac{1}{2}\left(\frac{B}{n}\right)^{2}+\cdots\right)
$$

If $X_{n}-Y_{n}$ is computed by multiplying the two series in $Y_{n}$, one can observe that all constant terms and all terms containing $1 / n$ cancel. Therefore

$$
\left\|X_{n}-Y_{n}\right\| \leq \frac{c}{n^{2}}
$$

for some positive constant $c$.
If $A$ and $B$ are self-adjoint matrices, then it can be better to reach $e^{A+B}$ as the limit of self-adjoint matrices.

## Corollary 3.9

$$
e^{A+B}=\lim _{n \rightarrow \infty}\left(e^{\frac{A}{2 n}} e^{\frac{B}{n}} e^{\frac{A}{2 n}}\right)^{n} .
$$

Proof: We have

$$
\left(e^{\frac{A}{2 n}} e^{\frac{B}{n}} e^{\frac{A}{2 n}}\right)^{n}=e^{-\frac{A}{2 n}}\left(e^{A / n} e^{B / n}\right)^{n} e^{\frac{A}{2 n}}
$$

and the limit $n \rightarrow \infty$ gives the result.
The Lie-Trotter formula can be extended to more matrices:

$$
\begin{align*}
& \left\|e^{A_{1}+A_{2}+\ldots+A_{k}}-\left(e^{A_{1} / n} e^{A_{2} / n} \cdots e^{A_{k} / n}\right)^{n}\right\| \\
& \quad \leq \frac{2}{n}\left(\sum_{j=1}^{k}\left\|A_{j}\right\|\right) \exp \left(\frac{n+2}{n} \sum_{j=1}^{k}\left\|A_{j}\right\|\right) . \tag{3.8}
\end{align*}
$$

Theorem 3.10 For matrices $A, B \in \mathbb{M}_{n}$ the Taylor expansion of the function $\mathbb{R} \ni t \mapsto e^{A+t B}$ is

$$
\sum_{k=0}^{\infty} t^{k} A_{k}(1),
$$

where $A_{0}(s)=e^{s A}$ and

$$
A_{k}(s)=\int_{0}^{s} d t_{1} \int_{0}^{t_{1}} d t_{2} \cdots \int_{0}^{t_{k-1}} d t_{k} e^{\left(s-t_{1}\right) A} B e^{\left(t_{1}-t_{2}\right) A} B \cdots B e^{t_{k} A}
$$

for $s \in \mathbb{R}$.
Proof: To make differentiation easier we write

$$
A_{k}(s)=\int_{0}^{s} e^{\left(s-t_{1}\right) A} B A_{k-1}\left(t_{1}\right) d t_{1}=e^{s A} \int_{0}^{s} e^{-t_{1} A} B A_{k-1}\left(t_{1}\right) d t_{1}
$$

for $k \geq 1$. It follows that

$$
\begin{aligned}
\frac{d}{d s} A_{k}(s) & =A e^{s A} \int_{0}^{s} e^{-t_{1} A} B A_{k-1}\left(t_{1}\right) d t_{1}+e^{s A} \frac{d}{d s} \int_{0}^{s} e^{-t_{1} A} B A_{k-1}\left(t_{1}\right) d t_{1} \\
& =A A_{k}(s)+B A_{k-1}(s)
\end{aligned}
$$

Therefore

$$
F(s):=\sum_{k=0}^{\infty} A_{k}(s)
$$

satisfies the differential equation

$$
F^{\prime}(s)=(A+B) F(s), \quad F(0)=I .
$$

Therefore $F(s)=e^{s(A+B)}$. If $s=1$ and we write $t B$ in place of $B$, then we get the expansion of $e^{A+t B}$.

## Corollary 3.11

$$
\left.\frac{\partial}{\partial t} e^{A+t B}\right|_{t=0}=\int_{0}^{1} e^{u A} B e^{(1-u) A} d u
$$

Another important formula for the exponential function is the Baker-Campbell-Hausdorff formula:

$$
\begin{equation*}
e^{t A} e^{t B}=\exp \left(t(A+B)+\frac{t^{2}}{2}[A, B]+\frac{t^{3}}{12}([A,[A, B]]-[B,[A, B]])+O\left(t^{4}\right)\right) \tag{3.9}
\end{equation*}
$$

where the commutator $[A, B]:=A B-B A$ is included.
A function $f: \mathbb{R}^{+} \rightarrow \mathbb{R}$ is completely monotone if the $n$th derivative of $f$ has the sign $(-1)^{n}$ on the whole $\mathbb{R}^{+}$and for every $n \in \mathbb{N}$.

The next theorem is related to a conjecture.
Theorem 3.12 Let $A, B \in \mathbb{M}_{n}^{s a}$ and let $t \in \mathbb{R}$. The following statements are equivalent:
(i) The polynomial $t \mapsto \operatorname{Tr}(A+t B)^{p}$ has only positive coefficients for every $A, B \geq 0$ and all $p \in \mathbb{N}$.
(ii) For every $A$ self-adjoint and $B \geq 0$, the function $t \mapsto \operatorname{Tr} \exp (A-t B)$ is completely monotone on $[0, \infty)$.
(iii) For every $A>0, B \geq 0$ and all $p \geq 0$, the function $t \mapsto \operatorname{Tr}(A+t B)^{-p}$ is completely monotone on $[0, \infty)$.

Proof: (i) $\Rightarrow$ (ii): We have

$$
\begin{equation*}
\operatorname{Tr} \exp (A-t B)=e^{-\|A\|} \sum_{k=0}^{\infty} \frac{1}{k!} \operatorname{Tr}(A+\|A\| I-t B)^{k} \tag{3.10}
\end{equation*}
$$

and it follows from Bernstein's theorem and (i) that the right-hand side is the Laplace transform of a positive measure supported in $[0, \infty)$.
(ii) $\Rightarrow$ (iii): Due to the matrix equation

$$
\begin{equation*}
(A+t B)^{-p}=\frac{1}{\Gamma(p)} \int_{0}^{\infty} \exp [-u(A+t B)] u^{p-1} d u \tag{3.11}
\end{equation*}
$$

we can see the signs of the derivatives.
(iii) $\Rightarrow$ (i): It suffices to assume (iii) only for $p \in \mathbb{N}$. For invertible $A$ we observe that the $r$ th derivative of $\operatorname{Tr}\left(A_{0}+t B_{0}\right)^{-p}$ at $t=0$ is related to the coefficient of $t^{r}$ in $\operatorname{Tr}(A+t B)^{p}$ as given by (3.39) with $A, A_{0}, B, B_{0}$ related as in Lemma 3.31. The left side of (3.39) has the sign $(-1)^{r}$ because it is the derivative of a completely monotone function. Thus the right-hand side has the correct sign as stated in item (i). The case of non-invertible $A$ follows from continuity argument.

Laplace transform of a measure $\mu$ on $\mathbb{R}^{+}$is

$$
f(t)=\int_{0}^{\infty} e^{-t x} d \mu(x) \quad\left(t \in \mathbb{R}^{+}\right)
$$

According to the Bernstein theorem such a measure $\mu$ exists if and only is $f$ is a completely monotone function.

Bessis, Moussa and Villani conjectured in 1975 that the function $t \mapsto$ $\operatorname{Tr} \exp (A-t B)$ is a completely monotone function if $A$ is self-adjoint and $B$ is positive. Theorem 3.12 due to Lieb and Seiringer gives an equivalent condition. Property (i) has a very simple formulation.

### 3.2 Other functions

All reasonable functions can be approximated by polynomials. Therefore, it is basic to compute $p(X)$ for a matrix $X \in \mathbb{M}_{n}$ and for a polynomial $p$. The canonical Jordan decomposition

$$
X=S\left[\begin{array}{cccc}
J_{k_{1}}\left(\lambda_{1}\right) & 0 & \cdots & 0 \\
0 & J_{k_{2}}\left(\lambda_{2}\right) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & J_{k_{m}}\left(\lambda_{m}\right)
\end{array}\right] S^{-1}=S J S^{-1},
$$

gives that

$$
p(X)=S\left[\begin{array}{cccc}
p\left(J_{k_{1}}\left(\lambda_{1}\right)\right) & 0 & \cdots & 0 \\
0 & p\left(J_{k_{2}}\left(\lambda_{2}\right)\right) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & p\left(J_{k_{m}}\left(\lambda_{m}\right)\right)
\end{array}\right] S^{-1}=S p(J) S^{-1} .
$$

The crucial point is the computation of $\left(J_{k}(\lambda)\right)^{m}$. Since $J_{k}(\lambda)=\lambda I_{n}+J_{k}(0)=$ $\lambda I_{n}+J_{k}$ is the sum of commuting matrices, to compute the $m$ th power, we can use the binomial formula:

$$
\left(J_{k}(\lambda)\right)^{m}=\lambda^{m} I_{n}+\sum_{j=1}^{m}\binom{m}{j} \lambda^{m-j} J_{k}^{j} .
$$

The powers of $J_{k}$ are known, see Example 1.15. Let $m>3$, then the example

$$
J_{4}(\lambda)^{m}=\left[\begin{array}{cccc}
\lambda^{m} & m \lambda^{m-1} & \frac{m(m-1) \lambda^{m-2}}{2!} & \frac{m(m-1)(m-2) \lambda^{m-3}}{3!} \\
0 & \lambda^{m} & m \lambda^{m-1} & \frac{m(m-1) \lambda^{m-2}}{2!} \\
0 & 0 & \lambda^{m} & m \lambda^{m-1} \\
0 & 0 & 0 & \lambda^{m}
\end{array}\right]
$$

shows the point. In another formulation,

$$
p\left(J_{4}(\lambda)\right)=\left[\begin{array}{cccc}
p(\lambda) & p^{\prime}(\lambda) & \frac{p^{\prime \prime}(\lambda)}{2!} & \frac{p^{(3)}(\lambda)}{3!} \\
0 & p(\lambda) & p^{\prime}(\lambda) & \frac{p^{\prime \prime}(\lambda)}{2!} \\
0 & 0 & p(\lambda) & p^{\prime}(\lambda) \\
0 & 0 & 0 & p(\lambda)
\end{array}\right]
$$

which is actually correct for all polynomials and for every smooth function. We conclude that if the canonical Jordan form is known for $X \in \mathbb{M}_{n}$, then $f(X)$ is computable. In particular, the above argument gives the following result.

Theorem 3.13 For $X \in \mathbb{M}_{n}$ the relation

$$
\operatorname{det} e^{X}=\exp (\operatorname{Tr} X)
$$

holds between trace and determinant.
A matrix $A \in \mathbb{M}_{n}$ is diagonizable if

$$
A=S \operatorname{Diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right) S^{-1}
$$

with an invertible matrix $S$. Observe that this condition means that in the Jordan canonical form all Jordan blocks are $1 \times 1$ and the numbers $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ are the eigenvalues of $A$. In this case

$$
\begin{equation*}
f(A)=S \operatorname{Diag}\left(f\left(\lambda_{1}\right), f\left(\lambda_{2}\right), \ldots, f\left(\lambda_{n}\right)\right) S^{-1} \tag{3.12}
\end{equation*}
$$

when the complex-valued function $f$ is defined on the set of eigenvalues of $A$.

If the numbers $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ are different, then we can have a polynomial $p(x)$ of order $n-1$ such that $p\left(\lambda_{i}\right)=f\left(\lambda_{i}\right)$ :

$$
p(x)=\sum_{j=1}^{n} \prod_{i \neq j} \frac{x-\lambda_{i}}{\lambda_{j}-\lambda_{i}} f\left(\lambda_{j}\right) .
$$

(This is the so-called Lagrange interpolation formula.) Therefore we have

$$
\begin{equation*}
p(A)=\sum_{j=1}^{n} \prod_{i \neq j} \frac{A-\lambda_{i} I}{\lambda_{j}-\lambda_{i}} p\left(\lambda_{j}\right) . \tag{3.13}
\end{equation*}
$$

(Relevant formulations are in Exercises 14 and 15.)
Example 3.14 We consider the self-adjoint matrix

$$
X=\left[\begin{array}{cc}
1+z & x-y \mathrm{i} \\
x+y \mathrm{i} & 1-z
\end{array}\right] \equiv\left[\begin{array}{cc}
1+z & w \\
\bar{w} & 1-z
\end{array}\right]
$$

when $x, y, z \in \mathbb{R}$. From the characteristic polynomial we have the eigenvalues

$$
\lambda_{1}=1+R \quad \text { and } \quad \lambda_{2}=1-R,
$$

where $R=\sqrt{x^{2}+y^{2}+z^{2}}$. If $R<1$, then $X$ is positive and invertible. The eigenvectors are

$$
u_{1}=\left[\begin{array}{c}
R+z \\
\bar{w}
\end{array}\right] \quad \text { and } \quad u_{2}=\left[\begin{array}{c}
R-z \\
-\bar{w}
\end{array}\right] .
$$

Set

$$
\Delta=\left[\begin{array}{cc}
1+R & 0 \\
0 & 1-R
\end{array}\right], \quad S=\left[\begin{array}{cc}
R+z & R-z \\
\bar{w} & -\bar{w}
\end{array}\right] .
$$

We can check that $X S=S \Delta$, hence

$$
X=S \Delta S^{-1}
$$

To compute $S^{-1}$ we use the formula

$$
\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]^{-1}=\frac{1}{a d-b c}\left[\begin{array}{cc}
d & -b \\
-c & a
\end{array}\right] .
$$

Hence

$$
S^{-1}=\frac{1}{2 \bar{w} R}\left[\begin{array}{cc}
\bar{w} & R-z \\
\bar{w} & -R-z
\end{array}\right] .
$$

It follows that

$$
X^{t}=a_{t}\left[\begin{array}{cc}
b_{t}+z & w \\
\bar{w} & b_{t}-z
\end{array}\right],
$$

where

$$
a_{t}=\frac{(1+R)^{t}-(1-R)^{t}}{2 R}, \quad b_{t}=R \frac{(1+R)^{t}+(1-R)^{t}}{(1+R)^{t}-(1-R)^{t}} .
$$

The matrix $X / 2$ is a density matrix and has applications in quantum theory.

In the previous example the function $f(x)=x^{t}$ was used. If the eigenvalues of $A$ are positive, then $f(A)$ is well-defined. The canonical Jordan decomposition is not the only possibility to use. It is known in analysis that

$$
\begin{equation*}
x^{p}=\frac{\sin p \pi}{\pi} \int_{0}^{\infty} \frac{x \lambda^{p-1}}{\lambda+x} d \lambda \quad(x \in(0, \infty)) \tag{3.14}
\end{equation*}
$$

when $0<p<1$. It follows that for a positive matrix $A$ we have

$$
\begin{equation*}
A^{p}=\frac{\sin p \pi}{\pi} \int_{0}^{\infty} \lambda^{p-1} A(\lambda I+A)^{-1} d \lambda . \tag{3.15}
\end{equation*}
$$

For self-adjoint matrices we can have a simple formula, but the previous integral formula is still useful in some situations, for example for some differentiation.

Remember that self-adjoint matrices are diagonalizable and they have a spectral decomposition. Let $A=\sum_{i} \lambda_{i} P_{i}$ be the spectral decomposition of a self-adjoint $A \in \mathbb{M}_{n}(\mathbb{C}) .\left(\lambda_{i}\right.$ are the different eigenvalues and $P_{i}$ are the corresponding eigenprojections, the rank of $P_{i}$ is the multiplicity of $\lambda_{i}$.) Then

$$
\begin{equation*}
f(A)=\sum_{i} f\left(\lambda_{i}\right) P_{i} . \tag{3.16}
\end{equation*}
$$

Usually we assume that $f$ is continuous on an interval containing the eigenvalues of $A$.

Example 3.15 Consider

$$
f_{+}(t):=\max \{t, 0\} \quad \text { and } \quad f_{-}(t):=\max \{-t, 0\} \quad \text { for } \quad t \in \mathbb{R} .
$$

For each $A \in B(\mathcal{H})^{s a}$ define

$$
A_{+}:=f_{+}(A) \quad \text { and } \quad A_{-}:=f_{-}(A)
$$

Since $f_{+}(t), f_{-}(t) \geq 0, f_{+}(t)-f_{-}(t)=t$ and $f_{+}(t) f_{-}(t)=0$, we have

$$
A_{+}, A_{-} \geq 0, \quad A=A_{+}-A_{-}, \quad A_{+} A_{-}=0
$$

These $A_{+}$and $A_{-}$are called the positive part and the negative part of $A$, respectively, and $A=A_{+}+A_{-}$is called the Jordan decomposition of $A$.

Let $f$ be holomorphic inside and on a positively oriented simple contour $\Gamma$ in the complex plane and let $A$ be an $n \times n$ matrix such that its eigenvalues are inside of $\Gamma$. Then

$$
\begin{equation*}
f(A):=\frac{1}{2 \pi i} \int_{\Gamma} f(z)(z I-A)^{-1} d z \tag{3.17}
\end{equation*}
$$

is defined by a contour integral. When $A$ is self-adjoint, then (3.16) makes sense and it is an exercise to show that it gives the same result as (3.17).

Example 3.16 We can define the square root function on the set

$$
\mathbb{C}^{+}:=\left\{R e^{\mathrm{i} \varphi} \in \mathbb{C}: R>0,-\pi / 2<\varphi<\pi / 2\right\}
$$

as $\sqrt{R e^{\mathrm{i} \varphi}}:=\sqrt{R} e^{\mathrm{i} \varphi / 2}$ and this is a holomorphic function on $\mathbb{C}^{+}$.
When $X=S \operatorname{Diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right) S^{-1} \in \mathbb{M}_{n}$ is a weakly positive matrix, then $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}>0$ and to use (3.17) we can take a positively oriented simple contour $\Gamma$ in $\mathbb{C}^{+}$such that the eigenvalues are inside. Then

$$
\begin{aligned}
\sqrt{X} & =\frac{1}{2 \pi i} \int_{\Gamma} \sqrt{z}(z I-X)^{-1} d z \\
& =S\left(\frac{1}{2 \pi i} \int_{\Gamma} \sqrt{z} \operatorname{Diag}\left(1 /\left(z-\lambda_{1}\right), 1 /\left(z-\lambda_{2}\right), \ldots, 1 /\left(z-\lambda_{n}\right)\right) d z\right) S^{-1} \\
& =S \operatorname{Diag}\left(\sqrt{\lambda_{1}}, \sqrt{\lambda_{2}}, \ldots, \sqrt{\lambda_{n}}\right) S^{-1} .
\end{aligned}
$$

Example 3.17 The logarithm is a well-defined differentiable function on positive numbers. Therefore for a strictly positive operator $A$ formula (3.16) gives $\log A$. Since

$$
\log x=\int_{0}^{\infty} \frac{1}{1+t}-\frac{1}{x+t} d t
$$

we can use

$$
\begin{equation*}
\log A=\int_{0}^{\infty} \frac{1}{1+t} I-(A+t I)^{-1} d t \tag{3.18}
\end{equation*}
$$

If we have a matrix $A$ with eigenvalues out of $\mathbb{R}^{-}$, then we can take the domain

$$
\mathcal{D}=\left\{R e^{\mathrm{i} \varphi} \in \mathbb{C}: R>0,-\pi<\varphi<\pi\right\}
$$

with the function $R e^{\mathrm{i} \varphi} \mapsto \log R+\mathrm{i} \varphi$. The integral formula (3.17) can be used for the calculus. Another useful formula is

$$
\begin{equation*}
\log A=\int_{0}^{1}(A-I)(t(A-I)+I)^{-1} d t \tag{3.19}
\end{equation*}
$$

(when $A$ does not have eigenvalue in $\mathbb{R}^{-}$).
Note that $\log (a b)=\log a+\log b$ is not true for any complex numbers, so it cannot be expected for (commuting) matrices.

Theorem 3.18 If $f_{k}$ and $g_{k}$ are functions $(\alpha, \beta) \rightarrow \mathbb{R}$ such that for some $c_{k} \in \mathbb{R}$

$$
\sum_{k} c_{k} f_{k}(x) g_{k}(y) \geq 0
$$

for every $x, y \in(\alpha, \beta)$, then

$$
\sum_{k} c_{k} \operatorname{Tr} f_{k}(A) g_{k}(B) \geq 0
$$

whenever $A, B$ are self-adjoint matrices with spectrum in $(\alpha, \beta)$.
Proof: Let $A=\sum_{i} \lambda_{i} P_{i}$ and $B=\sum_{j} \mu_{j} Q_{j}$ be the spectral decompositions. Then

$$
\begin{aligned}
\sum_{k} c_{k} \operatorname{Tr} f_{k}(A) g_{k}(B) & =\sum_{k} \sum_{i, j} c_{k} \operatorname{Tr} P_{i} f_{k}\left(\lambda_{i}\right) g_{k}\left(\mu_{j}\right) Q_{j} \\
& =\sum_{i, j} \operatorname{Tr} P_{i} Q_{j} \sum_{k} c_{k} f_{k}\left(\lambda_{i}\right) g_{k}\left(\mu_{j}\right) \geq 0
\end{aligned}
$$

due to the hypothesis.

Example 3.19 In order to show an application of the previous theorem, assume that $f$ is convex. Then

$$
f(x)-f(y)-(x-y) f^{\prime}(y) \geq 0
$$

and

$$
\begin{equation*}
\operatorname{Tr} f(A) \geq \operatorname{Tr} f(B)+\operatorname{Tr}(A-B) f^{\prime}(B) \tag{3.20}
\end{equation*}
$$

Replacing $f$ by $-\eta(t)=t \log t$ we have

$$
\operatorname{Tr} A \log A \geq \operatorname{Tr} B \log B+\operatorname{Tr}(A-B)+\operatorname{Tr}(A-B) \log B
$$

or equivalently

$$
\begin{equation*}
\operatorname{Tr} A(\log A-\log B)-\operatorname{Tr}(A-B) \geq 0 \tag{3.21}
\end{equation*}
$$

The left-hand-side is the relative entropy of the positive matrices $A$ and $B$. (The relative entropy $S(A \| B)$ is well-defined if $\operatorname{ker} A \subset \operatorname{ker} B$.)

If $\operatorname{Tr} A=\operatorname{Tr} B=1$, then the lower bound is 0 .
Concerning the relative entropy we can have a better estimate. If $\operatorname{Tr} A=$ $\operatorname{Tr} B=1$, then all eigenvalues are in $[0,1]$. Analysis tells us that for some $\xi \in(x, y)$

$$
\begin{equation*}
-\eta(x)+\eta(y)+(x-y) \eta^{\prime}(y)=-\frac{1}{2}(x-y)^{2} \eta^{\prime \prime}(\xi) \geq \frac{1}{2}(x-y)^{2} \tag{3.22}
\end{equation*}
$$

when $x, y \in[0,1]$. According to Theorem 3.18 we have

$$
\begin{equation*}
\operatorname{Tr} A(\log A-\log B) \geq \frac{1}{2} \operatorname{Tr}(A-B)^{2} \tag{3.23}
\end{equation*}
$$

The Streater inequality (3.23) has the consequence that $A=B$ if the relative entropy is 0 .

### 3.3 Derivation

This section contains derivatives of number-valued and matrix-valued functions. From the latter one number-valued can be obtained by trace, for example.

Example 3.20 Assume that $A \in \mathbb{M}_{n}$ is invertible. Then $A+t T$ is invertible as well for $T \in \mathbb{M}_{n}$ and for a small real number $t$. The identity

$$
(A+t T)^{-1}-A^{-1}=(A+t T)^{-1}(A-(A+t T)) A^{-1}=-t(A+t T)^{-1} T A^{-1}
$$

gives

$$
\lim _{t \rightarrow 0} \frac{1}{t}\left((A+t T)^{-1}-A^{-1}\right)=-A^{-1} T A^{-1}
$$

The derivative is computed at $t=0$, but if $A+t T$ is invertible, then

$$
\begin{equation*}
\frac{d}{d t}(A+t T)^{-1}=-(A+t T)^{-1} T(A+t T)^{-1} \tag{3.24}
\end{equation*}
$$

by a similar computation. We can continue the derivation:

$$
\begin{gather*}
\frac{d^{2}}{d t^{2}}(A+t T)^{-1}=2(A+t T)^{-1} T(A+t T)^{-1} T(A+t T)^{-1}  \tag{3.25}\\
\frac{d^{3}}{d t^{3}}(A+t T)^{-1}=-6(A+t T)^{-1} T(A+t T)^{-1} T(A+t T)^{-1} T(A+t T)^{-1} \tag{3.26}
\end{gather*}
$$

So the Taylor expansion is

$$
\begin{align*}
(A+t T)^{-1}= & A^{-1}-t A^{-1} T A^{-1}+t^{2} A^{-1} T A^{-1} T A^{-1} \\
& -t^{3} A^{-1} T A^{-1} T A^{-1} T A^{-1}+\cdots \\
= & \sum_{n=0}^{\infty}(-t)^{n} A^{-1 / 2}\left(A^{-1 / 2} T A^{-1 / 2}\right)^{n} A^{-1 / 2} . \tag{3.27}
\end{align*}
$$

Since

$$
(A+t T)^{-1}=A^{-1 / 2}\left(I+t A^{-1 / 2} T A^{-1 / 2}\right)^{-1} A^{-1 / 2}
$$

we can get the Taylor expansion also from the Neumann series of $(I+$ $\left.t A^{-1 / 2} T A^{-1 / 2}\right)^{-1}$, see Example 1.8.

Example 3.21 There is an interesting formula for the joint relation of the functional calculus and derivation:

$$
f\left(\left[\begin{array}{cc}
A & B  \tag{3.28}\\
0 & A
\end{array}\right]\right)=\left[\begin{array}{cc}
f(A) & \frac{d}{d t} f(A+t B) \\
0 & f(A)
\end{array}\right] .
$$

If $f$ is a polynomial, then it is easy to check this formula.

Example 3.22 Assume that $A \in \mathbb{M}_{n}$ is positive invertible. Then $A+t T$ is positive invertible as well for $T \in \mathbb{M}_{n}^{s a}$ and for a small real number $t$. Therefore $\log (A+t T)$ is defined and it is expressed as

$$
\log (A+t T)=\int_{0}^{\infty}(x+1)^{-1} I-(x I+A+t T)^{-1} d x
$$

This is a convenient formula for the derivation (with respect to $t \in \mathbb{R}$ ):

$$
\frac{d}{d t} \log (A+t T)=\int_{0}^{\infty}(x I+A)^{-1} T(x I+A)^{-1} d x
$$

from the derivative of the inverse. The derivation can be continued and we have the Taylor expansion

$$
\log (A+t T)=\log A+t \int_{0}^{\infty}(x+A)^{-1} T(x+A)^{-1} d x
$$

$$
\begin{aligned}
& -t^{2} \int_{0}^{\infty}(x+A)^{-1} T(x+A)^{-1} T(x+A)^{-1} d x+\cdots \\
= & \log A-\sum_{n=1}^{\infty}(-t)^{n} \int_{0}^{\infty}(x+A)^{-1 / 2} \\
& \times\left((x+A)^{-1 / 2} T(x+A)^{-1 / 2}\right)^{n}(x+A)^{-1 / 2} d x
\end{aligned}
$$

Theorem 3.23 Let $A, B \in \mathbb{M}_{n}(\mathbb{C})$ be self-adjoint matrices and $t \in \mathbb{R}$. Assume that $f:(\alpha, \beta) \rightarrow \mathbb{R}$ is a continuously differentiable function defined on an interval and assume that the eigenvalues of $A+t B$ are in $(\alpha, \beta)$ for small $t-t_{0}$. Then

$$
\left.\frac{d}{d t} \operatorname{Tr} f(A+t B)\right|_{t=t_{0}}=\operatorname{Tr}\left(B f^{\prime}\left(A+t_{0} B\right)\right)
$$

Proof: One can verify the formula for a polynomial $f$ by an easy direct computation: $\operatorname{Tr}(A+t B)^{n}$ is a polynomial of the real variable $t$. We are interested in the coefficient of $t$ which is

$$
\operatorname{Tr}\left(A^{n-1} B+A^{n-2} B A+\cdots+A B A^{n-2}+B A^{n-1}\right)=n \operatorname{Tr} A^{n-1} B
$$

We have the result for polynomials and the formula can be extended to a more general $f$ by means of polynomial approximation.

Example 3.24 Let $f:(\alpha, \beta) \rightarrow \mathbb{R}$ be a continuous increasing function and assume that the spectrum of the self-adjoint matrices $A$ and $C$ lie in $(\alpha, \beta)$. We use the previous theorem to show that

$$
\begin{equation*}
A \leq C \quad \text { implies } \quad \operatorname{Tr} f(A) \leq \operatorname{Tr} f(C) \tag{3.29}
\end{equation*}
$$

We may assume that $f$ is smooth and it is enough to show that the derivative of $\operatorname{Tr} f(A+t B)$ is positive when $B \geq 0$. (To observe (3.29), one takes $B=C-A$.) The derivative is $\operatorname{Tr}\left(B f^{\prime}(A+t B)\right)$ and this is the trace of the product of two positive operators. Therefore, it is positive.

For a holomorphic function $f$, we can compute the derivative of $f(A+t B)$ on the basis of (3.17), where $\Gamma$ is a positively oriented simple contour satisfying the properties required above. The derivation is reduced to the differentiation of the resolvent $(z I-(A+t B))^{-1}$ and we obtain

$$
\begin{equation*}
X:=\left.\frac{d}{d t} f(A+t B)\right|_{t=0}=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} f(z)(z I-A)^{-1} B(z I-A)^{-1} d z \tag{3.30}
\end{equation*}
$$

When $A$ is self-adjoint, then it is not a restriction to assume that it is diagonal, $A=\operatorname{Diag}\left(t_{1}, t_{2}, \ldots, t_{n}\right)$, and we compute the entries of the matrix (3.30) using the Frobenius formula

$$
f\left[t_{i}, t_{j}\right]:=\frac{f\left(t_{i}\right)-f\left(t_{j}\right)}{t_{i}-t_{j}}=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} \frac{f(z)}{\left(z-t_{i}\right)\left(z-t_{j}\right)} d z
$$

Therefore,

$$
X_{i j}=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} f(z) \frac{1}{z-t_{i}} B_{i j} \frac{1}{z-t_{j}} d z=\frac{f\left(t_{i}\right)-f\left(t_{j}\right)}{t_{i}-t_{j}} B_{i j} .
$$

A $C^{1}$ function can be approximated by polynomials, hence we have the following result.

Theorem 3.25 Assume that $f:(\alpha, \beta) \rightarrow \mathbb{R}$ is a $C^{1}$ function and $A=$ $\operatorname{Diag}\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ with $\alpha<t_{i}<\beta(1 \leq i \leq n)$. If $B=B^{*}$, then the derivative $t \mapsto f(A+t B)$ is a Hadamard product:

$$
\begin{equation*}
\left.\frac{d}{d t} f(A+t B)\right|_{t=0}=D \circ B \tag{3.31}
\end{equation*}
$$

where $D$ is the divided difference matrix,

$$
D_{i j}= \begin{cases}\frac{f\left(t_{i}\right)-f\left(t_{j}\right)}{t_{i}-t_{j}} & \text { if } \quad t_{i}-t_{j} \neq 0  \tag{3.32}\\ f^{\prime}\left(t_{i}\right) & \text { if } \quad t_{i}-t_{j}=0\end{cases}
$$

Let $f:(\alpha, \beta) \rightarrow \mathbb{R}$ be a continuous function. It is called matrix monotone if

$$
\begin{equation*}
A \leq C \quad \text { implies } \quad f(A) \leq f(C) \tag{3.33}
\end{equation*}
$$

when the spectra of the self-adjoint matrices $B$ and $C$ lie in $(\alpha, \beta)$.
Theorem 2.15 tells us that $f(x)=-1 / x$ is a matrix monotone function. Matrix monotonicity means that $f(A+t B)$ is an increasing function when $B \geq$ 0 . The increasing property is equivalent to the positivity of the derivative. We use the previous theorem to show that the function $f(x)=\sqrt{x}$ is matrix monotone.

Example 3.26 Assume that $A>0$ is diagonal: $A=\operatorname{Diag}\left(t_{1}, t_{2}, \ldots, t_{n}\right)$. Then derivative of the function $\sqrt{A+t B}$ is $D \circ B$, where

$$
D_{i j}=\left\{\begin{array}{lll}
\frac{1}{\sqrt{t_{i}}+\sqrt{t_{j}}} & \text { if } & t_{i}-t_{j} \neq 0 \\
\frac{1}{2 \sqrt{t_{i}}} & \text { if } & t_{i}-t_{j}=0
\end{array}\right.
$$

This is a Cauchy matrix, see Example 1.41 and it is positive. If $B$ is positive, then so is the Hadamard product. We have shown that the derivative is positive, hence $f(x)=\sqrt{x}$ is matrix monotone.

The idea of another proof is in Exercise 28.
A subset $K \subset \mathbb{M}_{n}$ is convex if for any $A, B \in K$ and for a real number $0<\lambda<1$

$$
\lambda A+(1-\lambda) B \in K
$$

The functional $F: K \rightarrow \mathbb{R}$ is convex if for $A, B \in K$ and for a real number $0<\lambda<1$ the inequality

$$
F(\lambda A+(1-\lambda) B) \leq \lambda F(A)+(1-\lambda) F(B)
$$

holds. This inequality is equivalent to the convexity of the function

$$
G:[0,1] \rightarrow \mathbb{R}, \quad G(\lambda):=F(B+\lambda(A-B)) .
$$

It is well-known in analysis that the convexity is related to the second derivative.

Theorem 3.27 Let $K$ be the set of self-adjoint $n \times n$ matrices with spectrum in the interval $(\alpha, \beta)$. Assume that the function $f:(\alpha, \beta) \rightarrow \mathbb{R}$ is a convex $C^{2}$ function. Then the functional $A \mapsto \operatorname{Tr} f(A)$ is convex on $K$.

Proof: The stated convexity is equivalent to the convexity of the numerical functions

$$
t \mapsto \operatorname{Tr} f\left(t X_{1}+(1-t) X_{2}\right)=\operatorname{Tr}\left(X_{2}+t\left(X_{1}-X_{2}\right)\right) \quad(t \in[0,1]) .
$$

It is enough to prove that the second derivative of $t \mapsto \operatorname{Tr} f(A+t B)$ is positive at $t=0$.

The first derivative of the functional $t \mapsto \operatorname{Tr} f(A+t B)$ is $\operatorname{Tr} f^{\prime}(A+t B) B$. To compute the second derivative we differentiate $f^{\prime}(A+t B)$. We can assume that $A$ is diagonal and we differentiate at $t=0$. We have to use (3.31) and get

$$
\left[\left.\frac{d}{d t} f^{\prime}(A+t B)\right|_{t=0}\right]_{i j}=\frac{f^{\prime}\left(t_{i}\right)-f^{\prime}\left(t_{j}\right)}{t_{i}-t_{j}} B_{i j} .
$$

Therefore,

$$
\left.\frac{d^{2}}{d t^{2}} \operatorname{Tr} f(A+t B)\right|_{t=0}=\operatorname{Tr}\left[\left.\frac{d}{d t} f^{\prime}(A+t B)\right|_{t=0}\right] B
$$

$$
\begin{aligned}
& =\sum_{i, k}\left[\left.\frac{d}{d t} f^{\prime}(A+t B)\right|_{t=0}\right]_{i k} B_{k i} \\
& =\sum_{i, k} \frac{f^{\prime}\left(t_{i}\right)-f^{\prime}\left(t_{k}\right)}{t_{i}-t_{k}} B_{i k} B_{k i} \\
& =\sum_{i, k} f^{\prime \prime}\left(s_{i k}\right)\left|B_{i k}\right|^{2},
\end{aligned}
$$

where $s_{i k}$ is between $t_{i}$ and $t_{k}$. The convexity of $f$ means $f^{\prime \prime}\left(s_{i k}\right) \geq 0$, hence we conclude the positivity.

Note that another, less analytic, proof is sketched in Exercise 22.
Example 3.28 The function

$$
\eta(x)=\left\{\begin{array}{lll}
-x \log x & \text { if } & 0<x \\
0 & \text { if } & x=0
\end{array}\right.
$$

is continuous and concave on $\mathbb{R}^{+}$. For a positive matrix $D \geq 0$

$$
\begin{equation*}
S(D):=\operatorname{Tr} \eta(D) \tag{3.34}
\end{equation*}
$$

is called von Neumann entropy. It follows from the previous theorem that $S(D)$ is a concave function of $D$. If we are very rigorous, then we cannot apply the theorem, since $\eta$ is not differentiable at 0 . Therefore we should apply the theorem to $f(x):=\eta(x+\varepsilon)$, where $\varepsilon>0$ and take the limit $\varepsilon \rightarrow 0$.

Example 3.29 Let a self-adjoint matrx $H$ be fixed. The state of a quantum system is described by a density matrix $D$ which has the properties $D \geq 0$ and $\operatorname{Tr} D=1$. The equilibrium state is minimizing the energy

$$
F(D)=\operatorname{Tr} D H-\frac{1}{\beta} S(D)
$$

where $\beta$ is a positive number. To find the minimizer, we solve the equation

$$
\left.\frac{\partial}{\partial t} F(D+t X)\right|_{t=0}=0
$$

for self-adjoint matrices $X$ with property $\operatorname{Tr} X=0$. The equation is

$$
\operatorname{Tr} X\left(H+\frac{1}{\beta} \log D+\frac{1}{\beta} I\right)=0
$$

and

$$
H+\frac{1}{\beta} \log D+\frac{1}{\beta} I
$$

must be $c I$. Hence the minimizer is

$$
\begin{equation*}
D=\frac{e^{-\beta H}}{\operatorname{Tr} e^{-\beta H}} \tag{3.35}
\end{equation*}
$$

which is called Gibbs state.
Example 3.30 Next we restrict ourselves to the self-adjoint case $A, B \in$ $\mathbb{M}_{n}(\mathbb{C})^{s a}$ in the analysis of (3.30).

The space $M_{n}(\mathbb{C})^{s a}$ can be decomposed as $\mathcal{M}_{A} \oplus \mathcal{M}_{A}^{\perp}$, where $\mathcal{M}_{A}:=\{C \in$ $\left.\mathbb{M}_{n}(\mathbb{C})^{s a}: C A=A C\right\}$ is the commutant of $A$ and $\mathcal{M}_{A}^{\perp}$ is its orthogonal complement. When the operator $\mathbf{L}_{A}: X \mapsto \mathrm{i}(A X-X A) \equiv \mathrm{i}[A, X]$ is considered, $\mathcal{M}_{A}$ is exactly the kernel of $\mathbf{L}_{A}$, while $\mathcal{M}_{A}^{\frac{1}{X}}$ is its range.

When $B \in \mathcal{M}_{A}$, then
$\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} f(z)(z I-A)^{-1} B(z I-A)^{-1} d z=\frac{B}{2 \pi \mathrm{i}} \int_{\Gamma} f(z)(z I-A)^{-2} d z=B f^{\prime}(A)$ and we have

$$
\begin{equation*}
\left.\frac{d}{d t} f(A+t B)\right|_{t=0}=B f^{\prime}(A) \tag{3.36}
\end{equation*}
$$

When $B=\mathrm{i}[A, X] \in \mathcal{M}_{A}^{\perp}$, then we use the identity

$$
(z I-A)^{-1}[A, X](z I-A)^{-1}=\left[(z I-A)^{-1}, X\right]
$$

and we conclude

$$
\begin{equation*}
\left.\frac{d}{d t} f(A+t \mathrm{i}[A, X])\right|_{t=0}=\mathrm{i}[f(A), X] . \tag{3.37}
\end{equation*}
$$

To compute the derivative in an arbitrary direction $B$ we should decompose $B$ as $B_{1} \oplus B_{2}$ with $B_{1} \in \mathcal{M}_{A}$ and $B_{2} \in \mathcal{M}_{A}^{\perp}$. Then

$$
\begin{equation*}
\left.\frac{d}{d t} f(A+t B)\right|_{t=0}=B_{1} f^{\prime}(A)+\mathrm{i}[f(A), X] \tag{3.38}
\end{equation*}
$$

where $X$ is the solution of the equation $B_{2}=\mathrm{i}[A, X]$.
Lemma 3.31 Let $A_{0}, B_{0} \in \mathbb{M}_{n}^{\text {sa }}$ and assume $A_{0}>0$. Define $A=A_{0}^{-1}$ and $B=A_{0}^{-1 / 2} B_{0} A_{0}^{-1 / 2}$, and let $t \in \mathbb{R}$. For all $p, r \in \mathbb{N}$

$$
\begin{equation*}
\left.\frac{d^{r}}{d t^{r}} \operatorname{Tr}\left(A_{0}+t B_{0}\right)^{-p}\right|_{t=0}=\left.\frac{p}{p+r}(-1)^{r} \frac{d^{r}}{d t^{r}} \operatorname{Tr}(A+t B)^{p+r}\right|_{t=0} \tag{3.39}
\end{equation*}
$$

Proof: By induction it is easy to show that

$$
\frac{d^{r}}{d t^{r}}(A+t B)^{p+r}=r!\sum_{\substack{0 \leq i_{1}, \ldots, i_{r+1} \leq p \\ \Sigma_{j} i_{j}=p}}(A+t B)^{i_{1}} B \cdots B(A+t B)^{i_{r+1}} .
$$

By taking the trace at $t=0$ we obtain

$$
\left.I_{1} \equiv \frac{d^{r}}{d t^{r}} \operatorname{Tr}(A+t B)^{p+r}\right|_{t=0}=r!\sum_{\substack{0 \leq i_{1}, \ldots, i_{r+1} \leq p \\ \sum_{j} i_{j}=p}} \operatorname{Tr} A^{i_{1}} B \cdots B A^{i_{r+1}}
$$

Moreover, by similar arguments,

$$
\frac{d^{r}}{d t^{r}}\left(A_{0}+t B_{0}\right)^{-p}=(-1)^{r} r!\sum_{\substack{1 \leq i_{1}, \ldots, i_{r+1} \leq p \\ \Sigma_{j} i_{j}=p+r}}\left(A_{0}+t B_{0}\right)^{-i_{1}} B_{0} \cdots B_{0}\left(A_{0}+t B_{0}\right)^{-i_{r+1}}
$$

By taking the trace at $t=0$ and using cyclicity, we get

$$
\left.I_{2} \equiv \frac{d^{r}}{d t^{r}} \operatorname{Tr}\left(A_{0}+t B_{0}\right)^{-p}\right|_{t=0}=(-1)^{r} r!\sum_{\substack{0 \leq i_{1}, \ldots, i_{r+1} \leq p-1 \\ \sum_{j} i_{j}=p-1}} \operatorname{Tr} A A^{i_{1}} B \cdots B A^{i_{r+1}}
$$

We have to show that

$$
I_{2}=\frac{p}{p+r}(-1)^{r} I_{1}
$$

To see this we rewrite $I_{1}$ in the following way. Define $p+r$ matrices $M_{j}$ by

$$
M_{j}= \begin{cases}B & \text { for } 1 \leq j \leq r \\ A & \text { for } r+1 \leq j \leq r+p\end{cases}
$$

Let $\mathcal{S}_{n}$ denote the permutation group. Then

$$
I_{1}=\frac{1}{p!} \sum_{\pi \in \mathcal{S}_{p+r}} \operatorname{Tr} \prod_{j=1}^{p+r} M_{\pi(j)}
$$

Because of the cyclicity of the trace we can always arrange the product such that $M_{p+r}$ has the first position in the trace. Since there are $p+r$ possible locations for $M_{p+r}$ to appear in the product above, and all products are equally weighted, we get

$$
I_{1}=\frac{p+r}{p!} \sum_{\pi \in \mathcal{S}_{p+r-1}} \operatorname{Tr} A \prod_{j=1}^{p+r-1} M_{\pi(j)}
$$

On the other hand,

$$
I_{2}=(-1)^{r} \frac{1}{(p-1)!} \sum_{\pi \in \mathcal{S}_{p+r-1}} \operatorname{Tr} A \prod_{j=1}^{p+r-1} M_{\pi(j)}
$$

so we arrive at the desired equality.

### 3.4 Fréchet derivatives

Let $f$ be a real-valued function on $(a, b) \subset \mathbb{R}$, and we denote by $\mathbb{M}_{n}^{s a}(a, b)$ the set of all matrices $A \in \mathbb{M}_{n}^{s a}$ with $\sigma(A) \subset(a, b)$. In this section we discuss the differentiability property of the matrix functional calculus $A \mapsto f(A)$ when $A \in \mathbb{M}_{n}^{s a}(a, b)$.

The case $n=1$ corresponds to differentiation in classical analysis. There the divided differences is important and it will appear also here. Let $x_{1}, x_{2}, \ldots$ be distinct points in $(a, b)$. Then we define

$$
f^{[0]}\left[x_{1}\right]:=f\left(x_{1}\right), \quad f^{[1]}\left[x_{1}, x_{2}\right]:=\frac{f\left(x_{1}\right)-f\left(x_{2}\right)}{x_{1}-x_{2}}
$$

and recursively for $n=2,3, \ldots$,

$$
f^{[n]}\left[x_{1}, x_{2}, \ldots, x_{n+1}\right]:=\frac{f^{[n-1]}\left[x_{1}, x_{2}, \ldots, x_{n}\right]-f^{[n-1]}\left[x_{2}, x_{3}, \ldots, x_{n+1}\right]}{x_{1}-x_{n+1}} .
$$

The functions $f^{[1]}, f^{[2]}$ and $f^{[n]}$ are called the first, the second and the $n$th divided differences, respectively, of $f$.

From the recursive definition the symmetry is not clear. If $f$ is a $C^{n}{ }_{-}$ function, then

$$
\begin{equation*}
f^{[n]}\left[x_{0}, x_{1}, \ldots, x_{n}\right]=\int_{S} f^{(n)}\left(t_{0} x_{0}+t_{1} x_{1}+\cdots+t_{n} x_{n}\right) d t_{1} d t_{2} \cdots d t_{n} \tag{3.40}
\end{equation*}
$$

where the integral is on the set $S:=\left\{\left(t_{1}, \ldots, t_{n}\right) \in \mathbb{R}^{n}: t_{i} \geq 0, \sum_{i} t_{i} \leq 1\right\}$ and $t_{0}=1-\sum_{i=1}^{n} t_{i}$. From this formula the symmetry is clear and if $x_{0}=$ $x_{1}=\cdots=x_{n}=x$, then

$$
\begin{equation*}
f^{[n]}\left[x_{0}, x_{1}, \ldots, x_{n}\right]=\frac{f^{(n)}(x)}{n!} \tag{3.41}
\end{equation*}
$$

Next we introduce the notion of Fréchet differentiability. Assume that mapping $F: \mathbb{M}_{m} \hookrightarrow \mathbb{M}_{n}$ is defined in a neighbourhood of $A \in \mathbb{M}_{m}$. The
derivative $\partial f(A): \mathbb{M}_{m} \rightarrow \mathbb{M}_{n}$ is a linear mapping such that

$$
\frac{\|F(A+X)-F(A)-\partial F(A)(X)\|_{2}}{\|X\|_{2}} \longrightarrow 0 \quad \text { as } X \in \mathbb{M}_{m} \text { and } X \rightarrow 0
$$

where $\|\cdot\|_{2}$ is the Hilbert-Schmidt norm in (1.8). This is the general definition. In the next theorem $F(A)$ will be the matrix functional calculus $f(A)$ when $f:(a, b) \rightarrow \mathbb{R}$ and $A \in \mathbb{M}_{n}^{s a}(a, b)$. Then the Fréchet derivative is a linear mapping $\partial f(A): \mathbb{M}_{n}^{s a} \rightarrow \mathbb{M}_{n}^{s a}$ such that

$$
\frac{\|f(A+X)-f(A)-\partial f(A)(X)\|_{2}}{\|X\|_{2}} \longrightarrow 0 \quad \text { as } X \in \mathbb{M}_{n}^{s a} \text { and } X \rightarrow 0
$$

or equivalently

$$
f(A+X)=f(A)+\partial f(A)(X)+o\left(\|X\|_{2}\right)
$$

Since Fréchet differentiability implies Gâtaux (or directional) differentiability, one can differentiate $f(A+t X)$ with respect to the real parameter $t$ and

$$
\frac{f(A+t X)-f(A)}{t} \rightarrow \partial f(A)(X) \quad \text { as } \quad t \rightarrow 0
$$

This notion is inductively extended to the general higher degree. To do this, we denote by $B\left(\left(\mathbb{M}_{n}^{s a}\right)^{m}, \mathbb{M}_{n}^{s a}\right)$ the set of all $m$-multilinear maps from $\left(\mathbb{M}_{n}^{s a}\right)^{m}:=\mathbb{M}_{n}^{s a} \times \cdots \times \mathbb{M}_{n}^{s a}(m$ times $)$ to $\mathbb{M}_{n}^{s a}$, and introduce the norm of $\Phi \in B\left(\left(\mathbb{M}_{n}^{s a}\right)^{m}, \mathbb{M}_{n}^{s a}\right)$ as

$$
\begin{equation*}
\|\Phi\|:=\sup \left\{\left\|\Phi\left(X_{1}, \ldots, X_{m}\right)\right\|_{2}: X_{i} \in \mathbb{M}_{n}^{s a},\left\|X_{i}\right\|_{2} \leq 1,1 \leq i \leq m\right\} \tag{3.42}
\end{equation*}
$$

Now assume that $m \in \mathbb{N}$ with $m \geq 2$ and the $(m-1)$ th Fréchet derivative $\partial^{m-1} f(B)$ exists for all $B \in \mathbb{M}_{n}^{s a}(a, b)$ in a neighborhood of $A \in \mathbb{M}_{n}^{s a}(a, b)$. We say that $f(B)$ is $m$ times Fréchet differentiable at $A$ if $\partial^{m-1} f(B)$ is one more Fréchet differentiable at $A$, i.e., there exists a

$$
\partial^{m} f(A) \in B\left(\mathbb{M}_{n}^{s a}, B\left(\left(\mathbb{M}_{n}^{s a}\right)^{m-1}, \mathbb{M}_{n}^{s a}\right)\right)=B\left(\left(\mathbb{M}_{n}^{s a}\right)^{m}, \mathbb{M}_{n}^{s a}\right)
$$

such that

$$
\frac{\left\|\partial^{m-1} f(A+X)-\partial^{m-1} f(A)-\partial^{m} f(A)(X)\right\|}{\|X\|_{2}} \longrightarrow 0 \text { as } X \in \mathbb{M}_{n}^{s a} \text { and } X \rightarrow 0
$$

with respect to the norm (3.42) of $B\left(\left(\mathbb{M}_{n}^{s a}\right)^{m-1}, \mathbb{M}_{n}^{s a}\right)$. Then $\partial^{m} f(A)$ is called the $m \mathbf{t h}$ Fréchet derivative of $f$ at $A$. Note that the norms of $\mathbb{M}_{n}^{s a}$ and $B\left(\left(\mathbb{M}_{n}^{s a}\right)^{m}, \mathbb{M}_{n}^{s a}\right)$ are irrelevant to the definition of Fréchet derivatives since the norms on a finite-dimensional vector space are all equivalent; we can use the Hilbert-Schmidt norm just for convenience.

Example 3.32 Let $f(x)=x^{k}$ with $k \in \mathbb{N}$. Then $(A+X)^{k}$ can be expanded and $\partial f(A)(X)$ consists of the terms containing exactly one factor of $X$ :

$$
\partial f(A)(X)=\sum_{u=0}^{k-1} A^{u} X A^{k-1-u}
$$

To have the second derivative, we put $A+Y$ in place of $A$ in $\partial f(A)(X)$ and again we take the terms containing exactly one factor of $Y$ :

$$
\begin{aligned}
& \partial^{2} f(A)(X, Y) \\
& =\sum_{u=0}^{k-1}\left(\sum_{v=0}^{u-1} A^{v} Y A^{u-1-v}\right) X A^{k-1-u}+\sum_{u=0}^{k-1} A^{u} X\left(\sum_{v=0}^{k-2-u} A^{v} Y A^{k-2-u-v}\right) .
\end{aligned}
$$

The formulation

$$
\partial^{2} f(A)\left(X_{1}, X_{2}\right)=\sum_{u+v+w=n-2} \sum_{\pi} A^{u} X_{\pi(1)} A^{v} X_{\pi(2)} A^{w}
$$

is more convenient, where $u, v, w \geq 0$ and $\pi$ denotes the permutations of $\{1,2\}$.

Theorem 3.33 Let $m \in \mathbb{N}$ and assume that $f:(a, b) \rightarrow \mathbb{R}$ is a $C^{m}$-function. Then the following properties hold:
(1) $f(A)$ is $m$ times Fréchet differentiable at every $A \in \mathbb{M}_{n}^{s a}(a, b)$. If the diagonalization of $A \in \mathbb{M}_{n}^{s a}(a, b)$ is $A=U \operatorname{Diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right) U^{*}$, then the $m$ th Fréchet derivative $\partial^{m} f(A)$ is given as

$$
\begin{aligned}
& \partial^{m} f(A)\left(X_{1}, \ldots, X_{m}\right)=U\left[\sum_{k_{1}, \ldots, k_{m-1}=1}^{n} f^{[m]}\left[\lambda_{i}, \lambda_{k_{1}}, \ldots, \lambda_{k_{m-1}}, \lambda_{j}\right]\right. \\
\times & \left.\sum_{\pi \in S_{m}}\left(X_{\pi(1)}^{\prime}\right)_{i k_{1}}\left(X_{\pi(2)}^{\prime}\right)_{k_{1} k_{2}} \cdots\left(X_{\pi(m-1)}^{\prime}\right)_{k_{m-2} k_{m-1}}\left(X_{\pi(m)}^{\prime}\right)_{k_{m-1} j}\right]_{i, j=1}^{n} U^{*}
\end{aligned}
$$

for all $X_{i} \in \mathbb{M}_{n}^{s a}$ with $X_{i}^{\prime}=U^{*} X_{i} U(1 \leq i \leq m)$. $\left(S_{m}\right.$ is the permutations on $\{1, \ldots, m\}$.)
(2) The map $A \mapsto \partial^{m} f(A)$ is a norm-continuous map from $\mathbb{M}_{n}^{\text {sa }}(a, b)$ to $B\left(\left(\mathbb{M}_{n}^{s a}\right)^{m}, \mathbb{M}_{n}^{s a}\right)$.
(3) For every $A \in \mathbb{M}_{n}^{s a}(a, b)$ and every $X_{1}, \ldots, X_{m} \in \mathbb{M}_{n}^{s a}$, $\partial^{m} f(A)\left(X_{1}, \ldots, X_{m}\right)=\left.\frac{\partial^{m}}{\partial t_{1} \cdots \partial t_{m}} f\left(A+t_{1} X_{1}+\cdots+t_{m} X_{m}\right)\right|_{t_{1}=\cdots=t_{m}=0}$.

Proof: When $f(x)=x^{k}$, it is easily verified by a direct computation that $\partial^{m} f(A)$ exists and

$$
\stackrel{\partial^{m}}{=} \sum_{\substack{u_{0}, u_{1}, \ldots, u_{m} \geq 0 \\ u_{0}+u_{1}++u_{m}=k-m}}^{=} \sum_{\pi \in S_{m}} A^{u_{0}} X_{\pi(1)} A^{u_{1}} X_{\pi(2)} A^{u_{2}} \cdots A^{u_{m-1}} X_{\pi(m)} A^{u_{m}},
$$

see Example 3.32. (If $m>k$, then $\partial^{m} f(A)=0$.) The above expression is further written as

$$
\begin{aligned}
& \sum_{\substack{u_{0}, u_{1}, \ldots, u_{m} \geq 0 \\
u_{0}+u_{1}+\ldots+u_{m}=k-m}} \sum_{\pi \in S_{m}} U\left[\sum_{k_{1}, \ldots, k_{m-1}=1} \lambda_{i}^{u_{0}} \lambda_{k_{1}}^{u_{1}} \cdots \lambda_{k_{m-1}}^{u_{m-1}} \lambda_{j}^{u_{m}}\right. \\
& \left.\times\left(X_{\pi(1)}^{\prime}\right)_{i k_{1}}\left(X_{\pi(2)}^{\prime}\right)_{k_{1} k_{2}} \cdots\left(X_{\pi(m-1)}^{\prime}\right)_{k_{m-2} k_{m-1}}\left(X_{\pi(m)}^{\prime}\right)_{k_{m-1} j}\right]_{i, j=1}^{n} U^{*} \\
& =U\left[\sum_{k_{1}, \ldots, k_{m-1}=1}^{n}\left(\sum_{\substack{u_{0}, u_{1}, \ldots, u_{m} \geq 0 \\
u_{0}+u_{1}+\ldots+u_{m}=k-m}} \lambda_{i}^{u_{0}} \lambda_{k_{1}}^{u_{1}} \cdots \lambda_{k_{m-1}}^{u_{m-1}} \lambda_{j}^{u_{m}}\right)\right. \\
& \left.\times \sum_{\pi \in S_{m}}\left(X_{\pi(1)}^{\prime}\right)_{i k_{1}}\left(X_{\pi(2)}^{\prime}\right)_{k_{1} k_{2}} \cdots\left(X_{\pi(m-1)}^{\prime}\right)_{k_{m-2} k_{m-1}}\left(X_{\pi(m)}^{\prime}\right)_{k_{m-1} j}\right]_{i, j=1}^{n} U^{*} \\
& =U\left[\sum_{k_{1}, \ldots, k_{m-1}=1}^{n} f^{[m]}\left[\lambda_{i}, \lambda_{k_{1}}, \ldots, \lambda_{k_{m-1}}, \lambda_{j}\right]\right. \\
& \left.\times \sum_{\pi \in S_{m}}\left(X_{\pi(1)}^{\prime}\right)_{i k_{1}}\left(X_{\pi(2)}^{\prime}\right)_{k_{1} k_{2}} \cdots\left(X_{\pi(m-1)}^{\prime}\right)_{k_{m-2} k_{m-1}}\left(X_{\pi(m)}^{\prime}\right) k_{k_{m-1} j}\right]_{i, j=1}^{n} U^{*}
\end{aligned}
$$

by Exercise 31. Hence it follows that $\partial^{m} f(A)$ exists and the expression in (1) is valid for all polynomials $f$. We can extend this for all $C^{m}$ functions $f$ on $(a, b)$ by a continuity argument, the details are not given.

In order to prove (2), we want to estimate the norm of $\partial^{m} f(A)\left(X_{1}, \ldots, X_{m}\right)$ and it is convenient to use the Hilbert-Schmidt norm

$$
\|X\|_{2}:=\left(\sum_{i j}\left|X_{i j}\right|^{2}\right)^{1 / 2}
$$

If the eigenvalues of $A$ are in the interval $[c, d] \subset(a, b)$ and

$$
C:=\sup \left\{\left|f^{(m)}(x)\right|: c \leq x \leq d\right\}
$$

then it follows from the formula (3.40) that

$$
\left|f^{[m]}\left[\lambda_{i}, \lambda_{k_{1}}, \ldots, \lambda_{k_{m-1}}, \lambda_{j}\right]\right| \leq \frac{C}{m!}
$$

Another estimate we use is $\left|\left(X_{i}^{\prime}\right)_{u v}\right|^{2} \leq\left\|X_{i}\right\|_{2}^{2}$. So

$$
\begin{aligned}
& \left\|\partial^{m} f(A)\left(X_{1}, \ldots, X_{m}\right)\right\|_{2} \leq \frac{C}{m!}\left(\sum _ { i , j = 1 } ^ { n } \left(\sum_{k_{1}, \ldots, k_{m-1}=1}^{n} \sum_{\pi \in S_{m}}\right.\right. \\
& \left.\left.\quad\left|\left(X_{\pi(1)}^{\prime}\right)_{i k_{1}}\left(X_{\pi(2)}^{\prime}\right)_{k_{1} k_{2}} \ldots\left(X_{\pi(m-1)}^{\prime}\right)_{k_{m-2} k_{m-1}}\left(X_{\pi(m)}^{\prime}\right)_{k_{m-1} j}\right|\right)^{2}\right)^{1 / 2} \\
& \leq \frac{C}{m!}\left(\sum_{i, j=1}^{n}\left(\sum_{k_{1}, \ldots, k_{m-1}=1}^{n} \sum_{\pi \in S_{m}}\left\|X_{\pi(1)}\right\|_{2}\left\|X_{\pi(2)}\right\|_{2} \cdots\left\|X_{\pi(m)}\right\|_{2}\right)^{2}\right)^{1 / 2} \\
& \leq C n^{m}\left\|X_{1}\right\|_{2}\left\|X_{2}\right\|_{2} \ldots\left\|X_{m}\right\|_{2} .
\end{aligned}
$$

This implies that the norm of $\partial^{m} f(A)$ on $\left(\mathbb{M}_{n}^{s a}\right)^{m}$ is bounded as

$$
\begin{equation*}
\left\|\partial^{m} f(A)\right\| \leq C n^{m} \tag{3.43}
\end{equation*}
$$

Formula (3) comes from the fact that Fréchet differentiability implies Gâtaux (or directional) differentiability, one can differentiate $f\left(A+t_{1} X_{1}+\right.$ $\cdots+t_{m} X_{m}$ ) as

$$
\begin{aligned}
& \left.\frac{\partial^{m}}{\partial t_{1} \cdots \partial t_{m}} f\left(A+t_{1} X_{1}+\cdots+t_{m} X_{m}\right)\right|_{t_{1}=\cdots=t_{m}=0} \\
& \quad=\left.\frac{\partial^{m}}{\partial t_{1} \cdots \partial t_{m-1}} \partial f\left(A+t_{1} X_{1}+\cdots+t_{m-1} X_{m-1}\right)\left(X_{m}\right)\right|_{t_{1}=\cdots=t_{m-1}=0} \\
& \quad=\cdots=\partial^{m} f(A)\left(X_{1}, \ldots, X_{m}\right)
\end{aligned}
$$

Example 3.34 In particular, when $f$ is $C^{1}$ on $(a, b)$ and $A=\operatorname{Diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ is diagonal in $\mathbb{M}_{n}^{s a}(a, b)$, then the Fréchet derivative $\partial f(A)$ at $A$ is written as

$$
\partial f(A)(X)=\left[f^{[1]}\left(\lambda_{i}, \lambda_{j}\right)\right]_{i, j=1}^{n} \circ X,
$$

where o denotes the Schur product, this was Theorem 3.25.
When $f$ is $C^{2}$ on $(a, b)$, the second Fréchet derivative $\partial^{2} f(A)$ at $A=$ $\operatorname{Diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathbb{M}_{n}^{s a}(a, b)$ is written as

$$
\partial^{2} f(A)(X, Y)=\left[\sum_{k=1}^{n} f^{[2]}\left(\lambda_{i}, \lambda_{k}, \lambda_{j}\right)\left(X_{i k} Y_{k j}+Y_{i k} X_{k j}\right)\right]_{i, j=1}^{n}
$$

## Example 3.35 The Taylor expansion

$$
f(A+X)=f(A)+\sum_{k=1}^{m} \frac{1}{k!} \partial^{k} f(A)\left(X^{(1)}, \ldots, X^{(k)}\right)+o\left(\|X\|_{2}^{m}\right)
$$

has a simple computation for a holomorphic function $f$, see (3.17):

$$
f(A+X)=\frac{1}{2 \pi i} \int_{\Gamma} f(z)(z I-A-X)^{-1} d z
$$

Since

$$
z I-A-X=(z I-A)^{1 / 2}\left(I-(z I-A)^{-1 / 2} X(z I-A)^{-1 / 2}\right)(z I-A)^{1 / 2}
$$

we have the expansion

$$
\begin{aligned}
& (z I-A-X)^{-1} \\
& =(z I-A)^{-1 / 2}\left(I-(z I-A)^{-1 / 2} X(z I-A)^{-1 / 2}\right)^{-1}(z I-A)^{-1 / 2} \\
& =(z I-A)^{-1 / 2} \sum_{n=0}^{\infty}\left((z I-A)^{-1 / 2} X(z I-A)^{-1 / 2}\right)^{n}(z I-A)^{-1 / 2} \\
& =(z I-A)^{-1}+\quad+(z I-A)^{-1} X(z I-A)^{-1} \\
& \quad \quad+(z I-A)^{-1} X(z I-A)^{-1} X(z I-A)^{-1}+\cdots .
\end{aligned}
$$

Hence

$$
\begin{aligned}
f(A+X)= & \frac{1}{2 \pi i} \int_{\Gamma} f(z)(z I-A)^{-1} d z \\
& \quad+\frac{1}{2 \pi i} \int_{\Gamma} f(z)(z I-A)^{-1} X(z I-A)^{-1} d z+\cdots \\
= & f(A)+\partial f(A)(X)+\frac{1}{2!} \partial^{2} f(A)(X, X)+\cdots
\end{aligned}
$$

which is the Taylor expansion.

### 3.5 Notes and remarks

Formula (3.8) is due to Masuo Suzuki, Generalized Trotter's formula and systematic approximants of exponential operators and inner derivations with applications to many-body problems, Commun. Math. Phys., 51, 183-190 (1976).

The Bessis-Moussa-Villani conjecture (or BMV conjecture) was published in the paper D. Bessis, P. Moussa and M. Villani: Monotonic converging
variational approximations to the functional integrals in quantum statistical mechanics, J. Math. Phys. 16, 2318-2325 (1975). Theorem 3.12 is from E. H. Lieb and R. Seiringer: Equivalent forms of the Bessis-Moussa-Villani conjecture, J. Statist. Phys. 115, 185-190 (2004). A proof appeared in the paper H. R. Stahl, Proof of the BMV conjecture, http://fr.arxiv.org/abs/1107.4875.

The contour integral representation (3.17) was found by Henri Poincaré in 1899. The formula (3.40) is called Hermite-Genocchi formula.

Formula (3.18) appeared already in the work of J.J. Sylvester in 1833 and (3.19) is due to H. Richter in 1949. It is remarkable that J. von Neumann proved in 1929 that $\|A-I\|,\|B-I\|,\|A B-I\|<1$ and $A B=B A$ implies $\log A B=\log A+\log B$.

Theorem 3.33 is essentially due to Daleckii and Krein, Ju. L. Daleckii and S. G. Krein, Integration and differentiation of functions of Hermitian operators and applications to the theory of perturbations, Amer. Math. Soc. Transl., 47(1965), 1-30. There the higher Gâteaux derivatives of the function $t \mapsto f(A+t X)$ were obtained for self-adjoint operators in an infinitedimensional Hilbert space.

### 3.6 Exercises

1. Prove that

$$
\frac{\partial}{\partial t} e^{t A}=e^{t A} A
$$

2. Compute the exponential of the matrix

$$
\left[\begin{array}{lllll}
0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 & 0 \\
0 & 0 & 3 & 0 & 0 \\
0 & 0 & 0 & 4 & 0
\end{array}\right] .
$$

What is the extension to the $n \times n$ case?
3. Use formula (3.3) to prove Theorem 3.4.
4. Let $P$ and $Q$ be ortho-projections. Give an elementary proof for the inequality

$$
\operatorname{Tr} e^{P+Q} \leq \operatorname{Tr} e^{P} e^{Q}
$$

5. Prove the Golden-Thompson inequality using the trace inequality

$$
\begin{equation*}
\operatorname{Tr}(C D)^{n} \leq \operatorname{Tr} C^{n} D^{n} \quad(n \in \mathbb{N}) \tag{3.44}
\end{equation*}
$$

for $C, D \geq 0$.
6. Give a counterexample for the inequality

$$
\left|\operatorname{Tr} e^{A} e^{B} e^{C}\right| \leq \operatorname{Tr} e^{A+B+C}
$$

with Hermitian matrices. (Hint: Use the Pauli matrices.)
7. Solve the equation

$$
e^{A}=\left[\begin{array}{cc}
\cos t & -\sin t \\
\sin t & \cos t
\end{array}\right]
$$

where $t \in \mathbb{R}$ is given.
8. Show that

$$
\exp \left(\left[\begin{array}{cc}
A & B \\
0 & A
\end{array}\right]\right)=\left[\begin{array}{cc}
e^{A} & \int_{0}^{1} e^{t A} B e^{(1-t) A} d t \\
0 & e^{A}
\end{array}\right]
$$

9. Let $A$ and $B$ be self-adjoint matrices. Show that

$$
\begin{equation*}
\left|\operatorname{Tr} e^{A+\mathrm{i} B}\right| \leq \operatorname{Tr} e^{A} . \tag{3.45}
\end{equation*}
$$

10. Show the estimate

$$
\begin{equation*}
\left\|e^{A+B}-\left(e^{A / n} e^{B / n}\right)^{n}\right\|_{2} \leq \frac{1}{2 n}\|A B-B A\|_{2} \exp \left(\|A\|_{2}+\|B\|_{2}\right) \tag{3.46}
\end{equation*}
$$

11. Show that $\|A-I\|,\|B-I\|,\|A B-I\|<1$ and $A B=B A$ implies $\log A B=\log A+\log B$ for matrices $A$ and $B$.
12. Find an example that $A B=B A$ for matrices, but $\log A B \neq \log A+$ $\log B$.
13. Let

$$
C=c_{0} I+c\left(c_{1} \sigma_{1}+c_{2} \sigma_{2}+c_{3} \sigma_{3}\right) \quad \text { with } \quad c_{1}^{2}+c_{2}^{2}+c_{3}^{2}=1,
$$

where $\sigma_{1}, \sigma_{2}, \sigma_{3}$ are the Pauli matrices and $c_{0}, c_{1}, c_{2}, c_{3} \in \mathbb{R}$. Show that

$$
e^{C}=e^{c_{0}}\left((\cosh c) I+(\sinh c)\left(c_{1} \sigma_{1}+c_{2} \sigma_{2}+c_{3} \sigma_{3}\right)\right) .
$$

14. Let $A \in \mathbb{M}_{3}$ have eigenvalues $\lambda, \lambda, \mu$ with $\lambda \neq \mu$. Show that

$$
e^{t A}=e^{\lambda t}(I+t(A-\lambda I))+\frac{e^{\mu t}-e^{\lambda t}}{(\mu-\lambda)^{2}}(A-\lambda I)^{2}-\frac{t e^{\lambda t}}{\mu-\lambda}(A-\lambda I)^{2} .
$$

15. Assume that $A \in \mathbb{M}_{3}$ has different eigenvalues $\lambda, \mu, \nu$. Show that $e^{t A}$ is $e^{\lambda t} \frac{(A-\mu I)(A-\nu I)}{(\lambda-\mu)(\lambda-\nu)}+e^{\mu t} \frac{(A-\lambda I)(A-\nu I)}{(\mu-\lambda)(\mu-\nu)}+e^{\nu t} \frac{(A-\lambda I)(A-\mu I)}{(\nu-\lambda)(\nu-\mu)}$.
16. Assume that $A \in \mathbb{M}_{n}$ is diagonalizable and let $f(t)=t^{m}$ with $m \in \mathbb{N}$. Show that (3.12) and (3.17) are the same matrices.
17. Prove Corollary 3.11 directly in the case $B=A X-X A$.
18. Let $0<D \in \mathbb{M}_{n}$ be a fixed invertible positive matrix. Show that the inverse of the linear mapping

$$
\begin{equation*}
\mathbb{J}_{D}: \mathbb{M}_{n} \rightarrow \mathbb{M}_{n}, \quad \mathbb{J}_{D}(B):=\frac{1}{2}(D B+B D) \tag{3.47}
\end{equation*}
$$

is the mapping

$$
\begin{equation*}
\mathbb{J}_{D}^{-1}(A)=\int_{0}^{\infty} e^{-t D / 2} A e^{-t D / 2} d t \tag{3.48}
\end{equation*}
$$

19. Let $0<D \in \mathbb{M}_{n}$ be a fixed invertible positive matrix. Show that the inverse of the linear mapping

$$
\begin{equation*}
\mathbb{J}_{D}: \mathbb{M}_{n} \rightarrow \mathbb{M}_{n}, \quad \mathbb{J}_{D}(B):=\int_{0}^{1} D^{t} B D^{1-t} d t \tag{3.49}
\end{equation*}
$$

is the mapping

$$
\begin{equation*}
\mathbb{J}_{D}^{-1}(A)=\int_{0}^{\infty}(D+t I)^{-1} A(D+t I)^{-1} d t \tag{3.50}
\end{equation*}
$$

20. Prove (3.31) directly for the case $f(t)=t^{n}, n \in \mathbb{N}$.
21. Let $f:[\alpha, \beta] \rightarrow \mathbb{R}$ be a convex function. Show that

$$
\begin{equation*}
\operatorname{Tr} f(B) \geq \sum_{i} f\left(\operatorname{Tr} B p_{i}\right) \tag{3.51}
\end{equation*}
$$

for a pairwise orthogonal family $\left(p_{i}\right)$ of minimal projections with $\sum_{i} p_{i}=$ $I$ and for a self-ajoint matrix $B$ with spectrum in $[\alpha, \beta]$. (Hint: Use the spectral decomposition of $B$.)
22. Prove Theorem 3.27 using formula (3.51). (Hint: Take the spectral decomposition of $B=\lambda B_{1}+(1-\lambda) B_{2}$ and show

$$
\left.\lambda \operatorname{Tr} f\left(B_{1}\right)+(1-\lambda) \operatorname{Tr} f\left(B_{2}\right) \geq \operatorname{Tr} f(B) .\right)
$$

23. $A$ and $B$ are positive matrices. Show that

$$
A^{-1} \log \left(A B^{-1}\right)=A^{-1 / 2} \log \left(A^{1 / 2} B^{-1} A^{1 / 2}\right) A^{-1 / 2}
$$

(Hint: Use (3.17).)
24. Show that

$$
\begin{equation*}
\left.\frac{d^{2}}{d t^{2}} \log (A+t K)\right|_{t=0}=-2 \int_{0}^{\infty}(A+s I)^{-1} K(A+s I)^{-1} K(A+s I)^{-1} d s \tag{3.52}
\end{equation*}
$$

25. Show that

$$
\begin{aligned}
\partial^{2} \log A\left(X_{1}, X_{2}\right)= & -\int_{0}^{\infty}(A+s I)^{-1} X_{1}(A+s I)^{-1} X_{2}(A+s I)^{-1} d s \\
& -\int_{0}^{\infty}(A+s I)^{-1} X_{2}(A+s I)^{-1} X_{1}(A+s I)^{-1} d s
\end{aligned}
$$

for a positive invertible matrix $A$.
26. Prove the BMV conjecture for $2 \times 2$ matrices.
27. Show that

$$
\partial^{2} A^{-1}\left(X_{1}, X_{2}\right)=A^{-1} X_{1} A^{-1} X_{2} A^{-1}+A^{-1} X_{2} A^{-1} X_{1} A^{-1}
$$

for an invertible variable $A$.
28. Differentiate the equation

$$
\sqrt{A+t B} \sqrt{A+t B}=A+t B
$$

and show that for positive $A$ and $B$

$$
\left.\frac{d}{d t} \sqrt{A+t B}\right|_{t=0} \geq 0
$$

29. For a real number $0<\alpha \neq 1$ the Rényi entropy is defined as

$$
\begin{equation*}
S_{\alpha}(D):=\frac{1}{1-\alpha} \log \operatorname{Tr} D^{\alpha} \tag{3.53}
\end{equation*}
$$

for a positive matrix $D$ such that $\operatorname{Tr} D=1$. Show that $S_{\alpha}(D)$ is a decreasing function of $\alpha$. What is the limit $\lim _{\alpha \rightarrow 1} S_{\alpha}(D)$ ? Show that $S_{\alpha}(D)$ is a concave functional of $D$ for $0<\alpha<1$.
30. Fix a positive invertible matrix $D \in \mathbb{M}_{n}$ and set a linear mapping $\mathbb{M}_{n} \rightarrow \mathbb{M}_{n}$ by $\mathbb{K}_{D}(A):=D A D$. Consider the differential equation

$$
\begin{equation*}
\frac{\partial}{\partial t} D(t)=\mathbb{K}_{D(t)} T, \quad D(0)=\rho_{0} \tag{3.54}
\end{equation*}
$$

where $\rho_{0}$ is positive invertible and $T$ is self-adjoint in $\mathbb{M}_{n}$. Show that $D(t)=\left(\rho_{0}^{-1}-t T\right)^{-1}$ is the solution of the equation.
31. When $f(x)=x^{k}$ with $k \in \mathbb{N}$, verify that

$$
f^{[n]}\left[x_{1}, x_{2}, \ldots, x_{n+1}\right]=\sum_{\substack{u_{1}, u_{2}, u_{n}, u_{n+1} \geq 0 \\ u_{1}+u_{2}+\ldots+u_{n+1}=k-n}} x_{1}^{u_{1}} x_{2}^{u_{2}} \cdots x_{n}^{u_{n}} x_{n+1}^{u_{n+1}} .
$$

32. Show that for a matrix $A>0$ the integral

$$
\log (I+A)=\int_{1}^{\infty} A(t I+A)^{-1} t^{-1} d t
$$

holds. (Hint: Use (3.19).)

## Chapter 4

## Matrix monotone functions and convexity

Let $(a, b) \subset \mathbb{R}$ be an interval. A function $f:(a, b) \rightarrow \mathbb{R}$ is said to be monotone for $n \times n$ matrices if $f(A) \leq f(B)$ whenever $A$ and $B$ are selfadjoint $n \times n$ matrices, $A \leq B$ and their eigenvalues are in $(a, b)$. If a function is monotone for every matrix size, then it is called matrix monotone or operator monotone. (One can see by an approximation argument that if a function is matrix monotone for every matrix size, then $A \leq B$ implies $f(A) \leq f(B)$ also for operators on an infinite dimensional Hilbert space.)

The theory of operator/matrix monotone functions was initiated by Karel Löwner, which was soon followed by Fritz Kraus on operator/matrix convex functions. After further developments due to some authors (for instance, Bendat and Sherman, Korányi), Hansen and Pedersen established a modern treatment of matrix monotone and convex functions. A remarkable feature of Löwner's theory is that we have several characterizations of matrix monotone and matrix convex functions from several different points of view. The importance of complex analysis in studying matrix monotone functions is well understood from their characterization in terms of analytic continuation as Pick functions. Integral representations for matrix monotone and matrix convex functions are essential ingredients of the theory both theoretically and in applications. The notion of divided differences has played a vital role in the theory from its very beginning.

Let $(a, b) \subset \mathbb{R}$ be an interval. A function $f:(a, b) \rightarrow \mathbb{R}$ is said to be matrix convex if

$$
\begin{equation*}
f(t A+(1-t) B) \leq t f(A)+(1-t) f(B) \tag{4.1}
\end{equation*}
$$

for all self-adjoint matrices $A, B$ with eigenvalues in $(a, b)$ and for all $0 \leq t \leq$

1. When $-f$ is matrix convex, then $f$ is called matrix concave.

In the real analysis the monotonicity and convexity are not related, but in the matrix case the situation is very different. For example, a matrix monotone function on $(0, \infty)$ is matrix concave. Matrix monotone and matrix convex functions have several applications, but for a concrete function it is not easy to verify the matrix monotonicity or matrix convexity. The typical description of these functions is based on integral formulae.

### 4.1 Some examples of functions

Example 4.1 Let $t>0$ be a parameter. The function $f(x)=-(t+x)^{-1}$ is matrix monotone on $[0, \infty)$.

Let $A$ and $B$ be positive matrices of the same order. Then $A_{t}:=t I+A$ and $B_{t}:=t I+B$ are invertible, and

$$
\begin{aligned}
A_{t} \leq B_{t} & \Longleftrightarrow B_{t}^{-1 / 2} A_{t} B_{t}^{-1 / 2} \leq I \Longleftrightarrow\left\|B_{t}^{-1 / 2} A_{t} B_{t}^{-1 / 2}\right\| \leq 1 \\
& \Longleftrightarrow\left\|A_{t}^{1 / 2} B_{t}^{-1 / 2}\right\| \leq 1 .
\end{aligned}
$$

Since the adjoint preserves the operator norm, the latest condition is equivalent to $\left\|B_{t}^{-1 / 2} A_{t}^{1 / 2}\right\| \leq 1$ which implies that $B_{t}^{-1} \leq A_{t}^{-1}$.

Example 4.2 The function $f(x)=\log x$ is matrix monotone on $(0, \infty)$.
This follows from the formula

$$
\log x=\int_{0}^{\infty} \frac{1}{1+t}-\frac{1}{x+t} d t
$$

which is easy to verify. The integrand

$$
f_{t}(x):=\frac{1}{1+t}-\frac{1}{x+t}
$$

is matrix monotone according to the previous example. It follows that

$$
\sum_{i=1}^{n} c_{i} f_{t(i)}(x)
$$

is matrix monotone for any $t(i)$ and positive $c_{i} \in \mathbb{R}$. The integral is the limit of such functions, therefore it is a matrix monotone function as well.

There are several other ways to show the matrix monotonicity of the logarithm.

Example 4.3 The function

$$
f_{+}(x)=\sum_{n=-\infty}^{0}\left(\frac{1}{(n-1 / 2) \pi-x}-\frac{n \pi}{n^{2} \pi+1}\right)
$$

is matrix monotone on the interval $(-\pi / 2,+\infty)$ and

$$
f_{-}(x)=\sum_{n=1}^{\infty}\left(\frac{1}{(n-1 / 2) \pi-x}-\frac{n \pi}{n^{2} \pi+1}\right)
$$

is matrix monotone on the interval $(-\infty, \pi / 2)$. Therefore,

$$
\tan x=f_{+}(x)+f_{-}(x)=\sum_{n=-\infty}^{\infty}\left(\frac{1}{(n-1 / 2) \pi-x}-\frac{n \pi}{n^{2} \pi+1}\right)
$$

is matrix monotone on the interval $(-\pi / 2, \pi / 2)$.
Example 4.4 To show that the square root function is matrix monotone, consider the function

$$
F(t):=\sqrt{A+t X}
$$

defined for $t \in[0,1]$ and for fixed positive matrices $A$ and $X$. If $F$ is increasing, then $F(0)=\sqrt{A} \leq \sqrt{A+X}=F(1)$.

In order to show that $F$ is increasing, it is enough to see that the eigenvalues of $F^{\prime}(t)$ are positive. Differentiating the equality $F(t) F(t)=A+t X$, we get

$$
F^{\prime}(t) F(t)+F(t) F^{\prime}(t)=X
$$

As the limit of self-adjoint matrices, $F^{\prime}$ is self-adjoint and let $F^{\prime}(t)=\sum_{i} \lambda_{i} E_{i}$ be its spectral decomposition. (Of course, both the eigenvalues and the projections depend on the value of $t$.) Then

$$
\sum_{i} \lambda_{i}\left(E_{i} F(t)+F(t) E_{i}\right)=X
$$

and after multiplication by $E_{j}$ from the left and from the right, we have for the trace

$$
2 \lambda_{j} \operatorname{Tr} E_{j} F(t) E_{j}=\operatorname{Tr} E_{j} X E_{j} .
$$

Since both traces are positive, $\lambda_{j}$ must be positive as well.
Another approach is based on the geometric mean, see Theorem 5.3. Assume that $A \leq B$. Since $I \leq I, \sqrt{A}=A \# I \leq B \# I=\sqrt{B}$. Repeating this idea one can see that $A^{t} \leq B^{t}$ if $0<t<1$ is a dyadic rational number,
$k / 2^{n}$. Since every $0<t<1$ can be approximated by dyadic rational numbers, the matrix monotonicity holds for every $0<t<1: 0 \leq A \leq B$ implies $A^{t} \leq B^{t}$. This is often called Löwner-Heinz inequality and another proof is in Example 4.45.

Next we consider the case $t>1$. Take the matrices

$$
A=\left[\begin{array}{cc}
\frac{3}{2} & 0 \\
0 & \frac{3}{4}
\end{array}\right] \quad \text { and } \quad B=\frac{1}{2}\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right] .
$$

Then $A \geq B \geq 0$ can be checked. Since $B$ is an orthogonal projection, for each $p>1$ we have $B^{p}=B$ and

$$
A^{p}-B^{p}=\left[\begin{array}{cc}
\left(\frac{3}{2}\right)^{p}-\frac{1}{2} & -\frac{1}{2} \\
-\frac{1}{2} & \left(\frac{3}{4}\right)^{p}-\frac{1}{2}
\end{array}\right] .
$$

We can compute

$$
\operatorname{det}\left(A^{p}-B^{p}\right)=\frac{1}{2}\left(\frac{3}{8}\right)^{p}\left(2 \cdot 3^{p}-2^{p}-4^{p}\right)
$$

If $A^{p} \geq B^{p}$ then we must have $\operatorname{det}\left(A^{p}-B^{p}\right) \geq 0$ so that $2 \cdot 3^{p}-2^{p}-4^{p} \geq 0$, which is not true when $p>1$. Hence $A^{p} \geq B^{p}$ does not hold for any $p>1$.

The previous example contained an important idea. To decide about the matrix monotonicity of a function $f$, one has to investigate the derivative of $f(A+t X)$.

Theorem 4.5 $A$ smooth function $f:(a, b) \rightarrow \mathbb{R}$ is matrix monotone for $n \times n$ matrices if and only if the divided difference matrix $D \in \mathbb{M}_{n}$ defined as

$$
D_{i j}= \begin{cases}\frac{f\left(t_{i}\right)-f\left(t_{j}\right)}{t_{i}-t_{j}} & \text { if } \quad t_{i}-t_{j} \neq 0,  \tag{4.2}\\ f^{\prime}\left(t_{i}\right) & \text { if } \quad t_{i}-t_{j}=0,\end{cases}
$$

is positive semi-definite for $t_{1}, t_{2}, \ldots, t_{n} \in(a, b)$.
Proof: Let $A$ be a self-adjoint and $B$ be a positive semi-definite $n \times n$ matrix. When $f$ is matrix monotone, the function $t \mapsto f(A+t B)$ is an increasing function of the real variable $t$. Therefore, the derivative, which is a matrix, must be positive semi-definite. To compute the derivative, we use formula (3.31) of Theorem 3.25. The Schur theorem implies that the derivative is positive if the divided difference matrix is positive.

To show the converse, take a matrix $B$ such that all entries are 1 . Then positivity of the derivative $D \circ B=D$ is the positivity of $D$.

The assumption about the smooth property in the previous theorem is not essential. At the beginning of the theory Löwner proved that if the function $f:(a, b) \rightarrow \mathbb{R}$ has the property that $A \leq B$ for $A, B \in \mathbb{M}_{2}$ implies $f(A) \leq f(B)$, then $f$ must be a $C^{1}$-function.

The previous theorem can be reformulated in terms of a positive definite kernel. The divided difference

$$
\psi(x, y)=\left\{\begin{array}{lll}
\frac{f(x)-f(y)}{x-y} & \text { if } & x \neq y \\
f^{\prime}(x) & \text { if } & x=y
\end{array}\right.
$$

is an $(a, b) \times(a, b) \rightarrow \mathbb{R}$ kernel function. $f$ is matrix monotone if and only if $\psi$ is a positive definite kernel.

Example 4.6 The function $f(x):=\exp x$ is not matrix monotone, since the divided difference matrix

$$
\left[\begin{array}{cc}
\exp x & \frac{\exp x-\exp y}{x-y} \\
\frac{\exp y-\exp x}{y-x} & \exp y
\end{array}\right]
$$

does not have positive determinant (for $x=0$ and for large $y$ ).

Example 4.7 We study the monotone function

$$
f(x)= \begin{cases}\sqrt{x} & \text { if } 0 \leq x \leq 1 \\ (1+x) / 2 & \text { if } 1 \leq x\end{cases}
$$

This is matrix monotone in the intervals $[0,1]$ and $[1, \infty)$. Theorem 4.5 helps to show that this is monotone on $[0, \infty)$ for $2 \times 2$ matrices. We should show that for $0<x<1$ and $1<y$

$$
\left.\left[\begin{array}{cc}
f^{\prime}(x) & \frac{f(x)-f(y)}{x-y} \\
\frac{f(x)-f(y)}{x-y} & f^{\prime}(y)
\end{array}\right]=\left[\begin{array}{cc}
f^{\prime}(x) & f^{\prime}(z) \\
f^{\prime}(z) & f^{\prime}(y)
\end{array}\right] \quad \text { (for some } z \in[x, y]\right)
$$

is a positive matrix. This is true, however $f$ is not monotone for larger matrices.

Example 4.8 The function $f(x)=x^{2}$ is matrix convex on the whole real line. This follows from the obvious inequality

$$
\left(\frac{A+B}{2}\right)^{2} \leq \frac{A^{2}+B^{2}}{2}
$$

Example 4.9 The function $f(x)=(x+t)^{-1}$ is matrix convex on $[0, \infty)$ when $t>0$. It is enough to show that

$$
\begin{equation*}
\left(\frac{A+B}{2}\right)^{-1} \leq \frac{A^{-1}+B^{-1}}{2} \tag{4.3}
\end{equation*}
$$

which is equivalent with

$$
\left(\frac{B^{-1 / 2} A B^{-1 / 2}+I}{2}\right)^{-1} \leq \frac{\left(B^{-1 / 2} A B^{-1 / 2}\right)^{-1}+I}{2}
$$

This holds, since

$$
\left(\frac{X+I}{2}\right)^{-1} \leq \frac{X^{-1}+I}{2}
$$

is true for an invertible matrix $X \geq 0$.
Note that this convexity inequality is equivalent to the relation of arithmetic and harmonic means.

### 4.2 Convexity

Let $V$ be a vector space (over the real numbers). Let $u, v \in V$. Then they are called the endpoints of the line-segment

$$
[u, v]:=\{\lambda u+(1-\lambda) v: \lambda \in \mathbb{R}, 0 \leq \lambda \leq 1\} .
$$

A subset $\mathcal{A} \subset V$ is convex if for any $u, v \in \mathcal{A}$ the line-segment $[u, v]$ is contained in $\mathcal{A}$. A set $\mathcal{A} \subset V$ is convex if and only if for every finite subset $v_{1}, v_{2}, \ldots, v_{n}$ and for every family of real positive numbers $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ with sum 1

$$
\sum_{i=1}^{n} \lambda_{i} v_{i} \in \mathcal{A}
$$

For example, if $\|\cdot\|: V \rightarrow \mathbb{R}^{+}$is a norm, then

$$
\{v \in V:\|v\| \leq 1\}
$$

is a convex set. The intersection of convex sets is a convex set.
In the vector space $\mathbb{M}_{n}$ the self-adjoint matrices and the positive matrices form a convex set. Let $(a, b)$ a real interval. Then

$$
\left\{A \in \mathbb{M}_{n}^{s a}: \sigma(A) \subset(a, b)\right\}
$$

is a convex set.
Example 4.10 Let

$$
\mathcal{S}_{n}:=\left\{D \in \mathbb{M}_{n}^{s a}: D \geq 0 \quad \text { and } \quad \operatorname{Tr} D=1\right\} .
$$

This is a convex set, since it is the intersection of convex sets. (In quantum theory the set is called the state space.)

If $n=2$, then a popular parametrization of the matrices in $\mathcal{S}_{2}$ is

$$
\frac{1}{2}\left[\begin{array}{cc}
1+\lambda_{3} & \lambda_{1}-\mathrm{i} \lambda_{2} \\
\lambda_{1}+\mathrm{i} \lambda_{2} & 1-\lambda_{3}
\end{array}\right]=\frac{1}{2}\left(I+\lambda_{1} \sigma_{1}+\lambda_{2} \sigma_{2}+\lambda_{3} \sigma_{3}\right)
$$

where $\sigma_{1}, \sigma_{2}, \sigma_{3}$ are the Pauli matrices and the necessary and sufficient condition to be in $\mathcal{S}_{2}$ is

$$
\lambda_{1}^{2}+\lambda_{2}^{2}+\lambda_{3}^{2} \leq 1
$$

This shows that the convex set $\mathcal{S}_{2}$ can be viewed as the unit ball in $\mathbb{R}^{3}$. If $n>2$, then the geometric picture of $\mathcal{S}_{n}$ is not so clear.

If $\mathcal{A}$ is a subset of the vector space $V$, then its convex hull is the smallest convex set containg $\mathcal{A}$, it is denoted by co $\mathcal{A}$.

$$
\operatorname{co} \mathcal{A}=\left\{\sum_{i=1}^{n} \lambda_{i} v_{i}: v_{i} \in \mathcal{A}, \lambda_{i} \geq 0,1 \leq i \leq n, \sum_{i=1}^{n} \lambda_{i}=1, n \in \mathbb{N}\right\} .
$$

Let $\mathcal{A} \subset V$ be a convex set. The vector $v \in \mathcal{A}$ is an extreme point of $\mathcal{A}$ if the conditions

$$
v_{1}, v_{2} \in \mathcal{A}, \quad 0<\lambda<1, \quad \lambda v_{1}+(1-\lambda) v_{2}=v
$$

imply that $v_{1}=v_{2}=v$.
In the convex set $\mathcal{S}_{2}$ the extreme points correspond to the parameters satisfying $\lambda_{1}^{2}+\lambda_{2}^{2}+\lambda_{3}^{2}=1$. (If $\mathcal{S}_{2}$ is viewed as a ball in $\mathbb{R}^{3}$, then the extreme points are in the boundary of the ball.)

Let $J \subset \mathbb{R}$ be an interval. A function $f: J \rightarrow \mathbb{R}$ is said to be convex if

$$
\begin{equation*}
f(t a+(1-t) b) \leq t f(a)+(1-t) f(b) \tag{4.4}
\end{equation*}
$$

for all $a, b \in J$ and $0 \leq t \leq 1$. This inequality is equivalent to the positivity of the second divided difference

$$
\begin{align*}
f^{[2]}[a, b, c] & =\frac{f(a)}{(a-b)(a-c)}+\frac{f(b)}{(b-a)(b-c)}+\frac{f(c)}{(c-a)(c-b)} \\
& =\frac{1}{c-b}\left(\frac{f(c)-f(a)}{c-a}-\frac{f(b)-f(a)}{b-a}\right) \tag{4.5}
\end{align*}
$$

for every different $a, b, c \in J$. If $f \in C^{2}(J)$, then for $x \in J$ we have

$$
\lim _{a, b, c \rightarrow x} f[a, b, c]=f^{\prime \prime}(x) .
$$

Hence the convexity is equivalent to the positivity of the second derivative. For a convex function $f$ the Jensen inequality

$$
\begin{equation*}
f\left(\sum_{i} t_{i} a_{i}\right) \leq \sum_{i} t_{i} f\left(a_{i}\right) \tag{4.6}
\end{equation*}
$$

holds whenever $a_{i} \in J$ and for real numbers $t_{i} \geq 0$ and $\sum_{i} t_{i}=1$. This inequality has an integral form

$$
\begin{equation*}
f\left(\int g(x) d \mu(x)\right) \leq \int f \circ g(x) d \mu(x) \tag{4.7}
\end{equation*}
$$

For a discrete measure $\mu$ this is exactly the Jensen inequality, but it holds for any normalized (probabilistic) measure $\mu$ and for a bounded Borel function $g$ with values in $J$.

Definition (4.4) makes sense if $J$ is a convex subset of a vector space and $f$ is a real functional defined on it.

A functional $f$ is concave if $-f$ is convex.
Let $V$ be a finite dimensional vector space and $\mathcal{A} \subset V$ be a convex subset. The functional $F: \mathcal{A} \rightarrow \mathbb{R} \cup\{+\infty\}$ is called convex if

$$
F(\lambda x+(1-\lambda) y) \leq \lambda F(x)+(1-\lambda) F(y)
$$

for every $x, y \in \mathcal{A}$ and real number $0<\lambda<1$. Let $[u, v] \subset \mathcal{A}$ be a linesegment and define the function

$$
F_{[u, v]}(\lambda)=F(\lambda u+(1-\lambda) v)
$$

on the interval $[0,1] . F$ is convex if and only if all functions $F_{[u, v]}:[0,1] \rightarrow \mathbb{R}$ are convex when $u, v \in \mathcal{A}$.

Example 4.11 We show that the functional

$$
A \mapsto \log \operatorname{Tr} e^{A}
$$

is convex on the self-adjoint matrices, cf. Example 4.13.
The statement is equivalent to the convexity of the function

$$
\begin{equation*}
f(t)=\log \operatorname{Tr}\left(e^{A+t B}\right) \quad(t \in \mathbb{R}) \tag{4.8}
\end{equation*}
$$

for every $A, B \in \mathbb{M}_{n}^{s a}$. To show this we prove that $f^{\prime \prime}(0) \geq 0$. It follows from Theorem 3.23 that

$$
f^{\prime}(t)=\frac{\operatorname{Tr} e^{A+t B} B}{\operatorname{Tr} e^{A+t B}}
$$

In the computation of the second derivative we use Dyson's expansion

$$
\begin{equation*}
e^{A+t B}=e^{A}+t \int_{0}^{1} e^{u A} B e^{(1-u)(A+t B)} d u \tag{4.9}
\end{equation*}
$$

In order to write $f^{\prime \prime}(0)$ in a convenient form we introduce the inner product

$$
\begin{equation*}
\langle X, Y\rangle_{B o}:=\int_{0}^{1} \operatorname{Tr} e^{t A} X^{*} e^{(1-t) A} Y d t \tag{4.10}
\end{equation*}
$$

(This is frequently termed Bogoliubov inner product.) Now

$$
f^{\prime \prime}(0)=\frac{\langle I, I\rangle_{B o}\langle B, B\rangle_{B o}-\langle I, B\rangle_{B o}^{2}}{\left(\operatorname{Tr} e^{A}\right)^{2}}
$$

which is positive due to the Schwarz inequality.
Let $V$ be a finite dimensional vector space with dual $V^{*}$. Assume that the duality is given by a bilinear pairing $\langle\cdot, \cdot\rangle$. For a convex function $F: V \rightarrow$ $\mathbb{R} \cup\{+\infty\}$ the conjugate convex function $F^{*}: V^{*} \rightarrow \mathbb{R} \cup\{+\infty\}$ is given by the formula

$$
F^{*}\left(v^{*}\right)=\sup \left\{\left\langle v, v^{*}\right\rangle-F(v): v \in V\right\} .
$$

$F^{*}$ is sometimes called the Legendre transform of $F . F^{*}$ is the supremum of continuous linear functionals, therefore it is convex and lower semicontinuous. The following result is basic in convex analysis.

Theorem 4.12 If $F: V \rightarrow \mathbb{R} \cup\{+\infty\}$ is a lower semi-continuous convex functional, then $F^{* *}=F$.

Example 4.13 The negative von Neumann entropy $-S(D)=-\operatorname{Tr} \eta(D)=$ $\operatorname{Tr} D \log D$ is continuous and convex on the density matrices. Let

$$
F(X)= \begin{cases}\operatorname{Tr} X \log X & \text { if } X \geq 0 \text { and } \operatorname{Tr} X=1, \\ +\infty & \text { otherwise. }\end{cases}
$$

This is a lower semi-continuous convex functional on the linear space of all selfadjoint matrices. The duality is $\langle X, H\rangle=\operatorname{Tr} X H$. The conjugate functional is

$$
\begin{aligned}
F^{*}(H) & =\sup \left\{\operatorname{Tr} X H-F(X): X \in \mathbb{M}_{n}^{s a}\right\} \\
& =-\inf \left\{-\operatorname{Tr} X H-S(D): D \in \mathbb{M}_{n}^{s a}, D \geq 0, \operatorname{Tr} D=1\right\}
\end{aligned}
$$

According to Example 3.29 the minimizer is $D=e^{H} / \operatorname{Tr} e^{H}$, therefore

$$
F^{*}(H)=\log \operatorname{Tr} e^{H}
$$

This is a continuous convex function of $H \in \mathbb{M}_{n}^{s a}$. The duality theorem gives that

$$
\operatorname{Tr} X \log X=\sup \left\{\operatorname{Tr} X H-\log \operatorname{Tr} e^{H}: H=H^{*}\right\}
$$

when $X \geq 0$ and $\operatorname{Tr} X=1$.
Example 4.14 Fix a density matrix $\rho=e^{H}$ and consider the functional $F$ defined on self-adjoint matrices by

$$
F(X):= \begin{cases}\operatorname{Tr} X(\log X-H) & \text { if } X \geq 0 \text { and } \operatorname{Tr} X=1 \\ +\infty & \text { otherwise }\end{cases}
$$

$F$ is essentially the relative entropy with respect to $\rho: S(X \| \rho):=\operatorname{Tr} X(\log X-$ $\log \rho$ ).

The duality is $\langle X, B\rangle=\operatorname{Tr} X B$ if $X$ and $B$ are self-adjoint matrices. We want to show that the functional $B \mapsto \log \operatorname{Tr} e^{H+B}$ is the Legendre transform or the conjugate function of $F$ :

$$
\begin{equation*}
\log \operatorname{Tr} e^{B+H}=\max \left\{\operatorname{Tr} X B-S\left(X \| e^{H}\right): X \text { is positive, } \operatorname{Tr} X=1\right\} \tag{4.11}
\end{equation*}
$$

Introduce the notation

$$
f(X)=\operatorname{Tr} X B-S\left(X \| e^{H}\right)
$$

for a density matrix $X$. When $P_{1}, \ldots, P_{n}$ are projections of rank one with $\sum_{i=1}^{n} P_{i}=I$, we write

$$
f\left(\sum_{i=1}^{n} \lambda_{i} P_{i}\right)=\sum_{i=1}^{n}\left(\lambda_{i} \operatorname{Tr} P_{i} B+\lambda_{i} \operatorname{Tr} P_{i} H-\lambda_{i} \log \lambda_{i}\right),
$$

where $\lambda_{i} \geq 0, \sum_{i=1}^{n} \lambda_{i}=1$. Since

$$
\left.\frac{\partial}{\partial \lambda_{i}} f\left(\sum_{i=1}^{n} \lambda_{i} P_{i}\right)\right|_{\lambda_{i}=0}=+\infty
$$

we see that $f(X)$ attains its maximum at a positive matrix $X_{0}, \operatorname{Tr} X_{0}=1$. Then for any self-adjoint $Z, \operatorname{Tr} Z=0$, we have

$$
0=\left.\frac{d}{d t} f\left(X_{0}+t Z\right)\right|_{t=0}=\operatorname{Tr} Z\left(B+H-\log X_{0}\right)
$$

so that $B+H-\log X_{0}=c I$ with $c \in \mathbb{R}$. Therefore $X_{0}=e^{B+H} / \operatorname{Tr} e^{B+H}$ and $f\left(X_{0}\right)=\log \operatorname{Tr} e^{B+H}$ by a simple computation.

On the other hand, if $X$ is positive invertible with $\operatorname{Tr} X=1$, then

$$
\begin{equation*}
S\left(X \| e^{H}\right)=\max \left\{\operatorname{Tr} X B-\log \operatorname{Tr} e^{H+B}: B \text { is self-adjoint }\right\} \tag{4.12}
\end{equation*}
$$

due to the duality theorem.

Theorem 4.15 Let $\alpha: \mathbb{M}_{n} \rightarrow \mathbb{M}_{m}$ be a positive unital linear mapping and $f: \mathbb{R} \rightarrow \mathbb{R}$ be a convex function. Then

$$
\operatorname{Tr} f(\alpha(A)) \leq \operatorname{Tr} \alpha(f(A))
$$

for every $A \in \mathbb{M}_{n}^{s a}$.
Proof: Take the spectral decompositions

$$
A=\sum_{j} \nu_{j} Q_{j} \quad \text { and } \quad \alpha(A)=\sum_{i} \mu_{i} P_{i} .
$$

So we have

$$
\mu_{i}=\operatorname{Tr}\left(\alpha(A) P_{i}\right) / \operatorname{Tr} P_{i}=\sum_{j} \nu_{j} \operatorname{Tr}\left(\alpha\left(Q_{j}\right) P_{i}\right) / \operatorname{Tr} P_{i}
$$

whereas the convexity of $f$ yields

$$
f\left(\mu_{i}\right) \leq \sum_{j} f\left(\nu_{j}\right) \operatorname{Tr}\left(\alpha\left(Q_{j}\right) P_{i}\right) / \operatorname{Tr} P_{i} .
$$

Therefore,

$$
\operatorname{Tr} f(\alpha(A))=\sum_{i} f\left(\mu_{i}\right) \operatorname{Tr} P_{i} \leq \sum_{i, j} f\left(\nu_{j}\right) \operatorname{Tr}\left(\alpha\left(Q_{j}\right) P_{i}\right)=\operatorname{Tr} \alpha(f(A)),
$$

which was to be proven.
It was stated in Theorem 3.27 that for a convex function $f:(a, b) \rightarrow \mathbb{R}$, the functional $A \mapsto \operatorname{Tr} f(A)$ is convex. It is rather surprising that in the convexity of this functional the number coefficient $0<t<1$ can be replaced by a matrix.

Theorem 4.16 Let $f:(a, b) \rightarrow \mathbb{R}$ be a convex function and $C_{i}, A_{i} \in \mathbb{M}_{n}$ be such that

$$
\sigma\left(A_{i}\right) \subset(a, b) \quad \text { and } \quad \sum_{i=1}^{k} C_{i} C_{i}^{*}=I
$$

Then

$$
\operatorname{Tr} f\left(\sum_{i=1}^{k} C_{i} A_{i} C_{i}^{*}\right) \leq \sum_{i=1}^{k} \operatorname{Tr} C_{i} f\left(A_{i}\right) C_{i}^{*}
$$

Proof: We prove only the case

$$
\operatorname{Tr} f\left(C A C^{*}+D B D^{*}\right) \leq \operatorname{Tr} C f(A) C^{*}+\operatorname{Tr} D f(B) D^{*}
$$

when $C C^{*}+D D^{*}=I$. (The more general version can be treated similarly.)
Set $F:=C A C^{*}+D B D^{*}$ and consider the spectral decomposition of $A$ and $B$ as integrals:

$$
X=\sum_{i} \mu_{i}^{X} P_{i}^{X}=\int \lambda d E^{X}(\lambda)
$$

where $\mu_{i}^{X}$ are eigenvalues, $P_{i}^{X}$ are eigenprojections and the operator-valued measure $E^{X}$ is defined on the Borel subsets $S$ of $\mathbb{R}$ as

$$
E^{X}(S)=\sum\left\{P_{i}^{X}: \mu_{i}^{X} \in S\right\}
$$

$X=A, B$.
Assume that $A, B, C, D \in \mathbb{M}_{n}$ and for a vector $\xi \in \mathbb{C}^{n}$ we define a measure $\mu_{\xi}$ :

$$
\begin{aligned}
\mu_{\xi}(S) & =\left\langle\left(C E^{A}(S) C^{*}+D E^{B}(S) D^{*}\right) \xi, \xi\right\rangle \\
& =\left\langle E^{A}(S) C^{*} \xi, C^{*} \xi\right\rangle+\left\langle E^{A}(S) D^{*} \xi, D^{*} \xi\right\rangle
\end{aligned}
$$

The reason of the definition of this measure is the formula

$$
\langle F \xi, \xi\rangle=\int \lambda d \mu_{\xi}(\lambda) .
$$

If $\xi$ is a unit eigenvector of $F($ and $f(F))$, then

$$
\begin{aligned}
\left\langle f\left(C A C^{*}+D B D^{*}\right) \xi, \xi\right\rangle & =\langle f(F) \xi, \xi\rangle=f(\langle F \xi, \xi\rangle)=f\left(\int \lambda d \mu_{\xi}(\lambda)\right) \\
& \leq \int f(\lambda) d \mu_{\xi}(\lambda) \\
& =\left\langle\left(C f(A) C^{*}+D f(B) D^{*}\right) \xi, \xi\right\rangle .
\end{aligned}
$$

(The inequality follows from the convexity of the function $f$.) To obtain the statement we summarize this kind of inequalities for an orthonormal basis of eigenvectors of $F$.

Example 4.17 The example is about a positive block matrix $A$ and a concave function $f: \mathbb{R}^{+} \rightarrow \mathbb{R}$. The inequality

$$
\operatorname{Tr} f\left(\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{12}^{*} & A_{22}
\end{array}\right]\right) \leq \operatorname{Tr} f\left(A_{11}\right)+\operatorname{Tr} f\left(A_{22}\right)
$$

is called subadditivity. We can take ortho-projections $P_{1}$ and $P_{2}$ such that $P_{1}+P_{2}=I$ and the subadditivity

$$
\operatorname{Tr} f(A) \leq \operatorname{Tr} f\left(P_{1} A P_{1}\right)+\operatorname{Tr} f\left(P_{2} A P_{2}\right)
$$

follows from the theorem. A stronger version of this inequality is less trivial.
Let $P_{1}, P_{2}$ and $P_{3}$ be ortho-projections such that $P_{1}+P_{2}+P_{3}=I$. We use the notation $P_{12}:=P_{1}+P_{2}$ and $P_{23}:=P_{2}+P_{3}$. The strong subadditivity is the inequality

$$
\begin{equation*}
\operatorname{Tr} f(A)+\operatorname{Tr} f\left(P_{2} A P_{2}\right) \leq \operatorname{Tr} f\left(P_{12} A P_{12}\right)+\operatorname{Tr} f\left(P_{23} A P_{23}\right) \tag{4.13}
\end{equation*}
$$

Some details about this will come later, see Theorems 4.49 and 4.50.
Example 4.18 The $\log$ function is concave. If $A \in \mathbb{M}_{n}$ is positive and we set the projections $P_{i}:=E(i i)$, then from the previous theorem we have

$$
\operatorname{Tr} \log \sum_{i=1}^{n} P_{i} A P_{i} \geq \sum_{i=1}^{n} \operatorname{Tr} P_{i}(\log A) P_{i}
$$

This means

$$
\sum_{i=1}^{n} \log A_{i i} \geq \operatorname{Tr} \log A
$$

and the exponential is

$$
\prod_{i=1}^{n} A_{i i} \geq \exp (\operatorname{Tr} \log A)=\operatorname{det} A
$$

This is the well-known Hadamard inequality for the determinant.

When $F(A, B)$ is a real valued function of two matrix variables, then $F$ is called jointly concave if

$$
F\left(\lambda A_{1}+(1-\lambda) A_{2}, \lambda B_{1}+(1-\lambda) B_{2}\right) \geq \lambda F\left(A_{1}, B_{1}\right)+(1-\lambda) F\left(A_{2}, B_{2}\right)
$$

for $0<\lambda<1$. The function $F(A, B)$ is jointly concave if and only if the function

$$
A \oplus B \mapsto F(A, B)
$$

is concave. In this way the joint convexity and concavity are conveniently studied.

Lemma 4.19 If $(A, B) \mapsto F(A, B)$ is jointly concave, then

$$
f(A)=\sup \{F(A, B): B\}
$$

is concave.
Proof: Assume that $f\left(A_{1}\right), f\left(A_{2}\right)<+\infty$. Let $\varepsilon>0$ be a small number. We have $B_{1}$ and $B_{2}$ such that

$$
f\left(A_{1}\right) \leq F\left(A_{1}, B_{1}\right)+\varepsilon \quad \text { and } \quad f\left(A_{2}\right) \leq F\left(A_{2}, B_{2}\right)+\varepsilon .
$$

Then

$$
\begin{aligned}
\lambda f\left(A_{1}\right)+(1-\lambda) f\left(A_{2}\right) & \leq \lambda F\left(A_{1}, B_{1}\right)+(1-\lambda) F\left(A_{2}, B_{2}\right)+\varepsilon \\
& \leq F\left(\lambda A_{1}+(1-\lambda) A_{2}, \lambda B_{1}+(1-\lambda) B_{2}\right)+\varepsilon \\
& \leq f\left(\lambda A_{1}+(1-\lambda) A_{2}\right)+\varepsilon
\end{aligned}
$$

and this gives the proof.
The infinite case of $f\left(A_{1}\right), f\left(A_{2}\right)$ has a similar proof.
Example 4.20 The quantum relative entropy of $X \geq 0$ with respect to $Y \geq 0$ is defined as

$$
S(X \| Y):=\operatorname{Tr}(X \log X-X \log Y)-\operatorname{Tr}(X-Y)
$$

It is known that $S(X \| Y) \geq 0$ and equality holds if and only if $X=Y$. A different formulation is

$$
\operatorname{Tr} Y=\max \{\operatorname{Tr}(X \log Y-X \log X+X): X \geq 0\}
$$

Selecting $Y=\exp (L+\log D)$ we obtain
$\operatorname{Tr} \exp (L+\log D)=\max \{\operatorname{Tr}(X(L+\log D)-X \log X+X): X \geq 0\}$

$$
=\max \{\operatorname{Tr}(X L)-S(X \| D)+\operatorname{Tr} D: X \geq 0\}
$$

Since the quantum relative entropy is a jointly convex function, the function

$$
F(X, D):=\operatorname{Tr}(X L)-S(X \| D)+\operatorname{Tr} D)
$$

is jointly concave as well. It follows that the maximization in $X$ is concave and we obtain that the functional

$$
\begin{equation*}
D \mapsto \operatorname{Tr} \exp (L+\log D) \tag{4.14}
\end{equation*}
$$

is concave on positive definite matrices. (This was the result of Lieb, but the present proof is from [76].)

In the next lemma the operators

$$
\mathbb{J}_{D} X=\int_{0}^{1} D^{t} X D^{1-t} d t, \quad \mathbb{J}_{D}^{-1} K=\int_{0}^{\infty}(t+D)^{-1} K(t+D)^{-1} d t
$$

for $D, X, K \in \mathbb{M}_{n}, D>0$, are used. Lieb's concavity theorem says that $D>0 \mapsto \operatorname{Tr} X^{*} D^{t} X D^{1-t}$ is concave for every $X \in \mathbb{M}_{n}$.

Lemma 4.21 The functional

$$
(D, K) \mapsto Q(D, K):=\left\langle K, \mathbb{J}_{D}^{-1} K\right\rangle
$$

is jointly convex on the domain $\left\{D \in \mathbb{M}_{n}: D>0\right\} \times \mathbb{M}_{n}$.
Proof: $\mathbb{M}_{n}$ is a Hilbert space $\mathcal{H}$ with the Hilbert-Schmidt inner product. The mapping $K \mapsto Q(D, K)$ is a quadratic form. When $\mathcal{K}:=\mathcal{H} \oplus \mathcal{H}$ and $D=\lambda D_{1}+(1-\lambda) D_{2}$, then

$$
\begin{aligned}
\mathcal{M}\left(K_{1} \oplus K_{2}\right) & :=\lambda Q\left(D_{1}, K_{1}\right)+(1-\lambda) Q\left(D_{2}, K_{2}\right) \\
\mathcal{N}\left(K_{1} \oplus K_{2}\right) & :=Q\left(D, \lambda K_{1}+(1-\lambda) K_{2}\right)
\end{aligned}
$$

are quadratic forms on $\mathcal{K}$. Note that both forms are non-degenerate. In terms of $\mathcal{M}$ and $\mathcal{N}$ the dominance $\mathcal{N} \leq \mathcal{M}$ is to be shown.

Let $m$ and $n$ be the corresponding sesquilinear forms on $\mathcal{K}$, that is,

$$
\mathcal{M}(\xi)=m(\xi, \xi), \quad \mathcal{N}(\xi)=n(\xi, \xi) \quad(\xi \in \mathcal{K})
$$

There exists an operator $X$ on $\mathcal{K}$ such that

$$
m(\xi, \eta)=n(X \xi, \eta) \quad(\xi, \eta \in \mathcal{K})
$$

and our aim is to show that its eigenvalues are $\geq 1$. If $X(K \oplus L)=\gamma(K \oplus L)$, we have

$$
m\left(K \oplus L, K^{\prime} \oplus L^{\prime}\right)=\gamma n\left(K \oplus L, K^{\prime} \oplus L^{\prime}\right)
$$

for every $K^{\prime}, L^{\prime} \in \mathcal{H}$. This is rewritten in terms of the Hilbert-Schmidt inner product as
$\lambda\left\langle K, \mathbb{J}_{D_{1}}^{-1} K^{\prime}\right\rangle+(1-\lambda)\left\langle L, \mathbb{J}_{D_{2}}^{-1} L^{\prime}\right\rangle=\gamma\left\langle\lambda K+(1-\lambda) L, \mathbb{J}_{D}^{-1}\left(\lambda K^{\prime}+(1-\lambda) L^{\prime}\right)\right\rangle$,
which is equivalent to the equations

$$
\mathbb{J}_{D_{1}}^{-1} K=\gamma \mathbb{J}_{D}^{-1}(\lambda K+(1-\lambda) L)
$$

and

$$
\mathbb{J}_{D_{2}}^{-1} L=\gamma \mathbb{J}_{D}^{-1}(\lambda K+(1-\lambda) L) .
$$

We infer

$$
\begin{equation*}
\mathbb{J}_{D} M=\lambda \mathbb{J}_{D_{1}}(\gamma M)+(1-\lambda) \mathbb{J}_{D_{2}}(\gamma M) \tag{4.15}
\end{equation*}
$$

with the new notation $M:=\mathbb{J}_{D}^{-1}(\lambda K+(1-\lambda) L)$. It follows that

$$
\left\langle M, \mathbb{J}_{D} M\right\rangle=\gamma\left(\lambda\left\langle M, \mathbb{J}_{D_{1}} M\right\rangle+(1-\lambda)\left\langle M, \mathbb{J}_{D_{2}} M\right\rangle\right) .
$$

On the other hand, the concavity assumption tells the inequality

$$
\left\langle M, \mathbb{J}_{D} M\right\rangle \geq \lambda\left\langle M, \mathbb{J}_{D_{1}} M\right\rangle+(1-\lambda)\left\langle M, \mathbb{J}_{D_{2}} M\right\rangle
$$

and we arrive at $\gamma \geq 1$.
Let $J \subset \mathbb{R}$ be an interval. As introduced at the beginning of the chapter, a function $f: J \rightarrow \mathbb{R}$ is said to be matrix convex if

$$
\begin{equation*}
f(t A+(1-t) B) \leq t f(A)+(1-t) f(B) \tag{4.16}
\end{equation*}
$$

for all self-adjoint matrices $A$ and $B$ whose spectra are in $J$ and for all numbers $0 \leq t \leq 1$. (The function $f$ is matrix convex if the functional $A \mapsto f(A)$ is convex.) $f$ is matrix concave if $-f$ is matrix convex.

The classical result is about matrix convex functions on the interval $(-1,1)$. They have integral decomposition

$$
\begin{equation*}
f(x)=\beta_{0}+\beta_{1} x+\frac{1}{2} \beta_{2} \int_{-1}^{1} x^{2}(1-\alpha x)^{-1} d \mu(\alpha), \tag{4.17}
\end{equation*}
$$

where $\mu$ is a probability measure and $\beta_{2} \geq 0$. (In particular, $f$ must be an analytic function.)

Since self-adjoint operators on an infinite dimensional Hilbert space may be approximated by self-adjoint matrices, (4.16) holds for operators when it holds for matrices. The point in the next theorem is that in the convex combination $t A+(1-t) B$ the numbers $t$ and $1-t$ can be replaced by matrices.

Theorem 4.22 Let $f:(a, b) \rightarrow \mathbb{R}$ be a matrix convex function and $C_{i}, A_{i}=$ $A_{i}^{*} \in \mathbb{M}_{n}$ be such that

$$
\sigma\left(A_{i}\right) \subset(a, b) \quad \text { and } \quad \sum_{i=1}^{k} C_{i} C_{i}^{*}=I
$$

Then

$$
\begin{equation*}
f\left(\sum_{i=1}^{k} C_{i} A_{i} C_{i}^{*}\right) \leq \sum_{i=1}^{k} C_{i} f\left(A_{i}\right) C_{i}^{*} \tag{4.18}
\end{equation*}
$$

Proof: The essential idea is in the case

$$
f\left(C A C^{*}+D B D^{*}\right) \leq C f(A) C^{*}+D f(B) D^{*}
$$

when $C C^{*}+D D^{*}=I$.
The condition $C C^{*}+D D^{*}=I$ implies that we can find a unitary block matrix

$$
U:=\left[\begin{array}{ll}
C & D \\
X & Y
\end{array}\right]
$$

when the entries $X$ and $Y$ are chosen properly. Then

$$
U\left[\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right] U^{*}=\left[\begin{array}{ll}
C A C^{*}+D B D^{*} & C A X^{*}+D B Y^{*} \\
X A C^{*}+Y B D^{*} & X A X^{*}+Y B Y^{*}
\end{array}\right]
$$

It is easy to check that

$$
\frac{1}{2} V\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right] V+\frac{1}{2}\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]=\left[\begin{array}{cc}
A_{11} & 0 \\
0 & A_{22}
\end{array}\right]
$$

for

$$
V=\left[\begin{array}{cc}
-I & 0 \\
0 & I
\end{array}\right]
$$

It follows that the matrix

$$
Z:=\frac{1}{2} V U\left[\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right] U^{*} V+\frac{1}{2} U\left[\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right] U^{*}
$$

is diagonal, $Z_{11}=C A C^{*}+D B D^{*}$ and $f(Z)_{11}=f\left(C A C^{*}+D B D^{*}\right)$.
Next we use the matrix convexity of the function $f$ :

$$
f(Z) \leq \frac{1}{2} f\left(V U\left[\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right] U^{*} V\right)+\frac{1}{2} f\left(U\left[\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right] U^{*}\right)
$$

$$
\begin{aligned}
& =\frac{1}{2} V U f\left(\left[\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right]\right) U^{*} V+\frac{1}{2} U f\left(\left[\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right]\right) U^{*} \\
& =\frac{1}{2} V U\left[\begin{array}{cc}
f(A) & 0 \\
0 & f(B)
\end{array}\right] U^{*} V+\frac{1}{2} U\left[\begin{array}{cc}
f(A) & 0 \\
0 & f(B)
\end{array}\right] U^{*}
\end{aligned}
$$

The right-hand side is diagonal with $C f(A) C^{*}+D f(B) D^{*}$ as $(1,1)$ element. The inequality implies the inequality between the $(1,1)$ elements and this is exactly the inequality (4.18).

In the proof of (4.18) for $n \times n$ matrices, the ordinary matrix convexity was used for $(2 n) \times(2 n)$ matrices. That is an important trick. The theorem is due to Hansen and Pedersen [38].

Theorem 4.23 Let $f:[a, b] \rightarrow \mathbb{R}$ and $a \leq 0 \leq b$.
If $f$ is a matrix convex function, $\|V\| \leq 1$ and $f(0) \leq 0$, then $f\left(V^{*} A V\right) \leq$ $V^{*} f(A) V$ holds if $A=A^{*}$ and $\sigma(A) \subset[a, b]$.

If $f(P A P) \leq P f(A) P$ holds for an orthogonal projection $P$ and $A=A^{*}$ with $\sigma(A) \subset[a, b]$, then $f$ is a matrix convex function and $f(0) \leq 0$.

Proof: If $f$ is matrix convex, we can apply Theorem 4.22. Choose $B=0$ and $W$ such that $V^{*} V+W^{*} W=I$. Then

$$
f\left(V^{*} A V+W^{*} B W\right) \leq V^{*} f(A) V+W^{*} f(B) W
$$

holds and gives our statement.
Let $A$ and $B$ be self-adjoint matrices with spectrum in $[a, b]$ and $0<\lambda<1$. Define

$$
C:=\left[\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right], \quad U:=\left[\begin{array}{cc}
\sqrt{\lambda} I & -\sqrt{1-\lambda} I \\
\sqrt{1-\lambda} I & \sqrt{\lambda} I
\end{array}\right], \quad P:=\left[\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right] .
$$

Then $C=C^{*}$ with $\sigma(C) \subset[a, b], U$ is a unitary and $P$ is an orthogonal projection. Since

$$
P U^{*} C U P=\left[\begin{array}{cc}
\lambda A+(1-\lambda) B & 0 \\
0 & 0
\end{array}\right],
$$

the assumption implies

$$
\left[\begin{array}{cc}
f(\lambda A+(1-\lambda) B) & 0 \\
0 & f(0) I
\end{array}\right]=f\left(P U^{*} C U P\right), ~=P f\left(U^{*} C U\right) P=P U^{*} f(C) U P
$$

$$
=\left[\begin{array}{cc}
\lambda f(A)+(1-\lambda) f(B) & 0 \\
0 & 0
\end{array}\right] .
$$

This implies that $f(\lambda A+(1-\lambda) B) \leq \lambda f(A)+(1-\lambda) f(B)$ and $f(0) \leq 0$.

Example 4.24 From the previous theorem we can deduce that if $f:[0, b] \rightarrow$ $\mathbb{R}$ is a matrix convex function and $f(0) \leq 0$, then $f(x) / x$ is matrix monotone on the interval $(0, b]$.

Assume that $0<A \leq B$. Then $B^{-1 / 2} A^{1 / 2}=: V$ is a contraction, since

$$
\|V\|^{2}=\left\|V V^{*}\right\|=\left\|B^{-1 / 2} A B^{-1 / 2}\right\| \leq\left\|B^{-1 / 2} B B^{-1 / 2}\right\|=1 .
$$

Therefore the theorem gives

$$
f(A)=f\left(V^{*} B V\right) \leq V^{*} f(B) V=A^{1 / 2} B^{-1 / 2} f(B) B^{-1 / 2} A^{1 / 2}
$$

which is equivalent to $A^{-1} f(A) \leq B^{-1} f(B)$.
Now assume that $g:[0, b] \rightarrow \mathbb{R}$ is matrix monotone. We want to show that $f(x) \equiv x g(x)$ is matrix convex. Due to the previous theorem we need to show

$$
P A P g(P A P) \leq P A g(A) P
$$

for an orthogonal projection $P$ and $A \geq 0$. From the monotonicity

$$
g\left(A^{1 / 2} P A^{1 / 2}\right) \leq g(A)
$$

and this implies

$$
P A^{1 / 2} g\left(A^{1 / 2} P A^{1 / 2}\right) A^{1 / 2} P \leq P A^{1 / 2} g(A) A^{1 / 2} P .
$$

Since $g\left(A^{1 / 2} P A^{1 / 2}\right) A^{1 / 2} P=A^{1 / 2} P g(P A P)$ and $A^{1 / 2} g(A) A^{1 / 2}=A g(A)$ we finished the proof.

Example 4.25 Heuristically we can say that Theorem 4.22 replaces all the numbers in the Jensen inequality $f\left(\sum_{i} t_{i} a_{i}\right) \leq \sum_{i} t_{i} f\left(a_{i}\right)$ by matrices. Therefore

$$
\begin{equation*}
f\left(\sum_{i} a_{i} A_{i}\right) \leq \sum_{i} f\left(a_{i}\right) A_{i} \tag{4.19}
\end{equation*}
$$

holds for a matrix convex function $f$ if $\sum_{i} A_{i}=I$ for the positive matrices $A_{i} \in \mathbb{M}_{n}$ and for the numbers $a_{i} \in(a, b)$.

We want to show that the property (4.19) is equivalent to the matrix convexity

$$
f(t A+(1-t) B) \leq t f(A)+(1-t) f(B)
$$

Let

$$
A=\sum_{i} \lambda_{i} P_{i} \quad \text { and } \quad B=\sum_{j} \mu_{j} Q_{j}
$$

be the spectral decompositions. Then

$$
\sum_{i} t P_{i}+\sum_{j}(1-t) Q_{j}=I
$$

and from (4.19) we obtain

$$
\begin{aligned}
f(t A+(1-t) B) & =f\left(\sum_{i} t \lambda_{i} P_{i}+\sum_{j}(1-t) \mu_{j} Q_{j}\right) \\
& \leq \sum_{i} f\left(\lambda_{i}\right) t P_{i}+\sum_{j} f\left(\mu_{j}\right)(1-t) Q_{j} \\
& =t f(A)+(1-t) f(B)
\end{aligned}
$$

This inequality was the aim.

An operator $Z \in B(\mathcal{H})$ is called a contraction if $Z^{*} Z \leq I$ and an expansion if $Z^{*} Z \geq I$. For an $A \in \mathbb{M}_{n}(\mathbb{C})^{s a}$ let $\lambda(A)=\left(\lambda_{1}(A), \ldots, \lambda_{n}(A)\right)$ denote the eigenvalue vector of $A$ in decreasing order with multiplicities.

Theorem 4.23 says that, for a function $f:[a, b] \rightarrow \mathbb{R}$ with $a \leq 0 \leq b$, the matrix inequality $f\left(Z^{*} A Z\right) \leq Z^{*} f(A) Z$ for every $A=A^{*}$ with $\sigma(A) \subset[a, b]$ and every contraction $Z$ characterizes the matrix convexity of $f$ with $f(0) \leq 0$. Now we take some similar inequalities in the weaker senses of eigenvalue dominance or eigenvalue majorization under the simple convexity or concavity condition of $f$.

The first theorem presents the eigenvalue dominance involving a contraction when $f$ is a monotone convex function with $f(0) \leq 0$.

Theorem 4.26 Assume that $f$ is a monotone convex function on $[a, b]$ with $a \leq 0 \leq b$ and $f(0) \leq 0$. Then, for every $A \in \mathbb{M}_{n}(\mathbb{C})^{\text {sa }}$ with $\sigma(A) \subset[a, b]$ and for every contraction $Z \in \mathbb{M}_{n}(\mathbb{C})$, there exists a unitary $U$ such that

$$
f\left(Z^{*} A Z\right) \leq U^{*} Z^{*} f(A) Z U,
$$

or equivalently,

$$
\lambda_{k}\left(f\left(Z^{*} A Z\right)\right) \leq \lambda_{k}\left(Z^{*} f(A) Z\right) \quad(1 \leq k \leq n)
$$

Proof: We may assume that $f$ is increasing; the other case is covered by taking $f(-x)$ and $-A$. First, note that for every $B \in \mathbb{M}_{n}(\mathbb{C})^{s a}$ and for every vector $x$ with $\|x\| \leq 1$ we have

$$
\begin{equation*}
f(\langle x, B x\rangle) \leq\langle x, f(B) x\rangle \tag{4.20}
\end{equation*}
$$

Indeed, taking the spectral decomposition $B=\sum_{i=1}^{n} \lambda_{i}\left|u_{i}\right\rangle\left\langle u_{i}\right|$ we have

$$
\begin{aligned}
f(\langle x, B x\rangle) & =f\left(\sum_{i=1}^{n} \lambda_{i}\left|\left\langle x, u_{i}\right\rangle\right|^{2}\right) \leq \sum_{i=1}^{n} f\left(\lambda_{i}\right)\left|\left\langle x, u_{i}\right\rangle\right|^{2}+f(0)\left(1-\|x\|^{2}\right) \\
& \leq \sum_{i=1}^{n} f\left(\lambda_{i}\right)\left|\left\langle x, u_{i}\right\rangle\right|^{2}=\langle x, f(B) x\rangle
\end{aligned}
$$

thanks to convexity of $f$ and $f(0) \leq 0$. By the mini-max expression in (6.6) there exists a subspace $\mathcal{M}$ of $\mathbb{C}^{n}$ with $\operatorname{dim} \mathcal{M}=k-1$ such that

$$
\lambda_{k}\left(Z^{*} f(A) Z\right)=\max _{x \in \mathcal{M}^{\perp},\|x\|=1}\left\langle x, Z^{*} f(A) Z x\right\rangle=\max _{x \in \mathcal{M}^{\perp},\|x\|=1}\langle Z x, f(A) Z x\rangle .
$$

Since $Z$ is a contraction and $f$ is non-decreasing, we apply (4.20) to obtain

$$
\begin{aligned}
\lambda_{k}\left(Z^{*} f(A) Z\right) & \geq \max _{x \in \mathcal{M}^{\perp},\|x\|=1} f(\langle Z x, A Z x\rangle)=f\left(\max _{x \in \mathcal{M}^{\perp},\|x\|=1}\left\langle x, Z^{*} A Z x\right\rangle\right) \\
& \geq f\left(\lambda_{k}\left(Z^{*} A Z\right)\right)=\lambda_{k}\left(f\left(Z^{*} A Z\right)\right) .
\end{aligned}
$$

In the second inequality above we have used the mini-max expression again.

The following corollary was originally proved by Brown and Kosaki [21] in the von Neumann algebra setting.

Corollary 4.27 Let $f$ be a function on $[a, b]$ with $a \leq 0 \leq b$, and let $A \in$ $\mathbb{M}_{n}(\mathbb{C})^{s a}, \sigma(A) \subset[a, b]$, and $Z \in \mathbb{M}_{n}(\mathbb{C})$ be a contraction. If $f$ is a convex function with $f(0) \leq 0$, then

$$
\operatorname{Tr} f\left(Z^{*} A Z\right) \leq \operatorname{Tr} Z^{*} f(A) Z
$$

If $f$ is a concave function on $\mathbb{R}$ with $f(0) \geq 0$, then

$$
\operatorname{Tr} f\left(Z^{*} A Z\right) \geq \operatorname{Tr} Z^{*} f(A) Z
$$

Proof: Obviously, the two assertions are equivalent. To prove the first, by approximation we may assume that $f(x)=\alpha x+g(x)$ with $\alpha \in \mathbb{R}$ and a monotone and convex function $g$ on $[a, b]$ with $g(0) \leq 0$. Since $\operatorname{Tr} g\left(Z^{*} A Z\right) \leq$ $\operatorname{Tr} Z^{*} g f(A) Z$ by Theorem 4.26, we have $\operatorname{Tr} f\left(Z^{*} A Z\right) \leq \operatorname{Tr} Z^{*} f(A) Z$.

The next theorem is the eigenvalue dominance version of Theorem 4.23 for under the simple convexity condition of $f$.

Theorem 4.28 Assume that $f$ is a monotone convex function on $[a, b]$. Then, for every $A_{1}, \ldots, A_{m} \in \mathbb{M}_{n}(\mathbb{C})^{\text {sa }}$ with $\sigma\left(A_{i}\right) \subset[a, b]$ and every $C_{1}, \ldots, C_{m} \in$ $\mathbb{M}_{n}(\mathbb{C})$ with $\sum_{i=1}^{m} C_{i}^{*} C_{i}=I$, there exists a unitary $U$ such that

$$
f\left(\sum_{i=1}^{m} C_{i}^{*} A_{i} C_{i}\right) \leq U^{*}\left(\sum_{i=1}^{m} C_{i}^{*} f\left(A_{i}\right) C_{i}\right) U .
$$

Proof: Letting $f_{0}(x):=f(x)-f(0)$ we have

$$
\begin{aligned}
f\left(\sum_{i} C_{i}^{*} A_{i} C_{i}\right) & =f(0) I+f_{0}\left(\sum_{i} C_{i}^{*} A_{i} C_{i}\right) \\
\sum_{i} C_{i}^{*} f\left(A_{i}\right) C_{i} & =f(0) I+\sum_{i} C_{i}^{*} f_{0}\left(A_{i}\right) C_{i}
\end{aligned}
$$

So it may be assumed that $f(0)=0$. Set

$$
A:=\left[\begin{array}{cccc}
A_{1} & 0 & \cdots & 0 \\
0 & A_{2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A_{m}
\end{array}\right] \quad \text { and } \quad Z:=\left[\begin{array}{cccc}
C_{1} & 0 & \cdots & 0 \\
C_{2} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
C_{m} & 0 & \cdots & 0
\end{array}\right]
$$

For the block-matrices $f\left(Z^{*} A Z\right)$ and $Z^{*} f(A) Z$, we can take the (1,1)-blocks: $f\left(\sum_{i} C_{i}^{*} A_{i} C_{i}\right)$ and $\sum_{i} C_{i}^{*} f\left(A_{i}\right) C_{i}$. Moreover, 0 is for all other blocks. Hence Theorem 4.26 implies that

$$
\lambda_{k}\left(f\left(\sum_{i} C_{i}^{*} A_{i} C_{i}\right)\right) \leq \lambda_{k}\left(\sum_{i} C_{i}^{*} f\left(A_{i}\right) C_{i}\right) \quad(1 \leq k \leq n)
$$

as desired.
A special case of Theorem 4.28 is that if $f$ and $A_{1}, \ldots, A_{m}$ are as above, $\alpha_{1}, \ldots, \alpha_{m}>0$ and $\sum_{i=1}^{m} \alpha_{i}=1$, then there exists a unitary $U$ such that

$$
f\left(\sum_{i=1}^{m} \alpha_{i} A_{i}\right) \leq U^{*}\left(\sum_{i=1}^{m} \alpha_{i} f\left(A_{i}\right)\right) U .
$$

From this inequality we have a proof of Theorem 4.16.

### 4.3 Pick functions

Let $\mathbb{C}^{+}$denote the upper half-plane,

$$
\mathbb{C}^{+}:=\{z \in \mathbb{C}: \operatorname{Im} z>0\}=\left\{r e^{\mathrm{i} \varphi} \in \mathbb{C}: 0<r, 0<\varphi<\pi\right\} .
$$

Now we concentrate on analytic functions $f: \mathbb{C}^{+} \rightarrow \mathbb{C}$. Recall that the range $f\left(\mathbb{C}^{+}\right)$is a connected open subset of $\mathbb{C}$ unless $f$ is a constant. An analytic function $f: \mathbb{C}^{+} \rightarrow \mathbb{C}^{+}$is called a Pick function.

The next examples show that this concept is in connection with the matrix monotonicity property.

Example 4.29 Let $z=r e^{\mathrm{i} \theta}$ with $r>0$ and $0<\theta<\pi$. For a real parameter $0<p$ the function

$$
\begin{equation*}
f_{p}(z)=z^{p}:=r^{p} e^{\mathrm{i} p \theta} \tag{4.21}
\end{equation*}
$$

has the range in $\mathcal{P}$ if and only if $p \leq 1$.
This function $f_{p}(z)$ is a continuous extension of the real function $0 \leq x \mapsto$ $x^{p}$. The latter is matrix monotone if and only if $p \leq 1$. The similarity to the Pick function concept is essential.

Recall that the real function $0<x \mapsto \log x$ is matrix monotone as well. The principal branch of $\log z$ defined as

$$
\begin{equation*}
\log z:=\log r+\mathrm{i} \theta \tag{4.22}
\end{equation*}
$$

is a continuous extension of the real logarithm function and it is in $\mathcal{P}$ as well.

The next Nevanlinna's theorem provides the integral representation of Pick functions.

Theorem 4.30 A function $f: \mathbb{C}^{+} \rightarrow \mathbb{C}$ is in $\mathcal{P}$ if and only if there exists an $\alpha \in \mathbb{R}, a \beta \geq 0$ and a positive finite Borel measure $\nu$ on $\mathbb{R}$ such that

$$
\begin{equation*}
f(z)=\alpha+\beta z+\int_{-\infty}^{\infty} \frac{1+\lambda z}{\lambda-z} d \nu(\lambda), \quad z \in \mathbb{C}^{+} \tag{4.23}
\end{equation*}
$$

The integral representation (4.23) is also written as

$$
\begin{equation*}
f(z)=\alpha+\beta z+\int_{-\infty}^{\infty}\left(\frac{1}{\lambda-z}-\frac{\lambda}{\lambda^{2}+1}\right) d \mu(\lambda), \quad z \in \mathbb{C}^{+} \tag{4.24}
\end{equation*}
$$

where $\mu$ is a positive Borel measure on $\mathbb{R}$ given by $d \mu(\lambda):=\left(\lambda^{2}+1\right) d \nu(\lambda)$ and so

$$
\int_{-\infty}^{\infty} \frac{1}{\lambda^{2}+1} d \mu(\lambda)<+\infty
$$

Proof: The proof of the "if" part is easy. Assume that $f$ is defined on $\mathbb{C}^{+}$ as in (4.23). For each $z \in \mathbb{C}^{+}$, since

$$
\frac{f(z+\Delta z)-f(z)}{\Delta z}=\beta+\int_{\mathbb{R}} \frac{\lambda^{2}+1}{(\lambda-z)(\lambda-z-\Delta z)} d \nu(\lambda)
$$
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and

$$
\sup \left\{\left|\frac{\lambda^{2}+1}{(\lambda-z)(\lambda-z-\Delta z)}\right|: \lambda \in \mathbb{R},|\Delta z|<\frac{\operatorname{Im} z}{2}\right\}<+\infty
$$

it follows from the Lebesgue dominated convergence theorem that

$$
\lim _{\Delta \rightarrow 0} \frac{f(z+\Delta z)-f(z)}{\Delta z}=\beta+\int_{\mathbb{R}} \frac{\lambda^{2}+1}{(\lambda-z)^{2}} d \nu(\lambda) .
$$

Hence $f$ is analytic in $\mathbb{C}^{+}$. Since

$$
\operatorname{Im}\left(\frac{1+\lambda z}{\lambda-z}\right)=\frac{\left(\lambda^{2}+1\right) \operatorname{Im} z}{|\lambda-z|^{2}}, \quad z \in \mathbb{C}^{+}
$$

we have

$$
\operatorname{Im} f(z)=\left(\beta+\int_{\mathbb{R}} \frac{\lambda^{2}+1}{|\lambda-z|^{2}} d \nu(\lambda)\right) \operatorname{Im} z \geq 0
$$

for all $z \in \mathbb{C}^{+}$. Therefore, we have $f \in \mathcal{P}$. The equivalence between the two representations (4.23) and (4.24) is immediately seen from

$$
\frac{1+\lambda z}{\lambda-z}=\left(\lambda^{2}+1\right)\left(\frac{1}{\lambda-z}-\frac{\lambda}{\lambda^{2}+1}\right) .
$$

The "only if" is the significant part, whose proof is skipped here.
Note that $\alpha, \beta$ and $\nu$ in Theorem 4.30 are uniquely determined by $f$. In fact, letting $z=\mathrm{i}$ in (4.23) we have $\alpha=\operatorname{Re} f(\mathrm{i})$. Letting $z=\mathrm{i} y$ with $y>0$ we have

$$
f(\mathrm{i} y)=\alpha+\mathrm{i} \beta y+\int_{-\infty}^{\infty} \frac{\lambda\left(1-y^{2}\right)+\mathrm{i} y\left(\lambda^{2}+1\right)}{\lambda^{2}+y^{2}} d \nu(\lambda)
$$

so that

$$
\frac{\operatorname{Im} f(\mathrm{i} y)}{y}=\beta+\int_{-\infty}^{\infty} \frac{\lambda^{2}+1}{\lambda^{2}+y^{2}} d \nu(\lambda)
$$

By the Lebesgue dominated convergence theorem this yields

$$
\beta=\lim _{y \rightarrow \infty} \frac{\operatorname{Im} f(\mathrm{i} y)}{y} .
$$

Hence $\alpha$ and $\beta$ are uniquely determined by $f$. By (4.24), for $z=x+\mathrm{i} y$ we have

$$
\begin{equation*}
\operatorname{Im} f(x+\mathrm{i} y)=\beta y+\int_{-\infty}^{\infty} \frac{y}{(x-\lambda)^{2}+y^{2}} d \mu(\lambda), \quad x \in \mathbb{R}, y>0 \tag{4.25}
\end{equation*}
$$

Thus the uniqueness of $\mu$ (hence $\nu$ ) is a consequence of the so-called Stieltjes inversion formula. (For details omitted here, see [34, pp. 24-26] and [18, pp. 139-141]).

For any open interval $(a, b),-\infty \leq a<b \leq \infty$, we denote by $\mathcal{P}(a, b)$ the set of all Pick functions which admits continues extension to $\mathbb{C}^{+} \cup(a, b)$ with real values on $(a, b)$.

The next theorem is a specialization of Nevanlinna's theorem to functions in $\mathcal{P}(a, b)$.

Theorem 4.31 A function $f: \mathbb{C}^{+} \rightarrow \mathbb{C}$ is in $\mathcal{P}(a, b)$ if and only if $f$ is represented as in (4.23) with $\alpha \in \mathbb{R}, \beta \geq 0$ and a positive finite Borel measure $\nu$ on $\mathbb{R} \backslash(a, b)$.

Proof: Let $f \in \mathcal{P}$ be represented as in (4.23) with $\alpha \in \mathbb{R}, \beta \geq 0$ and a positive finite Borel measure $\nu$ on $\mathbb{R}$. It suffices to prove that $f \in \mathcal{P}(a, b)$ if and only if $\nu((a, b))=0$. First, assume that $\nu((a, b))=0$. The function $f$ expressed by $(4.23)$ is analytic in $\mathbb{C}^{+} \cup \mathbb{C}^{-}$so that $f(\bar{z})=\overline{f(z)}$ for all $z \in \mathbb{C}^{+}$. For every $x \in(a, b)$, since

$$
\sup \left\{\left|\frac{\lambda^{2}+1}{(\lambda-x)(\lambda-x-\Delta z)}\right|: \lambda \in \mathbb{R} \backslash(a, b),|\Delta z|<\frac{1}{2} \min \{x-a, b-x\}\right\}
$$

is finite, the above proof of the "if" part of Theorem 4.30 by using the Lebesgue dominated convergence theorem can work for $z=x$ as well, and so $f$ is differentiable (in the complex variable $z$ ) at $z=x$. Hence $f \in \mathcal{P}(a, b)$.

Conversely, assume that $f \in \mathcal{P}(a, b)$. It follows from (4.25) that

$$
\int_{-\infty}^{\infty} \frac{1}{(x-\lambda)^{2}+y^{2}} d \mu(\lambda)=\frac{\operatorname{Im} f(x+i y)}{y}-\beta, \quad x \in \mathbb{R}, y>0
$$

For any $x \in(a, b)$, since $f(x) \in \mathbb{R}$, we have

$$
\frac{\operatorname{Im} f(x+i y)}{y}=\operatorname{Im} \frac{f(x+i y)-f(x)}{y}=\operatorname{Re} \frac{f(x+i y)-f(x)}{i y} \longrightarrow \operatorname{Re} f^{\prime}(x)
$$

as $y \searrow 0$ and so the monotone convergence theorem yields

$$
\int_{-\infty}^{\infty} \frac{1}{(x-\lambda)^{2}} d \mu(\lambda)=\operatorname{Re} f^{\prime}(x), \quad x \in(a, b) .
$$

Hence, for any closed interval $[c, d]$ included in $(a, b)$, we have

$$
R:=\sup _{x \in[c, d]} \int_{-\infty}^{\infty} \frac{1}{(x-\lambda)^{2}} d \mu(\lambda)=\sup _{x \in[c, d]} \operatorname{Re} f^{\prime}(x)<+\infty
$$

For each $m \in \mathbb{N}$ let $c_{k}:=c+(k / m)(d-c)$ for $k=0,1, \ldots, m$. Then

$$
\begin{aligned}
\mu([c, d))= & \sum_{k=1}^{m} \mu\left(\left[c_{k-1}, c_{k}\right)\right) \leq \sum_{k=1}^{m} \int_{\left[c_{k-1}, c_{k}\right)} \frac{\left(c_{k}-c_{k-1}\right)^{2}}{\left(c_{k}-\lambda\right)^{2}} d \mu(\lambda) \\
& \leq \sum_{k=1}^{m}\left(\frac{d-c}{m}\right)^{2} \int_{-\infty}^{\infty} \frac{1}{\left(c_{k}-\lambda\right)^{2}} d \mu(\lambda) \leq \frac{(d-c)^{2} R}{m} .
\end{aligned}
$$

Letting $m \rightarrow \infty$ gives $\mu([c, d))=0$. This implies that $\mu((a, b))=0$ and therefore $\nu((a, b))=0$.

Now let $f \in \mathcal{P}(a, b)$. The above theorem says that $f(x)$ on $(a, b)$ admits the integral representation

$$
\begin{aligned}
f(x) & =\alpha+\beta x+\int_{\mathbb{R} \backslash(a, b)} \frac{1+\lambda x}{\lambda-x} d \nu(\lambda) \\
& =\alpha+\beta x+\int_{\mathbb{R} \backslash(a, b)}\left(\lambda^{2}+1\right)\left(\frac{1}{\lambda-x}-\frac{\lambda}{\lambda^{2}+1}\right) d \nu(\lambda), \quad x \in(a, b),
\end{aligned}
$$

where $\alpha, \beta$ and $\nu$ are as in the theorem. For any $n \in \mathbb{N}$ and $A, B \in \mathbb{M}_{n}^{s a}$ with $\sigma(A), \sigma(B) \subset(a, b)$, if $A \geq B$ then $(\lambda I-A)^{-1} \geq(\lambda I-B)^{-1}$ for all $\lambda \in \mathbb{R} \backslash(a, b)$ (see Example 4.1) and hence we have

$$
\begin{aligned}
f(A) & =\alpha I+\beta A+\int_{\mathbb{R} \backslash(a, b)}\left(\lambda^{2}+1\right)\left((\lambda I-A)^{-1}-\frac{\lambda}{\lambda^{2}+1} I\right) d \nu(\lambda) \\
& \geq \alpha I+\beta B+\int_{\mathbb{R} \backslash(a, b)}\left(\lambda^{2}+1\right)\left((\lambda I-B)^{-1}-\frac{\lambda}{\lambda^{2}+1} I\right) d \nu(\lambda)=f(B) .
\end{aligned}
$$

Therefore, $f \in \mathcal{P}(a, b)$ is operator monotone on $(a, b)$. It will be shown in the next section that $f$ is operator monotone on $(a, b)$ if and only if $f \in \mathcal{P}(a, b)$.

The following are examples of integral representations for typical Pick functions from Example 4.29.

Example 4.32 The principal branch $\log z$ of the logarithm in Example 4.29 is in $\mathcal{P}(0, \infty)$. Its integral representation in the form (4.24) is

$$
\log z=\int_{-\infty}^{0}\left(\frac{1}{\lambda-z}-\frac{\lambda}{\lambda^{2}+1}\right) d \lambda, \quad z \in \mathbb{C}^{+}
$$

To show this, it suffices to verify the above expression for $z=x \in(0, \infty)$, that is,

$$
\log x=\int_{0}^{\infty}\left(-\frac{1}{\lambda+x}+\frac{\lambda}{\lambda^{2}+1}\right) d \lambda, \quad x \in(0, \infty)
$$

which is immediate by a direct computation.

Example 4.33 If $0<p<1$, then $z^{p}$ defined in Example 4.29 is in $\mathcal{P}(0, \infty)$. Its integral representation in the form (4.24) is

$$
z^{p}=\cos \frac{p \pi}{2}+\frac{\sin p \pi}{\pi} \int_{-\infty}^{0}\left(\frac{1}{\lambda-z}-\frac{\lambda}{\lambda^{2}+1}\right)|\lambda|^{p} d \lambda, \quad z \in \mathbb{C}^{+}
$$

For this it suffices to verify that

$$
\begin{equation*}
x^{p}=\cos \frac{p \pi}{2}+\frac{\sin p \pi}{\pi} \int_{0}^{\infty}\left(-\frac{1}{\lambda+x}+\frac{\lambda}{\lambda^{2}+1}\right) \lambda^{p} d \lambda, \quad x \in(0, \infty), \tag{4.26}
\end{equation*}
$$

which is computed as follows.
The function

$$
\frac{z^{p-1}}{1+z}:=\frac{r^{p-1} e^{i(p-1) \theta}}{1+r e^{i \theta}}, \quad z=r e^{i \theta}, 0<\theta<2 \pi
$$

is analytic in the cut plane $\mathbb{C} \backslash(-\infty, 0]$ and we integrate it along the contour

$$
z= \begin{cases}r e^{\mathrm{i} \theta} & (\varepsilon \leq r \leq R, \theta=+0) \\ R e^{\mathrm{i} \theta} & (0<\theta<2 \pi) \\ r e^{i \theta} & (R \geq r \geq \varepsilon, \theta=2 \pi-0) \\ \varepsilon e^{i \theta} & (2 \pi>\theta>0)\end{cases}
$$

where $0<\varepsilon<1<R$. Apply the residue theorem and let $\varepsilon \searrow 0$ and $R \nearrow \infty$ to show that

$$
\begin{equation*}
\int_{0}^{\infty} \frac{t^{p-1}}{1+t} d t=\frac{\pi}{\sin p \pi} \tag{4.27}
\end{equation*}
$$

For each $x>0$, substitute $\lambda / x$ for $t$ in (4.27) to obtain

$$
x^{p}=\frac{\sin p \pi}{\pi} \int_{0}^{\infty} \frac{x \lambda^{p-1}}{\lambda+x} d \lambda, \quad x \in(0, \infty) .
$$

Since

$$
\frac{x}{\lambda+x}=\frac{1}{\lambda^{2}+1}+\left(\frac{\lambda}{\lambda^{2}+1}-\frac{1}{\lambda+x}\right) \lambda,
$$

it follows that
$x^{p}=\frac{\sin p \pi}{\pi} \int_{0}^{\infty} \frac{\lambda^{p-1}}{\lambda^{2}+1} d \lambda+\frac{\sin p \pi}{\pi} \int_{0}^{\infty}\left(\frac{\lambda}{\lambda^{2}+1}-\frac{1}{\lambda+x}\right) \lambda^{p} d \lambda, \quad x \in(0, \infty)$.
Substitute $\lambda^{2}$ for $t$ in (4.27) with $p$ replaced by $p / 2$ to obtain

$$
\int_{0}^{\infty} \frac{\lambda^{p-1}}{\lambda^{2}+1} d \lambda=\frac{\pi}{2 \sin \frac{p \pi}{2}}
$$

Hence (4.26) follows.

### 4.4 Löwner's theorem

The main aim of this section is to prove the primary result in Löwner's theory saying that an operator monotone function on $(a, b)$ belongs to $\mathcal{P}(a, b)$.

Operator monotone functions on a finite open interval $(a, b)$ are transformed into those on a symmetric interval $(-1,1)$ via an affine function. So it is essential to analyze operator monotone functions on $(-1,1)$. They are $C^{\infty}$-functions and $f^{\prime}(0)>0$ unless $f$ is constant. We denote by $\mathcal{K}$ the set of all operator monotone functions on $(-1,1)$ such that $f(0)=0$ and $f^{\prime}(0)=1$.

Lemma 4.34 Let $f \in \mathcal{K}$. Then
(1) For every $\alpha \in[-1,1],(x+\alpha) f(x)$ is operator convex on $(-1,1)$.
(2) For every $\alpha \in[-1,1],\left(1+\frac{\alpha}{x}\right) f(x)$ is operator monotone on $(-1,1)$.
(3) $f$ is twice differentiable at 0 and

$$
\frac{f^{\prime \prime}(0)}{2}=\lim _{x \rightarrow 0} \frac{f(x)-f^{\prime}(0) x}{x^{2}} .
$$

Proof: (1) The proof is based on Example 4.24, but we have to change the argument of the function. Let $\varepsilon \in(0,1)$. Since $f(x-1+\varepsilon)$ is operator monotone on $[0,2-\varepsilon)$, it follows that $x f(x-1+\varepsilon)$ is operator convex on the same interval $[0,2-\varepsilon)$. So $(x+1-\varepsilon) f(x)$ is operator convex on $(-1+\varepsilon, 1)$. By letting $\varepsilon \searrow 0,(x+1) f(x)$ is operator convex on $(-1,1)$.

We repeat the same argument with the operator monotone function $-f(-x)$ and get the operator convexity of $(x-1) f(x)$. Since

$$
(x+\alpha) f(x)=\frac{1+\alpha}{2}(x+1) f(x)+\frac{1-\alpha}{2}(x-1) f(x)
$$

this function is operator convex as well.
(2) $(x+\alpha) f(x)$ is already known to be operator convex and divided by $x$ it is operator monotone.
(3) To prove this, we use the continuous differentiability of matrix monotone functions. Then, by $(2),\left(1+\frac{1}{x}\right) f(x)$ as well as $f(x)$ is $C^{1}$ on $(-1,1)$ so that the function $h$ on $(-1,1)$ defined by $h(x):=f(x) / x$ for $x \neq 0$ and $h(0):=f^{\prime}(0)$ is $C^{1}$. This implies that

$$
h^{\prime}(x)=\frac{f^{\prime}(x) x-f(x)}{x^{2}} \longrightarrow h^{\prime}(0) \quad \text { as } x \rightarrow 0 .
$$

Therefore,

$$
f^{\prime}(x) x=f(x)+h^{\prime}(0) x^{2}+o\left(|x|^{2}\right)
$$

so that

$$
f^{\prime}(x)=h(x)+h^{\prime}(0) x+o(|x|)=h(0)+2 h^{\prime}(0) x+o(|x|) \quad \text { as } x \rightarrow 0,
$$

which shows that $f$ is twice differentiable at 0 with $f^{\prime \prime}(0)=2 h^{\prime}(0)$. Hence

$$
\frac{f^{\prime \prime}(0)}{2}=h^{\prime}(0)=\lim _{x \rightarrow 0} \frac{h(x)-h(0)}{x}=\lim _{x \rightarrow 0} \frac{f(x)-f^{\prime}(0) x}{x^{2}}
$$

and the proof is ready.

Lemma 4.35 If $f \in \mathcal{K}$, then

$$
\frac{x}{1+x} \leq f(x) \text { for } x \in(-1,0), \quad f(x) \leq \frac{x}{1-x} \text { for } x \in(0,1) .
$$

and $\left|f^{\prime \prime}(0)\right| \leq 2$.
Proof: For every $x \in(-1,1)$, Theorem 4.5 implies that

$$
\left[\begin{array}{ll}
f^{[1]}(x, x) & f^{[1]}(x, 0) \\
f^{[1]}(x, 0) & f^{[1]}(0,0)
\end{array}\right]=\left[\begin{array}{cc}
f^{\prime}(x) & f(x) / x \\
f(x) / x & 1
\end{array}\right] \geq 0
$$

and hence

$$
\begin{equation*}
\frac{f(x)^{2}}{x^{2}} \leq f^{\prime}(x) \tag{4.28}
\end{equation*}
$$

By Lemma 4.34 (1),

$$
\frac{d}{d x}(x \pm 1) f(x)=f(x)+(x \pm 1) f^{\prime}(x)
$$

is increasing on $(-1,1)$. Since $f(0) \pm f^{\prime}(0)= \pm 1$, we have

$$
\begin{align*}
& f(x)+(x-1) f^{\prime}(x) \geq-1 \quad \text { for } \quad 0<x<1  \tag{4.29}\\
& f(x)+(x+1) f^{\prime}(x) \leq 1 \quad \text { for }-1<x<0 \tag{4.30}
\end{align*}
$$

By (4.28) and (4.29) we have

$$
f(x)+1 \geq \frac{(1-x) f(x)^{2}}{x^{2}}
$$

If $f(x)>\frac{x}{1-x}$ for some $x \in(0,1)$, then

$$
f(x)+1>\frac{(1-x) f(x)}{x^{2}} \cdot \frac{x}{1-x}=\frac{f(x)}{x}
$$

so that $f(x)<\frac{x}{1-x}$, a contradiction. Hence $f(x) \leq \frac{x}{1-x}$ for all $x \in[0,1)$. A similar argument using (4.28) and (4.30) yields that $f(x) \geq \frac{x}{1+x}$ for all $x \in(-1,0]$.

Moreover, by Lemma 4.34 (3) and the two inequalities just proved,

$$
\frac{f^{\prime \prime}(0)}{2} \leq \lim _{x \searrow 0} \frac{\frac{x}{1-x}-x}{x^{2}}=\lim _{x \searrow 0} \frac{1}{1-x}=1
$$

and

$$
\frac{f^{\prime \prime}(0)}{2} \geq \lim _{x \not 0} \frac{\frac{x}{1+x}-x}{x^{2}}=\lim _{x \searrow 0} \frac{-1}{1+x}=-1
$$

so that $\left|f^{\prime \prime}(0)\right| \leq 2$.

Lemma 4.36 The set $\mathcal{K}$ is convex and compact if it is considered as a subset of the topological vector space consisting of real functions on $(-1,1)$ with the locally convex topology of pointwise convergence.

Proof: It is obvious that $\mathcal{K}$ is convex. Since $\{f(x): f \in \mathcal{K}\}$ is bounded for each $x \in(-1,1)$ thanks to Lemma 4.35 , it follows that $\mathcal{K}$ is relatively compact. To prove that $\mathcal{K}$ is closed, let $\left\{f_{i}\right\}$ be a net in $\mathcal{K}$ converging to a function $f$ on $(-1,1)$. Then it is clear that $f$ is operator monotone on $(-1,1)$ and $f(0)=0$. By Lemma $4.34(2),\left(1+\frac{1}{x}\right) f_{i}(x)$ is operator monotone on $(-1,1)$ for every $i$. Since $\lim _{x \rightarrow 0}\left(1+\frac{1}{x}\right) f_{i}(x)=f_{i}^{\prime}(0)=1$, we thus have

$$
\left(1-\frac{1}{x}\right) f_{i}(-x) \leq 1 \leq\left(1+\frac{1}{x}\right) f_{i}(x), \quad x \in(0,1) .
$$

Therefore,

$$
\left(1-\frac{1}{x}\right) f(-x) \leq 1 \leq\left(1+\frac{1}{x}\right) f(x), \quad x \in(0,1) .
$$

Since $f$ is $C^{1}$ on $(-1,1)$, the above inequalities yield $f^{\prime}(0)=1$.

Lemma 4.37 The extreme points of $\mathcal{K}$ have the form

$$
f(x)=\frac{x}{1-\lambda x}, \quad \text { where } \lambda=\frac{f^{\prime \prime}(0)}{2} .
$$

Proof: Let $f$ be an extreme point of $\mathcal{K}$. For each $\alpha \in(-1,1)$ define

$$
g_{\alpha}(x):=\left(1+\frac{\alpha}{x}\right) f(x)-\alpha, \quad x \in(-1,1) .
$$

By Lemma $4.34(2), g_{\alpha}$ is operator monotone on $(-1,1)$. Notice that

$$
g_{\alpha}(0)=f(0)+\alpha f^{\prime}(0)-\alpha=0
$$

and

$$
g_{\alpha}^{\prime}(0)=\lim _{x \rightarrow 0} \frac{\left(1+\frac{\alpha}{x}\right) f(x)-\alpha}{x}=f^{\prime}(0)+\alpha \lim _{x \rightarrow 0} \frac{f(x)-f^{\prime}(0) x}{x^{2}}=1+\frac{1}{2} \alpha f^{\prime \prime}(0)
$$

by Lemma $4.34(3)$. Since $1+\frac{1}{2} \alpha f^{\prime \prime}(0)>0$ by Lemma 4.35 , the function

$$
h_{\alpha}(x):=\frac{\left(1+\frac{\alpha}{x}\right) f(x)-\alpha}{1+\frac{1}{2} \alpha f^{\prime \prime}(0)}
$$

is in $\mathcal{K}$. Since

$$
f=\frac{1}{2}\left(1+\frac{1}{2} \alpha f^{\prime \prime}(0)\right) h_{\alpha}+\frac{1}{2}\left(1-\frac{1}{2} \alpha f^{\prime \prime}(0)\right) h_{-\alpha},
$$

the extremality of $f$ implies that $f=h_{\alpha}$ so that

$$
\left(1+\frac{1}{2} \alpha f^{\prime \prime}(0)\right) f(x)=\left(1+\frac{\alpha}{x}\right) f(x)-\alpha
$$

for all $\alpha \in(-1,1)$. This immediately implies that $f(x)=x /\left(1-\frac{1}{2} f^{\prime \prime}(0) x\right)$.

Theorem 4.38 Let $f$ be an operator monotone function on $(-1,1)$. Then there exists a probability Borel measure $\mu$ on $[-1,1]$ such that

$$
\begin{equation*}
f(x)=f(0)+f^{\prime}(0) \int_{-1}^{1} \frac{x}{1-\lambda x} d \mu(\lambda), \quad x \in(-1,1) . \tag{4.31}
\end{equation*}
$$

Proof: The essential case is $f \in \mathcal{K}$. Let $\phi_{\lambda}(x):=x /(1-\lambda x)$ for $\lambda \in[-1,1]$. By Lemmas 4.36 and 4.37 , the Krein-Milman theorem says that $\mathcal{K}$ is the closed convex hull of $\left\{\phi_{\lambda}: \lambda \in[-1,1]\right\}$. Hence there exists a net $\left\{f_{i}\right\}$ in the convex hull of $\left\{\phi_{\lambda}: \lambda \in[-1,1]\right\}$ such that $f_{i}(x) \rightarrow f(x)$ for all $x \in(-1,1)$. Each $f_{i}$ is written as $f_{i}(x)=\int_{-1}^{1} \phi_{\lambda}(x) d \mu_{i}(\lambda)$ with a probability measure $\mu_{i}$ on $[-1,1]$ with finite support. Note that the set $\mathcal{M}_{1}([-1,1])$ of probability Borel measures on $[-1,1]$ is compact in the weak* topology when considered as a subset of the dual Banach space of $C([-1,1])$. Taking a subnet we may assume that $\mu_{i}$ converges in the weak* topology to some $\mu \in \mathcal{M}_{1}([-1,1])$. For each $x \in(-1,1)$, since $\phi_{\lambda}(x)$ is continuous in $\lambda \in[-1,1]$, we have

$$
f(x)=\lim _{i} f_{i}(x)=\lim _{i} \int_{-1}^{1} \phi_{\lambda}(x) d \mu_{i}(\lambda)=\int_{-1}^{1} \phi_{\lambda}(x) d \mu(\lambda) .
$$

To prove the uniqueness of the representing measure $\mu$, let $\mu_{1}, \mu_{2}$ be probability Borel measures on $[-1,1]$ such that

$$
f(x)=\int_{-1}^{1} \phi_{\lambda}(x) d \mu_{1}(\lambda)=\int_{-1}^{1} \phi_{\lambda}(x) d \mu_{2}(\lambda), \quad x \in(-1,1) .
$$

Since $\phi_{\lambda}(x)=\sum_{k=0}^{\infty} x^{k+1} \lambda^{k}$ is uniformly convergent in $\lambda \in[-1,1]$ for any $x \in(-1,1)$ fixed, it follows that

$$
\sum_{k=0}^{\infty} x^{k+1} \int_{-1}^{1} \lambda^{k} d \mu_{1}(\lambda)=\sum_{k=0}^{\infty} x^{k+1} \int_{-1}^{1} \lambda^{k} d \mu_{2}(\lambda), \quad x \in(-1,1) .
$$

Hence $\int_{-1}^{1} \lambda^{k} d \mu_{1}(\lambda)=\int_{-1}^{1} \lambda^{k} d \mu_{2}(\lambda)$ for all $k=0,1,2, \ldots$, which implies that $\mu_{1}=\mu_{2}$.

The integral representation of the above theorem is an example of the socalled Choquet's theorem while we proved it in a direct way. The uniqueness of the representing measure $\mu$ shows that $\left\{\phi_{\lambda}: \lambda \in[-1,1]\right\}$ is actually the set of extreme points of $\mathcal{K}$. Since the pointwise convergence topology on $\left\{\phi_{\lambda}: \lambda \in[-1,1]\right\}$ agrees with the usual topology on $[-1,1]$, we see that $\mathcal{K}$ is a so-called Bauer simplex.

Theorem 4.39 (Löwner theorem) Let $-\infty \leq a<b \leq \infty$ and $f$ be $a$ real-valued function on $(a, b)$. Then $f$ is operator monotone on $(a, b)$ if and only if $f \in \mathcal{P}(a, b)$. Hence, an operator monotone function is analytic.

Proof: The "if" part was shown after Theorem 4.31. To prove the "only if", it is enough to assume that $(a, b)$ is a finite open interval. Moreover, when $(a, b)$ is a finite interval, by transforming $f$ into an operator monotone function on $(-1,1)$ via a linear function, it suffices to prove the "only if" part when $(a, b)=(-1,1)$. If $f$ is a non-constant operator monotone function on $(-1,1)$, then by using the integral representation (4.31) one can define an analytic continuation of $f$ by

$$
f(z)=f(0)+f^{\prime}(0) \int_{-1}^{1} \frac{z}{1-\lambda z} d \mu(\lambda), \quad z \in \mathbb{C}^{+}
$$

Since

$$
\operatorname{Im} f(z)=f^{\prime}(0) \int_{-1}^{1} \frac{\operatorname{Im} z}{|1-\lambda z|^{2}} d \mu(\lambda)
$$

it follows that $f$ maps $\mathbb{C}^{+}$into itself. Hence $f \in \mathcal{P}(-1,1)$.

Theorem 4.40 Let $f$ be a non-linear operator convex function on $(-1,1)$. Then there exists a unique probability Borel measure $\mu$ on $[-1,1]$ such that

$$
f(x)=f(0)+f^{\prime}(0) x+\frac{f^{\prime \prime}(0)}{2} \int_{-1}^{1} \frac{x^{2}}{1-\lambda x} d \mu(\lambda), \quad x \in(-1,1)
$$

Proof: To prove this statement, we use the result due to Kraus that if $f$ is a matrix convex function on $(a, b)$, then $f$ is $C^{2}$ and $f^{[1]}[x, \alpha]$ is matrix monotone on $(a, b)$ for every $\alpha \in(a, b)$. Then we may assume that $f(0)=f^{\prime}(0)=0$ by considering $f(x)-f(0)-f^{\prime}(0) x$. Since $g(x):=f^{[1]}[x, 0]=f(x) / x$ is a non-constant operator monotone function on $(-1,1)$. Hence by Theorem 4.38 there exists a probability Borel measure $\mu$ on $[-1,1]$ such that

$$
g(x)=g^{\prime}(0) \int_{-1}^{1} \frac{x}{1-\lambda x} d \mu(\lambda), \quad x \in(-1,1) .
$$

Since $g^{\prime}(0)=f^{\prime \prime}(0) / 2$ is easily seen, we have

$$
f(x)=\frac{f^{\prime \prime}(0)}{2} \int_{-1}^{1} \frac{x^{2}}{1-\lambda x} d \mu(\lambda), \quad x \in(-1,1)
$$

Moreover, the uniqueness of $\mu$ follows from that of the representing measure for $g$.

Theorem 4.41 Matrix monotone functions on $\mathbb{R}^{+}$have a special integral representation

$$
\begin{equation*}
f(x)=f(0)+\beta x+\int_{0}^{\infty} \frac{\lambda x}{\lambda+x} d \mu(\lambda) \tag{4.32}
\end{equation*}
$$

where $\mu$ is a measure such that

$$
\int_{0}^{\infty} \frac{\lambda}{\lambda+1} d \mu(\lambda)
$$

is finite and $\beta \geq 0$.
Since the integrand

$$
\frac{\lambda x}{\lambda+x}=\lambda-\frac{\lambda^{2}}{\lambda+x}
$$

is a matrix monotone function of $x$, see Example 4.1, one part of the Löwner theorem is straightforward. It follows from the theorem that a matrix monotone function on $\mathbb{R}^{+}$is matrix concave.

Theorem 4.42 If $f: \mathbb{R}^{+} \rightarrow \mathbb{R}$ is matrix monotone, then $x f(x)$ is matrix convex.

Proof: Let $\lambda>0$. First we check the function $f(x)=-(x+\lambda)^{-1}$. Then

$$
x f(x)=-\frac{x}{\lambda+x}=-1+\frac{\lambda}{\lambda+x}
$$

and it is well-known that $x \mapsto(x+\lambda)^{-1}$ is matrix convex.
For a general matrix monotone $f$, we use the integral decomposition (4.32) and the statement follows from the previous special case.

Theorem 4.43 If $f:(0, \infty) \rightarrow(0, \infty)$, then the following conditions are equivalent:
(1) $f$ is matrix monotone;
(2) $x / f(x)$ is matrix monotone;
(3) $f$ is matrix concave.

Proof: For $\varepsilon>0$ the function $f_{\varepsilon}(x):=f(x+\varepsilon)$ is defined on $[0, \infty)$. If the statement is proved for this function, then the limit $\varepsilon \rightarrow 0$ gives the result. So we assume $f:[0, \infty) \rightarrow(0, \infty)$.

Recall that $(1) \Rightarrow(3)$ was already remarked above.
The implication $(3) \Rightarrow(2)$ is based on Example 4.24. It says that $-f(x) / x$ is matrix monotone. Therefore $x / f(x)$ is matrix monotone as well.
$(2) \Rightarrow(1)$ : Assume that $x / f(x)$ is matrix monotone on $(0, \infty)$. Let $\alpha:=$ $\lim _{x \searrow 0} x / f(x)$. Then it follows from the Löwner representation that divided by $x$ we have

$$
\frac{1}{f(x)}=\frac{\alpha}{x}+\beta+\int_{0}^{\infty} \frac{\lambda}{\lambda+x} d \mu(\lambda) .
$$

This multiplied with -1 is the matrix monotone $-1 / f(x)$. Therefore $f(x)$ is matrix monotone as well.

It was proved that the matrix monotonicity is equivalent to the positive definiteness of the divided difference kernel. Matrix concavity has a somewhat similar property.

Theorem 4.44 Let $f:[0, \infty) \rightarrow[0, \infty)$ be a smooth function. If the divided difference kernel function is conditionally negative definite, then $f$ is matrix convex.

Proof: Example 2.42 and Theorem 4.5 give that $g(x)=x^{2} / f(x)$ is matrix monotone. Then $x / g(x)=f(x) / x$ is matrix monotone due to Theorem 4.43. Multiplying by $x$ we get a matrix convex function, Theorem 4.42.

It is not always easy to decide if a function is matrix monotone. An efficient method is based on holomorphic extension. The set $\mathbb{C}^{+}:=\{a+\mathrm{i} b: a, b \in$ $\mathbb{R}$ and $b>0\}$ is called upper half-plane. A function $\mathbb{R}^{+} \rightarrow \mathbb{R}$ is matrix monotone if and only if it has a holomorphic extension to the upper half-plane such that its range is in the closure of $\mathbb{C}^{+}$[18]. (Such functions are studied in the next section.) It is surprising that a matrix monotone function is very smooth and connected with functions of a complex variable.

Example 4.45 The representation

$$
\begin{equation*}
x^{t}=\frac{\sin \pi t}{\pi} \int_{0}^{\infty} \frac{\lambda^{t-1} x}{\lambda+x} d \lambda \tag{4.33}
\end{equation*}
$$

shows that $f(x)=x^{t}$ is matrix monotone when $0<t<1$. In other words,

$$
0 \leq A \leq B \quad \text { imply } \quad A^{t} \leq B^{t}
$$

which is often called Löwner-Heinz inequality.
We can arrive at the same conclusion by holomorphic extension. If

$$
a+\mathrm{i} b=R e^{\varphi \mathrm{i}} \quad \text { with } \quad 0 \leq \varphi \leq \pi,
$$

then $a+\mathrm{i} b \mapsto R^{t} e^{t \varphi \mathrm{i}}$ is holomorphic and it maps $\mathbb{C}^{+}$into itself when $0 \leq$ $t \leq 1$. This shows that $f(x)=x^{t}$ is matrix monotone for these values of the parameter but not for any other value.

### 4.5 Some applications

If the complex extension of a function $f: \mathbb{R}^{+} \rightarrow \mathbb{R}$ is rather natural, then it can be checked numerically that the upper half-plane remains in the upper half-plane and the function is expected to be matrix monotone. For example, $x \mapsto x^{p}$ has a natural complex extension.

Theorem 4.46 Let

$$
\begin{equation*}
f_{p}(x):=\left(\frac{p(x-1)}{x^{p}-1}\right)^{\frac{1}{1-p}} \quad(x>0) \tag{4.34}
\end{equation*}
$$

In particular, $f_{2}(x)=(x+1) / 2, f_{-1}(x)=\sqrt{x}$ and

$$
f_{1}(x):=\lim _{p \rightarrow 1} f_{p}(x)=e^{-1} x^{\frac{x}{x-1}}, \quad f_{0}(x):=\lim _{p \rightarrow 0} f_{p}(x)=\frac{x-1}{\log x} .
$$

Then $f_{p}$ is matrix monotone if $-2 \leq p \leq 2$.

Proof: First note that $f_{2}(x)=(x+1) / 2$ is the arithmetic mean, the limiting case $f_{0}(x)=(x-1) / \log x$ is the logarithmic mean and $f_{-1}(x)=\sqrt{x}$ is the geometric mean, their matrix monotonicity is well-known. If $p=-2$ then

$$
f_{-2}(x)=\frac{(2 x)^{\frac{2}{3}}}{(x+1)^{\frac{1}{3}}}
$$

which will be shown to be matrix monotone at the end of the proof.
Now let us suppose that $p \neq-2,-1,0,1,2$. By Löwner's theorem $f_{p}$ is matrix monotone if and only if it has a holomorphic continuation mapping the upper half plane into itself. We define $\log z$ as $\log 1:=0$ then in case $-2<p<$ 2 , since $z^{p}-1 \neq 0$ in the upper half plane, the real function $p(x-1) /\left(x^{p}-1\right)$ has a holomorphic continuation to the upper half plane, moreover it is continuous in the closed upper half plane, further, $p(z-1) /\left(z^{p}-1\right) \neq 0(z \neq 1)$ so $f_{p}$ also has a holomorphic continuation to the upper half plane and it is also continuous in the closed upper half plane.

Assume $-2<p<2$ then it suffices to show that $f_{p}$ maps the upper half plane into itself. We show that for every $\varepsilon>0$ there is $R>0$ such that the set $\{z:|z| \geq R, \operatorname{Im} z>0\}$ is mapped into $\{z: 0 \leq \arg z \leq \pi+\varepsilon\}$, further, the boundary $(-\infty,+\infty)$ is mapped into the closed upper half plane. Then by the well-known fact that the image of a connected open set by a holomorphic function is either a connected open set or a single point it follows that the upper half plane is mapped into itself by $f_{p}$.

Clearly, $[0,+\infty)$ is mapped into $[0, \infty)$ by $f_{p}$.
Now first suppose $0<p<2$. Let $\varepsilon>0$ be sufficiently small and $z \in\{z$ : $|z|=R, \operatorname{Im} z>0\}$ where $R>0$ is sufficiently large. Then

$$
\arg \left(z^{p}-1\right)=\arg z^{p} \pm \varepsilon=p \arg z \pm \varepsilon
$$

and similarly $\arg z-1=\arg z \pm \varepsilon$ so that

$$
\arg \frac{z-1}{z^{p}-1}=(1-p) \arg z \pm 2 \varepsilon
$$

Further,

$$
\left|\frac{z-1}{z^{p}-1}\right| \geq \frac{|z|-1}{|z|^{p}+1}=\frac{R-1}{R^{p}+1}
$$

which is large for $0<p<1$ and small for $1<p<2$ if $R$ is sufficiently large, hence

$$
\arg \left(\frac{z-1}{z^{p}-1}\right)^{\frac{1}{1-p}}=\frac{1}{1-p} \arg \left(\frac{z-1}{z^{p}-1}\right) \pm 2 \varepsilon=\arg z \pm 2 \varepsilon \frac{2-p}{1-p}
$$

Since $\varepsilon>0$ was arbitrary it follows that $\{z:|z|=R, \operatorname{Im} z>0\}$ is mapped into the upper half plane by $f_{p}$ if $R>0$ is sufficiently large.

Now, if $z \in[-R, 0)$ then $\arg (z-1)=\pi$, further, $p \pi \leq \arg \left(z^{p}-1\right) \leq \pi$ for $0<p<1$ and $\pi \leq \arg \left(z^{p}-1\right) \leq p \pi$ for $1<p<2$ whence

$$
0 \leq \arg \left(\frac{z-1}{z^{p}-1}\right) \leq(1-p) \pi \quad \text { for } \quad 0<p<1
$$

and

$$
(1-p) \pi \leq \arg \left(\frac{z-1}{z^{p}-1}\right) \leq 0 \quad \text { for } \quad 1<p<2
$$

Thus by

$$
\pi \arg \left(\frac{z-1}{z^{p}-1}\right)^{\frac{1}{1-p}}=\frac{1}{1-p} \arg \left(\frac{z-1}{z^{p}-1}\right)
$$

it follows that

$$
0 \leq \arg \left(\frac{z-1}{z^{p}-1}\right)^{\frac{1}{1-p}} \leq \pi
$$

so $z$ is mapped into the closed upper half plane.
The case $-2<p<0$ can be treated similarly by studying the arguments and noting that

$$
f_{p}(x)=\left(\frac{p(x-1)}{x^{p}-1}\right)^{\frac{1}{1-p}}=\left(\frac{|p| x^{|p|}(x-1)}{x^{|p|}-1}\right)^{\frac{1}{1+|p|}}
$$

Finally, we show that $f_{-2}(x)$ is matrix monotone. Clearly $f_{-2}$ has a holomorphic continuation to the upper half plane (which is not continuous in the closed upper half plane). If $0<\arg z<\pi$ then $\arg z^{\frac{2}{3}}=\frac{2}{3} \arg z$ and $0<\arg (z+1)<\arg z$ so

$$
0<\arg \left(\frac{z^{\frac{2}{3}}}{(z+1)^{\frac{1}{3}}}\right)<\pi
$$

thus the upper half plane is mapped into itself by $f_{-2}$.
Theorem 4.47 The function

$$
\begin{equation*}
f_{p}(x)=\left(\frac{x^{p}+1}{2}\right)^{\frac{1}{p}} \tag{4.35}
\end{equation*}
$$

is matrix monotone if and only if $-1 \leq p \leq 1$.

Proof: Observe that $f_{-1}(x)=2 x /(x+1)$ and $f_{1}(x)=(x+1) / 2$, so $f_{p}$ could be matrix monotone only if $-1 \leq p \leq 1$. We show that it is indeed matrix monotone. The case $p=0$ is well-known. Further, note that if $f_{p}$ is matrix monotone for $0<p<1$ then

$$
f_{-p}(x)=\left(\left(\frac{x^{-p}+1}{2}\right)^{\frac{1}{p}}\right)^{-1}
$$

is also matrix monotone since $x^{-p}$ is matrix monotone decreasing for $0<p \leq$ 1.

So let us assume that $0<p<1$. Then, since $z^{p}+1 \neq 0$ in the upper half plane, $f_{p}$ has a holomorphic continuation to the upper half plane (by defining $\log z$ as $\log 1=0$ ). By Löwner's theorem it suffices to show that $f_{p}$ maps the upper half plane into itself. If $0<\arg z<\pi$ then $0<\arg \left(z^{p}+1\right)<\arg z^{p}=$ $p \arg z$ so

$$
0<\arg \left(\frac{z^{p}+1}{2}\right)^{\frac{1}{p}}=\frac{1}{p} \arg \left(\frac{z^{p}+1}{2}\right)<\arg z<\pi
$$

thus $z$ is mapped into the upper half plane.
In the special case $p=\frac{1}{n}$,

$$
f_{p}(x)=\left(\frac{x^{\frac{1}{n}}+1}{2}\right)^{n}=\frac{1}{2^{n}} \sum_{k=0}^{n}\binom{n}{k} x^{\frac{k}{n}}
$$

and it is well-known that $x^{\alpha}$ is matrix monotone for $0<\alpha<1$ thus $f_{p}$ is also matrix monotone.

Theorem 4.48 For $-1 \leq p \leq 2$ the function

$$
\begin{equation*}
f_{p}(x)=p(1-p) \frac{(x-1)^{2}}{\left(x^{p}-1\right)\left(x^{1-p}-1\right)} \tag{4.36}
\end{equation*}
$$

is matrix monotone.
Proof: The special cases $p=-1,0,1,2$ are well-known. For $0<p<1$ we can use an integral representation

$$
\frac{1}{f_{p}(x)}=\frac{\sin p \pi}{\pi} \int_{0}^{\infty} d \lambda \lambda^{p-1} \int_{0}^{1} d s \int_{0}^{1} d t \frac{1}{x((1-t) \lambda+(1-s))+(t \lambda+s)}
$$

and this shows that $1 / f_{p}$ is matrix monotone decreasing since so is the integrand as a function of all variables. It follows that $f_{p}(x)$ is matrix monotone for $0<p<1$.

We use the Löwner's theorem for $1<p<2$ and $-1<p<0$ can be treated similarly. We should prove that if a complex number $z$ is in the upper half plane, then so is $f_{p}(z)$. We have

$$
f_{p}(z)=p(p-1) z^{p-1} \frac{(z-1)^{2}}{\left(z^{p}-1\right)\left(z^{p-1}-1\right)} .
$$

Then

$$
\arg f(z)=\arg z^{p-1}+\arg (z-1)^{2}-\arg \left(z^{p}-1\right)-\arg \left(z^{p-1}-1\right) .
$$

Assume that $|z|=R$ and $\operatorname{Im} z>0$. Let $\varepsilon>0$ be arbitrarily given. If $R$ is large enough then

$$
\begin{aligned}
\arg f(z)= & (p-1) \arg z+2 \arg z+O(\varepsilon)-p \arg z+O(\varepsilon) \\
& -(p-1) \arg z+O(\varepsilon) \\
= & (2-p) \arg z+O(\varepsilon) .
\end{aligned}
$$

This means $\operatorname{Im} f(z)>0$.
At last consider the image of $[-R, 0)$. We obtain

$$
\begin{gathered}
\arg z^{p-1}=(p-1) \arg z=(p-1) \pi, \\
\pi \leq \arg \left(z^{p}-1\right) \leq p \pi \\
(p-1) \pi \leq \arg \left(z^{p-1}-1\right) \leq \pi .
\end{gathered}
$$

Hence

$$
p \pi \leq \arg \left(z^{p}-1\right)+\arg \left(z^{p-1}-1\right) \leq(p+1) \pi .
$$

Thus we have

$$
\begin{aligned}
-2 \pi & =(p-1) \pi-(p+1) \pi \leq \arg z^{p-1}-\arg \left(z^{p}-1\right)-\arg \left(z^{p-1}-1\right) \\
& \leq(p-1) \pi-p \pi=-\pi
\end{aligned}
$$

or equivalently

$$
0 \leq \arg z^{p-1}-\arg \left(z^{p}-1\right)-\arg \left(z^{p-1}-1\right) \leq \pi
$$

It means $\operatorname{Im} f(z)>0$.
The strong subadditive functions are defined by the inequality (4.13). The next theorem tells that $f(x)=\log x$ is a strong subadditive function, since $\log \operatorname{det} A=\operatorname{Tr} \log A$ for a positive definite matrix $A$.

Theorem 4.49 Let

$$
S=\left[\begin{array}{ccc}
S_{11} & S_{12} & S_{13} \\
S_{12}^{*} & S_{22} & S_{23} \\
S_{13}^{*} & S_{23}^{*} & S_{33}
\end{array}\right]
$$

be a positive definite block matrix. Then

$$
\operatorname{det} S \times \operatorname{det} S_{22} \leq \operatorname{det}\left[\begin{array}{ll}
S_{11} & S_{12} \\
S_{12}^{*} & S_{22}
\end{array}\right] \times \operatorname{det}\left[\begin{array}{ll}
S_{22} & S_{23} \\
S_{23}^{*} & S_{33}
\end{array}\right]
$$

and the condition for equality is $S_{13}=S_{12} S_{22}^{-1} S_{23}$.
Proof: Take the ortho-projections

$$
P=\left[\begin{array}{lll}
I & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] \quad \text { and } \quad Q=\left[\begin{array}{ccc}
I & 0 & 0 \\
0 & I & 0 \\
0 & 0 & 0
\end{array}\right] .
$$

Since $P \leq Q$, we have the matrix inequality

$$
[P] S \leq[P] Q S Q
$$

which implies the determinant inequality

$$
\operatorname{det}[P] S \leq \operatorname{det}[P] Q S Q
$$

According to the Schur determinant formula, this is exactly the determinant inequality of the theorem.

The equality in the determinant inequality implies $[P] S=[P] Q S Q$ which is

$$
S_{11}-\left[\begin{array}{ll}
S_{12}, & S_{13}
\end{array}\right]\left[\begin{array}{cc}
S_{22} & S_{23} \\
S_{32} & S_{33}
\end{array}\right]^{-1}\left[\begin{array}{l}
S_{21} \\
S_{31}
\end{array}\right]=S_{11}-S_{12} S_{22}^{-1} S_{21}
$$

This can be written as

$$
\left[\begin{array}{ll}
S_{12}, & S_{13}
\end{array}\right]\left(\left[\begin{array}{cc}
S_{22} & S_{23}  \tag{4.37}\\
S_{32} & S_{33}
\end{array}\right]^{-1}-\left[\begin{array}{cc}
S_{22}^{-1} & 0 \\
0 & 0
\end{array}\right]\right)\left[\begin{array}{l}
S_{21} \\
S_{31}
\end{array}\right]=0
$$

For a moment, let

$$
\left[\begin{array}{ll}
S_{22} & S_{23} \\
S_{32} & S_{33}
\end{array}\right]^{-1}=\left[\begin{array}{ll}
C_{22} & C_{23} \\
C_{32} & C_{33}
\end{array}\right]
$$

Then

$$
\left[\begin{array}{ll}
S_{22} & S_{23} \\
S_{32} & S_{33}
\end{array}\right]^{-1}-\left[\begin{array}{cc}
S_{22}^{-1} & 0 \\
0 & 0
\end{array}\right]=\left[\begin{array}{cc}
C_{23} C_{33}^{-1} C_{32} & C_{23} \\
C_{32} & C_{33}
\end{array}\right]
$$

$$
=\left[\begin{array}{c}
C_{23} C_{33}^{-1 / 2} \\
C_{33}^{1 / 2}
\end{array}\right]\left[\begin{array}{ll}
C_{33}^{-1 / 2} C_{32} & C_{33}^{1 / 2}
\end{array}\right] .
$$

Comparing this with (4.37) we arrive at

$$
\left[\begin{array}{ll}
S_{12}, & S_{13}
\end{array}\right]\left[\begin{array}{c}
C_{23} C_{33}^{-1 / 2} \\
C_{33}^{1 / 2}
\end{array}\right]=S_{12} C_{23} C_{33}^{-1 / 2}+S_{13} C_{33}^{1 / 2}=0
$$

Equivalently,

$$
S_{12} C_{23} C_{33}^{-1}+S_{13}=0
$$

Since the concrete form of $C_{23}$ and $C_{33}$ is known, we can compute that $C_{23} C_{33}^{-1}=-S_{22}^{-1} S_{23}$ and this gives the condition stated in the theorem.

The next theorem gives a sufficient condition for the strong subadditivity (4.13) of functions.

Theorem 4.50 Let $f:(0,+\infty) \rightarrow \mathbb{R}$ be a function such that $-f^{\prime}$ is matrix monotone. Then the inequality (4.13) holds.

Proof: A matrix monotone function has the representation

$$
a+b x+\int_{0}^{\infty}\left(\frac{\lambda}{\lambda^{2}+1}-\frac{1}{\lambda+x}\right) d \mu(\lambda)
$$

where $b \geq 0$, see (V.49) in [18]. Therefore, we have the representation

$$
f(t)=c-\int_{1}^{t}\left(a+b x+\int_{0}^{\infty}\left(\frac{\lambda}{\lambda^{2}+1}-\frac{1}{\lambda+x}\right) d \mu(\lambda)\right) d x
$$

By integration we have

$$
f(t)=d-a t-\frac{b}{2} t^{2}+\int_{0}^{\infty}\left(\frac{\lambda}{\lambda^{2}+1}(1-t)+\log \left(\frac{\lambda}{\lambda+1}+\frac{t}{\lambda+1}\right)\right) d \mu(\lambda) .
$$

The first quadratic part satisfies the strong subadditivity and we have to check the integral. Since $\log x$ is a strongly subadditive function due to Theorem 4.49, so is the integrand. The integration keeps the property.

In the previous theorem the conditon for $f$ is

$$
\begin{equation*}
\operatorname{Tr} f(A)+\operatorname{Tr} f\left(A_{22}\right) \leq \operatorname{Tr} f(B)+\operatorname{Tr} f(C) \tag{4.38}
\end{equation*}
$$

where

$$
A=\left[\begin{array}{lll}
A_{11} & A_{12} & A_{13} \\
A_{12}^{*} & A_{22} & A_{23} \\
A_{13}^{*} & A_{23}^{*} & A_{33}
\end{array}\right]
$$

and

$$
B=\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{12}^{*} & A_{22}
\end{array}\right], \quad C=\left[\begin{array}{cc}
A_{22} & A_{23} \\
A_{23}^{*} & A_{33}
\end{array}\right] .
$$

Example 4.51 By differentiation we can see that $f(x)=-(x+t) \log (x+t)$ with $t \geq 0$ satisfies the strongly subadditivity. Similarly, $f(x)=-x^{t}$ satisfies the strongly subadditivity if $1 \leq t \leq 2$.

In some applications the matrix monotone functions

$$
f_{p}(x)=p(1-p) \frac{(x-1)^{2}}{\left(x^{p}-1\right)\left(x^{1-p}-1\right)} \quad(0<p<1)
$$

appear.
For $p=1 / 2$ this is a strongly subadditivity function. Up to a constant factor, the function is

$$
(\sqrt{x}+1)^{2}=x+2 \sqrt{x}+1
$$

and all terms are known to be strongly subadditive. The function $-f_{1 / 2}^{\prime}$ is evidently matrix monotone.

Numerical computation shows that $-f_{p}^{\prime}$ seems to be matrix monotone, but proof is not known.

For $K, L \geq 0$ and a matrix monotone function $f$, there is a very particular relation between $f(K)$ and $f(L)$. This is in the next theorem.

Theorem 4.52 Let $f: \mathbb{R}^{+} \rightarrow \mathbb{R}$ be a matrix monotone function. For positive matrices $K$ and $L$, let $P$ be the projection onto the range of $(K-L)_{+}$. Then

$$
\begin{equation*}
\operatorname{Tr} P L(f(K)-f(L)) \geq 0 \tag{4.39}
\end{equation*}
$$

Proof: From the integral representation

$$
f(x)=\int_{0}^{\infty} \frac{x(1+s)}{x+s} d \mu(s)
$$

we have
$\operatorname{Tr} P L(f(K)-f(L))=\int_{0}^{\infty}(1+s) s \operatorname{Tr} P L(K+s)^{-1}(K-L)(L+s)^{-1} d \mu(s)$.
Hence it is sufficient to prove that

$$
\operatorname{Tr} P L(K+s)^{-1}(K-L)(L+s)^{-1} \geq 0
$$

for $s>0$. Let $\Delta_{0}:=K-L$ and observe the integral representation

$$
(K+s)^{-1} \Delta_{0}(L+s)^{-1}=\int_{0}^{1} s\left(L+t \Delta_{0}+s\right)^{-1} \Delta_{0}\left(L+t \Delta_{0}+s\right)^{-1} d t
$$

So we can make another reduction:

$$
\operatorname{Tr} P L\left(L+t \Delta_{0}+s\right)^{-1} t \Delta_{0}\left(L+t \Delta_{0}+s\right)^{-1} \geq 0
$$

is enough to be shown. If $C:=L+t \Delta_{0}$ and $\Delta:=t \Delta_{0}$, then $L=C-\Delta$ and we have

$$
\begin{equation*}
\operatorname{Tr} P(C-\Delta)(C+s)^{-1} \Delta(C+s)^{-1} \geq 0 \tag{4.40}
\end{equation*}
$$

We write our operators in the form of $2 \times 2$ block matrices:

$$
V=(C+s)^{-1}=\left[\begin{array}{cc}
V_{1} & V_{2} \\
V_{2}^{*} & V_{3}
\end{array}\right], \quad P=\left[\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right], \quad \Delta=\left[\begin{array}{cc}
\Delta_{+} & 0 \\
0 & -\Delta_{-}
\end{array}\right] .
$$

The left-hand-side of the inequality (4.40) can then be rewritten as

$$
\begin{align*}
\operatorname{Tr} P(C-\Delta)(V \Delta V) & =\operatorname{Tr}[(C-\Delta)(V \Delta V)]_{11} \\
& =\operatorname{Tr}\left[\left(V^{-1}-\Delta-s\right)(V \Delta V)\right]_{11} \\
& =\operatorname{Tr}[\Delta V-(\Delta+s)(V \Delta V)]_{11} \\
& =\operatorname{Tr}\left(\Delta_{+} V_{11}-\left(\Delta_{+}+s\right)(V \Delta V)_{11}\right) \\
& =\operatorname{Tr}\left(\Delta_{+}(V-V \Delta V)_{11}-s(V \Delta V)_{11}\right) . \tag{4.41}
\end{align*}
$$

Because of the positivity of $L$, we have $V^{-1} \geq \Delta+s$, which implies $V=$ $V V^{-1} V \geq V(\Delta+s) V=V \Delta V+s V^{2}$. As the diagonal blocks of a positive operator are themselves positive, this further implies

$$
V_{1}-(V \Delta V)_{11} \geq s\left(V^{2}\right)_{11}
$$

Inserting this in (4.41) gives

$$
\begin{aligned}
\operatorname{Tr}\left[\left(V^{-1}-\Delta-s\right)(V \Delta V)\right]_{11} & =\operatorname{Tr}\left(\Delta_{+}(V-V \Delta V)_{11}-s(V \Delta V)_{11}\right) \\
& \geq \operatorname{Tr}\left(\Delta_{+} s\left(V^{2}\right)_{11}-s(V \Delta V)_{11}\right) \\
& =s \operatorname{Tr}\left(\Delta_{+}\left(V^{2}\right)_{11}-(V \Delta V)_{11}\right) \\
& =s \operatorname{Tr}\left(\Delta_{+}\left(V_{1} V_{1}+V_{2} V_{2}^{*}\right)-\left(V_{1} \Delta_{+} V_{1}\right.\right. \\
& \left.-V_{2} \Delta_{-} V_{2}^{*}\right) \\
& =s \operatorname{Tr}\left(\Delta_{+} V_{2} V_{2}^{*}+V_{2} \Delta_{-} V_{2}^{*}\right) .
\end{aligned}
$$

This quantity is positive.

Theorem 4.53 Let $A$ and $B$ be positive operators, then for all $0 \leq s \leq 1$,

$$
\begin{equation*}
2 \operatorname{Tr} A^{s} B^{1-s} \geq \operatorname{Tr}(A+B-|A-B|) \tag{4.42}
\end{equation*}
$$

Proof: For a self-adjoint operator $X, X_{ \pm}$denotes its positive and negative parts. Decomposing $A-B=(A-B)_{+}-(A-B)_{-}$one gets

$$
\operatorname{Tr} A+\operatorname{Tr} B-\operatorname{Tr}|A-B|=2 \operatorname{Tr} A-2 \operatorname{Tr}(A-B)_{+},
$$

and (4.42) is equivalent to

$$
\operatorname{Tr} A-\operatorname{Tr} B^{s} A^{1-s} \leq \operatorname{Tr}(A-B)_{+}
$$

From $B \leq B+(A-B)_{+}$,

$$
A \leq A+(A-B)_{-}=B+(A-B)_{+}
$$

and matrix monotonicity of the function $x \mapsto x^{s}$, we can write

$$
\begin{aligned}
\operatorname{Tr} A-\operatorname{Tr} B^{s} A^{1-s} & =\operatorname{Tr}\left(A^{s}-B^{s}\right) A^{1-s} \leq \operatorname{Tr}\left(\left(B+(A-B)_{+}\right)^{s}-B^{s}\right) A^{1-s} \\
& \leq \operatorname{Tr}\left(\left(B+(A-B)_{+}\right)^{s}-B^{s}\right)\left(B+(A-B)_{+}\right)^{1-s} \\
& =\operatorname{Tr} B+\operatorname{Tr}(A-B)_{+}-\operatorname{Tr} B^{s}\left(B+(A-B)_{+}\right)^{1-s} \\
& \leq \operatorname{Tr} B+\operatorname{Tr}(A-B)_{+}-\operatorname{Tr} B^{s} B^{1-s} \\
& =\operatorname{Tr}(A-B)_{+}
\end{aligned}
$$

and the statement is obtained.

Theorem 4.54 If $0 \leq A, B$ and $f:[0, \infty) \rightarrow \mathbb{R}$ is a matrix monotone function, then

$$
2 A f(A)+2 B f(B) \geq \sqrt{A+B}(f(A)+f(B)) \sqrt{A+B}
$$

The following result is Lieb's extension of the Golden-Thompson inequality.

Theorem 4.55 (Golden-Thompson-Lieb) Let $A, B$ and $C$ be self-adjoint matrices. Then

$$
\operatorname{Tr} e^{A+B+C} \leq \int_{0}^{\infty} \operatorname{Tr} e^{A}\left(t+e^{-C}\right)^{-1} e^{B}\left(t+e^{-C}\right)^{-1} d t
$$

Proof: Another formulation of the statement is

$$
\operatorname{Tr} e^{A+B-\log D} \leq \operatorname{Tr} e^{A} \mathbb{J}_{D}^{-1}\left(e^{B}\right)
$$

where

$$
\mathbb{J}_{D}^{-1} K=\int_{0}^{\infty}(t+D)^{-1} K(t+D)^{-1} d t
$$

(which is the formulation of (3.50)). We choose $L=-\log D+A, \beta=e^{B}$ and conclude from (4.14) that the functional

$$
F: \beta \mapsto-\operatorname{Tr} e^{L+\log \beta}
$$

is convex on the cone of invertible positive matrices. It is also homogeneous of order 1 and the hypothesis of Lemma 4.56 (from below) is fulfilled. So

$$
\begin{aligned}
-\operatorname{Tr} e^{A+B-\log D} & =-\operatorname{Tr} \exp (L+\log \beta)=F(\beta) \\
& \geq-\left.\frac{d}{d x} \operatorname{Tr} \exp (L+\log (D+x \beta))\right|_{x=0} \\
& =-\operatorname{Tr} e^{A} \mathbb{J}_{D}^{-1}(\beta)=-\operatorname{Tr} e^{A} \mathbb{J}_{D}^{-1}\left(e^{B}\right)
\end{aligned}
$$

This is the statement with a - sign.
Lemma 4.56 Let $C$ be a convex cone in a vector space and $F: C \rightarrow \mathbb{R}$ be a convex function such that $F(\lambda A)=\lambda F(A)$ for every $\lambda>0$ and $A \in C$. If the limit

$$
\lim _{x \rightarrow+0} \frac{F(A+x B)-F(A)}{x} \equiv \partial_{B} F(A)
$$

exists, then

$$
F(B) \geq \partial_{B} F(A)
$$

If the equality holds here, then $F(A+x B)=(1-x) F(A)+x F(A+B)$ for $0 \leq x \leq 1$.

Proof: Set a function $f:[0,1] \rightarrow \mathbb{R}$ by $f(x)=F(A+x B)$. This function is convex:

$$
\begin{aligned}
f\left(\lambda x_{1}+(1-\lambda) x_{2}\right) & =F\left(\lambda\left(A+x_{1} B\right)+(1-\lambda)\left(A+x_{2} B\right)\right) \\
& \left.\leq \lambda F\left(A+x_{1} B\right)+(1-\lambda) F\left(A+x_{2} B\right)\right) \\
& =\lambda f\left(x_{1}\right)+(1-\lambda) f\left(x_{2}\right) .
\end{aligned}
$$

The assumption is the existence of the derivative $f^{\prime}(0)$. From the convexity

$$
F(A+B)=f(1) \geq f(0)+f^{\prime}(0)=F(A)+\partial_{B} F(A)
$$

Actually, $F$ is subadditive,

$$
F(A+B)=2 F(A / 2+B / 2) \leq F(A)+F(B)
$$

and the stated inequality follows.
If $f^{\prime}(0)+f(0)=f(1)$, then $f(x)-f(0)$ is linear. (This has also the description that $f^{\prime \prime}(x)=0$.)

When $C=0$ in Theorem 4.55, then we have

$$
\begin{equation*}
\operatorname{Tr} e^{A+B} \leq \operatorname{Tr} e^{A} e^{B} \tag{4.43}
\end{equation*}
$$

which is the original Golden-Thompson inequality. If $B C=C B$, then in the right-hand-side, the integral

$$
\int_{0}^{\infty}\left(t+e^{-C}\right)^{-2} d t
$$

appears. This equals to $e^{C}$ and we have $\operatorname{Tr} e^{A+B+C} \leq \operatorname{Tr} e^{A} e^{B} e^{C}$. Without the assumption $B C=C B$, this inequality is not true.

The Golden-Thompson inequality is equivalent to a kind of monotonicity of the relative entropy, see [68]. An example of the application of the Golden-Thompson-Lieb inequality is the strong subadditivity of the von Neumann entropy.

### 4.6 Notes and remarks

About convex analysis R. Tyrell Rockafellar has a famous book: Convex Analysis. Princeton: Princeton University Press, 1970.

The matrix monotonicity of the function (4.36) for $0<p<1$ was recognized in [69], a proof for $p \in[-1,2]$ is in the paper V.E. Sándor Szabó, A class of matrix monotone functions, Linear Algebra Appl. 420(2007), 79-85. Another relevant subject is [15] and there is an extension:

$$
\frac{(x-a)(x-b)}{(f(x)-f(a))(x / f(x)-b / f(b))}
$$

in the paper M. Kawasaki and M. Nagisa, Some operator monotone functions related to Petz-Hasegawa's functions. $\left(a=b=1\right.$ and $f(x)=x^{p}$ covers (4.36).)

The original result of Karl Löwner is from 1934 (and he changed his name to Charles Loewner when he emigrated to the US). Apart from Löwner's
original proof, three different proofs, for example by Bendat and Sherman based on the Hamburger moment problem, by Korányi based on the spectral theorem of self-adjoint operators, and by Hansen and Pedersen based on the Krein-Milman theorem. In all of them, the integral representation of operator monotone functions was obtained to prove Löwner's theorem. The proof presented here is based on [38].

The integral representation (4.17) was obtained by Julius Bendat and Seymur Sherman [14]. Theorems 4.16 and 4.22 are from the paper of Frank Hansen and Gert G. Pedersen [38]. Theorem 4.26 is from the papers of J.-C. Bourin [26, 27].

Theorem 4.46 is from the paper Ádám Besenyei and Dénes Petz, Completely positive mappings and mean matrices, Linear Algebra Appl. 435 (2011), 984-997. Theorem 4.47 was already given in the paper Fumio Hiai and Hideki Kosaki, Means for matrices and comparison of their norms, Indiana Univ. Math. J. 48 (1999), 899-936.

Theorem 4.50 is from the paper [13]. It is an interesting question if the opposite statement is true.

Theorem 4.52 was obtained by Koenraad Audenaert, see the paper K. M. R. Audenaert, J. Calsamiglia, L. Masanes, R. Munoz-Tapia, A. Acin, E. Bagan, F. Verstraete, The quantum Chernoff bound, Phys. Rev. Lett. 98, 160501 (2007). The quantum information application is contained in the same paper and also in the book [68].

### 4.7 Exercises

1. Prove that the function $\kappa: \mathbb{R}^{+} \rightarrow \mathbb{R}, \kappa(x)=-x \log x+(x+1) \log (x+1)$ is matrix monotone.
2. Give an example that $f(x)=x^{2}$ is not matrix monotone on any positive interval.
3. Show that $f(x)=e^{x}$ is not matrix monotone on $[0, \infty)$.
4. Show that if $f: \mathbb{R}^{+} \rightarrow \mathbb{R}$ is a matrix monotone function, then $-f$ is a completely monotone function.
5. Let $f$ be a differentiable function on the interval $(a, b)$ such that for some $a<c<b$ the function $f$ is matrix monotone for $2 \times 2$ matrices on the intervals ( $a, c]$ and $[c, b$ ). Show that $f$ is matrix monotone for $2 \times 2$ matrices on (a,b).
6. Show that the function

$$
f(x)=\frac{a x+b}{c x+d} \quad(a, b, c, d \in \mathbb{R}, \quad a d>b c)
$$

is matrix monotone on any interval which does not contain $-d / c$.
7. Use the matrices

$$
A=\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right] \quad \text { and } \quad B=\left[\begin{array}{ll}
2 & 1 \\
1 & 1
\end{array}\right]
$$

to show that $f(x)=\sqrt{x^{2}+1}$ is not a matrix monotone function on $\mathbb{R}^{+}$.
8. Let $f: \mathbb{R}^{+} \rightarrow \mathbb{R}$ be a matrix monotone function. Prove the inequality

$$
\begin{equation*}
A f(A)+B f(B) \leq \frac{1}{2}(A+B)^{1 / 2}(f(A)+f(B))(A+B)^{1 / 2} \tag{4.44}
\end{equation*}
$$

for positive matrices $A$ and $B$. (Hint: Use that $f$ is matrix concave and $x f(x)$ is matrix convex.)
9. Show that the canonical representing measure in (5.46) for the standard matrix monotone function $f(x)=(x-1) / \log x$ is the measure

$$
d \mu(\lambda)=\frac{2}{(1+\lambda)^{2}} d \lambda .
$$

10. The function

$$
\begin{equation*}
\log _{\alpha}(x)=\frac{x^{1-\alpha}-1}{1-\alpha} \quad(x>0, \quad \alpha>0, \quad \alpha \neq 1) \tag{4.45}
\end{equation*}
$$

is called $\alpha$-logaritmic function. Is it matrix monotone?
11. Give an example of a matrix convex function such that the derivative is not matrix monotone.
12. Show that $f(z)=\tan z:=\sin z / \cos z$ is in $\mathcal{P}$, where $\cos z:=\left(e^{i z}+\right.$ $\left.e^{-i z}\right) / 2$ and $\sin z:=\left(e^{i z}-e^{-i z}\right) / 2 i$.
13. Show that $f(z)=-1 / z$ is in $\mathcal{P}$.
14. Show that the extreme points of the set

$$
\mathcal{S}_{n}:=\left\{D \in \mathbb{M}_{n}^{s a}: D \geq 0 \quad \text { and } \quad \operatorname{Tr} D=1\right\}
$$

are the orthogonal projections of trace 1. Show that for $n>2$ not all points in the boundary are extreme.
15. Let the block matrix

$$
M=\left[\begin{array}{cc}
A & B \\
B^{*} & C
\end{array}\right]
$$

be positive and $f: \mathbb{R}^{+} \rightarrow \mathbb{R}$ be a convex function. Show that

$$
\operatorname{Tr} f(M) \geq \operatorname{Tr} f(A)+\operatorname{Tr} f(C)
$$

16. Show that for $A, B \in \mathbb{M}_{n}^{s a}$ the inequality

$$
\log \operatorname{Tr} e^{A+B} \geq \log \operatorname{Tr} e^{A}+\frac{\operatorname{Tr} B e^{A}}{\operatorname{Tr} e^{A}}
$$

holds. (Hint: Use the function (4.8).)
17. Let the block matrix

$$
M=\left[\begin{array}{cc}
A & B \\
B^{*} & C
\end{array}\right]
$$

be positive and invertible. Show that

$$
\operatorname{det} M \leq \operatorname{det} A \cdot \operatorname{det} C
$$

18. Show that for $A, B \in \mathbb{M}_{n}^{s a}$ the inequality

$$
\left|\log \operatorname{Tr} e^{A+B}-\log \operatorname{Tr} e^{A}\right| \leq\|B\|
$$

holds. (Hint: Use the function (4.8).)
19. Is it true that the function

$$
\begin{equation*}
\eta_{\alpha}(x)=\frac{x^{\alpha}-x}{1-\alpha} \quad(x>0) \tag{4.46}
\end{equation*}
$$

is matrix concave if $\alpha \in(0,2)$ ?

## Chapter 5

## Matrix means and inequalities

The means of numbers is a popular subject. The inequality

$$
\frac{2 a b}{a+b} \leq \sqrt{a b} \leq \frac{a+b}{2}
$$

is well-known for the harmonic, geometric and arithmetic means of positive numbers. If we move from $1 \times 1$ matrices to $n \times n$ matrices, then arithmetic mean does not require any theory. Historically the harmonic mean was the first essential subject for matrix means, from the point of view of some applications the name parallel sum was popular.

Carl Friedrich Gauss worked about an iteration in the period 1791 until 1828:

$$
\begin{aligned}
& a_{0}:=a, \quad b_{0}:=b, \\
& a_{n+1}:=\frac{a_{n}+b_{n}}{2}, \quad b_{n+1}:=\sqrt{a_{n} b_{n}},
\end{aligned}
$$

then the (joint) limit is called Gauss arithmetic-geometric mean $\mathbf{A G}(a, b)$ today. It has a non-trivial characterization:

$$
\begin{equation*}
\frac{1}{\mathbf{A G}(a, b)}=\frac{2}{\pi} \int_{0}^{\infty} \frac{d t}{\sqrt{\left(a^{2}+t^{2}\right)\left(b^{2}+t^{2}\right)}} \tag{5.1}
\end{equation*}
$$

In this chapter, first the geometric mean will be generalized for positive matrices and several other means will be studied in terms of operator monotone functions. There is also a natural (limit) definition for the mean of several matrices, but explicit description is rather hopeless.

### 5.1 The geometric mean

The geometric mean will be introduced by a motivation including a Riemannian manifold.

The positive definite matrices might be considered as the variance of multivariate normal distributions and the information geometry of Gaussians yields a natural Riemannian metric. Those distributions (with 0 expectation) are given by a positive definite matrix $A \in \mathbb{M}_{n}$ in the form

$$
\begin{equation*}
f_{A}(x):=\frac{1}{(2 \pi)^{n} \operatorname{det} A} \exp \left(-\left\langle A^{-1} x, x\right\rangle / 2\right) \quad\left(x \in \mathbb{C}^{n}\right) \tag{5.2}
\end{equation*}
$$

The set $\mathcal{P}$ of positive definite matrices can be considered as an open subset of the Euclidean space $\mathbb{R}^{n^{2}}$ and they form a manifold. The tangent vectors at a footpoint $A \in \mathcal{P}$ are the self-adjoint matrices $\mathbb{M}_{n}^{s a}$.

A standard way to construct an information geometry is to start with an information potential function and to introduce the Riemannian metric by the Hessian of the potential. The information potential is the Boltzmann entropy

$$
\begin{equation*}
S\left(f_{A}\right):=-\int f_{A}(x) \log f_{A}(x) d x=C+\operatorname{Tr} \log A \quad(C \text { is a constant }) . \tag{5.3}
\end{equation*}
$$

The Hessian is

$$
\left.\frac{\partial^{2}}{\partial s \partial t} S\left(f_{A+t H_{1}+s H_{2}}\right)\right|_{t=s=0}=\operatorname{Tr} A^{-1} H_{1} A^{-1} H_{2}
$$

and the inner product on the tangent space at $A$ is

$$
\begin{equation*}
g_{A}\left(H_{1}, H_{2}\right)=\operatorname{Tr} A^{-1} H_{1} A^{-1} H_{2} . \tag{5.4}
\end{equation*}
$$

We note here that this geometry has many symmetries, each congruence transformation of the matrices becomes a symmetry. Namely for any invertible matrix $S$,

$$
\begin{equation*}
g_{S A S^{*}}\left(S H_{1} S^{*}, S H_{2} S^{*}\right)=g_{A}\left(H_{1}, H_{2}\right) . \tag{5.5}
\end{equation*}
$$

A $C^{1}$ differentiable function $\gamma:[0,1] \rightarrow \mathcal{P}$ is called a curve, its tangent vector at $t$ is $\gamma^{\prime}(t)$ and the length of the curve is

$$
\int_{0}^{1} \sqrt{g_{\gamma(t)}\left(\gamma^{\prime}(t), \gamma^{\prime}(t)\right)} d t
$$

Given $A, B \in \mathcal{P}$ the curve

$$
\begin{equation*}
\gamma(t)=A^{1 / 2}\left(A^{-1 / 2} B A^{-1 / 2}\right)^{t} A^{1 / 2} \quad(0 \leq t \leq 1) \tag{5.6}
\end{equation*}
$$

connects these two points: $\gamma(0)=A, \gamma(1)=B$. This is the shortest curve connecting the two points, it is called a geodesic.

Lemma 5.1 The geodesic connecting $A, B \in \mathcal{P}$ is (5.6) and the geodesic distance is

$$
\delta(A, B)=\left\|\log \left(A^{-1 / 2} B A^{-1 / 2}\right)\right\|_{2},
$$

where $\|\cdot\|_{2}$ stands for the Hilbert-Schmidt norm.
Proof: Due to the property (5.5) we may assume that $A=I$, then $\gamma(t)=$ $B^{t}$. Let $\ell(t)$ be a curve in $\mathbb{M}_{n}^{s a}$ such that $\ell(0)=\ell(1)=0$. This will be used for the perturbation of the curve $\gamma(t)$ in the form $\gamma(t)+\varepsilon \ell(t)$.

We want to differentiate the length

$$
\int_{0}^{1} \sqrt{g_{\gamma(t)+\varepsilon \ell(t)}\left(\gamma^{\prime}(t)+\varepsilon \ell^{\prime}(t), \gamma^{\prime}(t)+\varepsilon \ell^{\prime}(t)\right)} d t
$$

with respect to $\varepsilon$ at $\varepsilon=0$. Note that

$$
g_{\gamma(t)}\left(\gamma^{\prime}(t), \gamma^{\prime}(t)\right)=\operatorname{Tr} B^{-t} B^{t}(\log B) B^{-t} B^{t} \log B=\operatorname{Tr}(\log B)^{2}
$$

does not depend on $t$. When $\gamma(t)=B^{t}(0 \leq t \leq 1)$, the derivative of the above integral at $\varepsilon=0$ is

$$
\begin{aligned}
& \int_{0}^{1} \frac{1}{2}\left(\left.g_{\gamma(t)}\left(\gamma^{\prime}(t), \gamma^{\prime}(t)\right)^{-1 / 2} \frac{\partial}{\partial \varepsilon} g_{\gamma(t)+\varepsilon \ell(t)}\left(\gamma^{\prime}(t)+\varepsilon \ell^{\prime}(t), \gamma^{\prime}(t)+\varepsilon \ell^{\prime}(t)\right)\right|_{\varepsilon=0} d t\right. \\
& =\frac{1}{2 \sqrt{\operatorname{Tr}(\log B)^{2}}} \times \int_{0}^{1} \frac{\partial}{\partial \varepsilon} \operatorname{Tr} \\
& \left.\left(B^{t}+\varepsilon \ell(t)\right)^{-1}\left(B^{t} \log B+\varepsilon \ell^{\prime}(t)\right)\left(B^{t}+\varepsilon \ell(t)\right)^{-1}\left(B^{t} \log B+\varepsilon \ell^{\prime}(t)\right)\right|_{\varepsilon=0} d t \\
& =\frac{1}{\sqrt{\operatorname{Tr}(\log B)^{2}}} \int_{0}^{1} \operatorname{Tr}\left(-B^{-t}(\log B)^{2} \ell(t)+B^{-t}(\log B) \ell^{\prime}(t)\right) d t .
\end{aligned}
$$

To remove $\ell^{\prime}(t)$, we integrate by part the second term:

$$
\int_{0}^{1} \operatorname{Tr} B^{-t}(\log B) \ell^{\prime}(t) d t=\left[\operatorname{Tr} B^{-t}(\log B) \ell(t)\right]_{0}^{1}+\int_{0}^{1} \operatorname{Tr} B^{-t}(\log B)^{2} \ell(t) d t
$$

Since $\ell(0)=\ell(1)=0$, the first term vanishes here and the derivative at $\varepsilon=0$ is 0 for every perturbation $\ell(t)$. Thus we can conclude that $\gamma(t)=B^{t}$ is the geodesic curve between $I$ and $B$. The distance is

$$
\int_{0}^{1} \sqrt{\operatorname{Tr}(\log B)^{2}} d t=\sqrt{\operatorname{Tr}(\log B)^{2}}
$$

The lemma is proved.

The midpoint of the curve (5.6) will be called the geometric mean of $A, B \in \mathcal{P}$ and denoted by $A \# B$, that is,

$$
\begin{equation*}
A \# B:=A^{1 / 2}\left(A^{-1 / 2} B A^{-1 / 2}\right)^{1 / 2} A^{1 / 2} . \tag{5.7}
\end{equation*}
$$

The motivation is the fact that in case of $A B=B A$ the midpoint is $\sqrt{A B}$. This geodesic approach will give an idea for the geometric mean of three matrices as well.

Let $A, B \geq 0$ and assume that $A$ is invertible. We want to study the positivity of the matrix

$$
\left[\begin{array}{cc}
A & X  \tag{5.8}\\
X & B
\end{array}\right] .
$$

for a positive $X$. The positivity of the block-matrix implies

$$
B \geq X A^{-1} X
$$

see Theorem 2.1. From the matrix monotonicity of the square root function (Example 3.26), we obtain $\left(A^{-1 / 2} B A^{-1 / 2}\right)^{1 / 2} \geq A^{-1 / 2} X A^{-1 / 2}$, or

$$
A^{1 / 2}\left(A^{-1 / 2} B A^{-1 / 2}\right)^{1 / 2} A^{1 / 2} \geq X
$$

It is easy to see that for $X=A \# B$, the block matrix (5.8) is positive. Therefore, $A \# B$ is the largest positive matrix $X$ such that (5.8) is positive.
(5.7) is the definition for invertible $A$. For a non-invertible $A$, an equivalent possibility is

$$
A \# B:=\lim _{\varepsilon \rightarrow+0}(A+\varepsilon I) \# B
$$

(The characterization with (5.8) remains true in this general case.) If $A B=$ $B A$, then $A \# B=A^{1 / 2} B^{1 / 2}\left(=(A B)^{1 / 2}\right)$. The inequality between geometric and arithmetic means holds also for matrices, see Exercise 1.

Example 5.2 The partial ordering $\leq$ of operators has a geometric interpretation for projections. The relation $P \leq Q$ is equivalent to $\operatorname{Ran} P \subset \operatorname{Ran} Q$, that is $P$ projects to a smaller subspace than $Q$. This implies that any two projections $P$ and $Q$ have a largest lower bound denoted by $P \wedge Q$. This operator is the orthogonal projection to the (closed) subspace $\operatorname{Ran} P \cap \operatorname{Ran} Q$.

We want to show that $P \# Q=P \wedge Q$. First we show that the block-matrix

$$
\left[\begin{array}{cc}
P & P \wedge Q \\
P \wedge Q & Q
\end{array}\right]
$$

is positive. This is equivalent to the relation

$$
\left[\begin{array}{cc}
P+\varepsilon P^{\perp} & P \wedge Q  \tag{5.9}\\
P \wedge Q & Q
\end{array}\right] \geq 0
$$

for every constant $\varepsilon>0$. Since

$$
(P \wedge Q)\left(P+\varepsilon P^{\perp}\right)^{-1}(P \wedge Q)=P \wedge Q
$$

is smaller than $Q$, the positivity (5.9) is true due to Theorem 2.1. We conclude that $P \# Q \geq P \wedge Q$.

The positivity of

$$
\left[\begin{array}{cc}
P+\varepsilon P^{\perp} & X \\
X & Q
\end{array}\right]
$$

gives the condition

$$
Q \geq X\left(P+\varepsilon^{-1} P^{\perp}\right) X=X P X+\varepsilon^{-1} X P^{\perp} X
$$

Since $\varepsilon>0$ is arbitrary, $X P^{\perp} X=0$. The latter condition gives $X=X P$. Therefore, $Q \geq X^{2}$. Symmetrically, $P \geq X^{2}$ and Corollary 2.25 tells us that $P \wedge Q \geq X^{2}$ and so $P \wedge Q \geq X$.

Theorem 5.3 Assume that $A_{1}, A_{2}, B_{1}, B_{2}$ are positive matrices and $A_{1} \leq$ $B_{1}, A_{2} \leq B_{2}$. Then $A_{1} \# A_{2} \leq B_{1} \# B_{2}$.

Proof: The statement is equivalent to the positivity of the block-matrix

$$
\left[\begin{array}{cc}
B_{1} & A_{1} \# A_{2} \\
A_{1} \# A_{2} & B_{2}
\end{array}\right] .
$$

This is a sum of positive matrices:

$$
\left[\begin{array}{cc}
A_{1} & A_{1} \# A_{2} \\
A_{1} \# A_{2} & A_{2}
\end{array}\right]+\left[\begin{array}{cc}
B_{1}-A_{1} & 0 \\
0 & B_{2}-A_{2}
\end{array}\right] .
$$

The proof is complete.
The next theorem says that the function $f(x)=x^{t}$ is matrix monotone for $0<t<1$. The present proof is based on the geometric mean, the result is called the Löwner-Heinz inequality.

Theorem 5.4 Assume that for the matrices $A$ and $B$ the inequalities $0 \leq$ $A \leq B$ hold and $0<t<1$ is a real number. Then $A^{t} \leq B^{t}$.

Proof: Due to the continuity, it is enough to show the case $t=k / 2^{n}$, that is, $t$ is a dyadic rational number. We use Theorem 5.3 to deduce from the inequalities $A \leq B$ and $I \leq I$ the inequality

$$
A^{1 / 2}=A \# I \leq B \# I=B^{1 / 2} .
$$

A second application of Theorem 5.3 gives similarly $A^{1 / 4} \leq B^{1 / 4}$ and $A^{3 / 4} \leq$ $B^{3 / 4}$. The procedure can be continued to cover all dyadic rational powers. Arbitrary $t \in[0,1]$ can be the limit of dyadic numbers.

Theorem 5.5 The geometric mean of matrices is jointly concave, that is,

$$
\frac{A_{1}+A_{2}}{2} \# \frac{A_{3}+A_{4}}{2} \geq \frac{A_{1} \# A_{3}+A_{2} \# A_{4}}{2}
$$

Proof: The block-matrices

$$
\left[\begin{array}{cc}
A_{1} & A_{1} \# A_{2} \\
A_{1} \# A_{2} & A_{2}
\end{array}\right] \quad \text { and } \quad\left[\begin{array}{cc}
A_{3} & A_{3} \# A_{4} \\
A_{4} \# A_{3} & A_{4}
\end{array}\right]
$$

are positive and so is there arithmetic mean,

$$
\left[\begin{array}{cc}
\frac{1}{2}\left(A_{1}+A_{3}\right) & \frac{1}{2}\left(A_{1} \# A_{2}+A_{3} \# A_{4}\right) \\
\frac{1}{2}\left(A_{1} \# A_{2}+A_{3} \# A_{4}\right) & \frac{1}{2}\left(A_{2}+A_{4}\right)
\end{array}\right]
$$

Therefore the off-diagonal entry is smaller than the geometric mean of the diagonal entries.

Note that the jointly concave property is equivalent with the slightly simpler formula

$$
\begin{equation*}
\left(A_{1}+A_{2}\right) \#\left(A_{3}+A_{4}\right) \geq\left(A_{1} \# A_{3}\right)+\left(A_{2} \# A_{4}\right) \tag{5.10}
\end{equation*}
$$

Later this inequality will be used.
The next theorem of Ando [6] is a generalization of Example 5.2. For the sake of simplicity the formulation is in block-matrices.

Theorem 5.6 Take an ortho-projection $P$ and a positive invertible matrix $R$ :

$$
P=\left[\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right], \quad R=\left[\begin{array}{ll}
R_{11} & R_{12} \\
R_{21} & R_{22}
\end{array}\right]
$$

The geometric mean is the following:

$$
P \# R=\left(P R^{-1} P\right)^{-1 / 2}=\left[\begin{array}{cc}
\left(R_{11}-R_{12} R_{22}^{-1} R_{21}\right)^{-1 / 2} & 0 \\
0 & 0
\end{array}\right] .
$$

Proof: We have already $P$ and $R$ in block-matrix form. Due to (5.8) we are looking for positive matrices

$$
X=\left[\begin{array}{ll}
X_{11} & X_{12} \\
X_{21} & X_{22}
\end{array}\right]
$$

such that

$$
\left[\begin{array}{cc}
P & X \\
X & R
\end{array}\right]=\left[\begin{array}{cccc}
I & 0 & X_{11} & X_{12} \\
0 & 0 & X_{21} & X_{22} \\
X_{11} & X_{12} & R_{11} & R_{12} \\
X_{21} & X_{22} & R_{21} & R_{22}
\end{array}\right]
$$

should be positive. From the positivity $X_{12}=X_{21}=X_{22}=0$ follows and the necessary and sufficient condition is

$$
\left[\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right] \geq\left[\begin{array}{cc}
X_{11} & 0 \\
0 & 0
\end{array}\right] R^{-1}\left[\begin{array}{cc}
X_{11} & 0 \\
0 & 0
\end{array}\right]
$$

or

$$
I \geq X_{11}\left(R^{-1}\right)_{11} X_{11}
$$

It was shown at the beginning of the section that this implies that

$$
X_{11} \leq\left(\left(R^{-1}\right)_{11}\right)^{-1 / 2}
$$

The inverse of a block-matrix is described in (2.4) and the proof is complete.

For projections $P$ and $Q$, the theorem gives

$$
P \# Q=P \wedge Q=\lim _{\varepsilon \rightarrow+0}\left(P(Q+\varepsilon I)^{-1} P\right)^{-1 / 2}
$$

The arithmetic mean of several matrices is simpler, than the geometric mean: for (positive) matrices $A_{1}, A_{2}, \ldots, A_{n}$ it is

$$
\mathbf{A}\left(A_{1}, A_{2}, \ldots, A_{n}\right):=\frac{A_{1}+A_{2}+\cdots+A_{n}}{n}
$$

Only the linear structure plays a role. The arithmetic mean is a good example to show how to move from the means of two variables to three variables.

Suppose we have a device which can compute the mean of two matrices. How to compute the mean of three? Assume that we aim to obtain the mean of $A, B$ and $C$. For the case of arithmetic mean, we can make a new device

$$
\begin{equation*}
W:(A, B, C) \mapsto(\mathbf{A}(A, B), \mathbf{A}(A, C), \mathbf{A}(B, C)) \tag{5.11}
\end{equation*}
$$

which, applied to $(A, B, C)$ many times, gives the mean of $A, B$ and $C$ :

$$
\begin{equation*}
W^{n}(A, B, C) \rightarrow \mathbf{A}(A, B, C) \quad \text { as } \quad n \rightarrow \infty . \tag{5.12}
\end{equation*}
$$

Indeed, $W^{n}(A, B, C)$ is a convex combination of $A, B$ and $C$,

$$
W^{n}(A, B, C)=\left(A_{n}, B_{n}, C_{n}\right)=\lambda_{1}^{(n)} A+\lambda_{2}^{(n)} B+\lambda_{3}^{(n)} C .
$$

One can compute the coefficients $\lambda_{i}^{(n)}$ explicitly and show that $\lambda_{i}^{(n)} \rightarrow 1 / 3$. The idea is shown by a picture and will be extended to the geometric mean.


Figure 5.1: The triangles $\Delta_{0}, \Delta_{1}$ and $\Delta_{2}$.

Theorem 5.7 Let $A, B, C \in \mathbb{M}_{n}$ be positive definite matrices and set a recursion as

$$
\begin{gathered}
A_{0}=A, \quad B_{0}=B, \quad C_{0}=C \\
A_{m+1}=A_{m} \# B_{m}, \quad B_{m+1}=A_{m} \# C_{m}, \quad C_{m+1}=B_{m} \# C_{m} .
\end{gathered}
$$

Then the limits

$$
\begin{equation*}
\mathbf{G}_{3}(A, B, C):=\lim _{m} A_{m}=\lim _{m} B_{m}=\lim _{m} C_{m} \tag{5.13}
\end{equation*}
$$

exist.
Proof: First we assume that $A \leq B \leq C$.
From the monotonicity property of the geometric mean, see Theorem 5.3, we obtain that $A_{m} \leq B_{m} \leq C_{m}$. It follows that the sequence $\left(A_{m}\right)$ is increasing and $\left(C_{m}\right)$ is decreasing. Therefore, the limits

$$
L:=\lim _{m \rightarrow \infty} A_{m} \quad \text { and } \quad U=\lim _{m \rightarrow \infty} C_{m}
$$

exist. We claim that $L=U$.
Assume that $L \neq U$. By continuity, $B_{m} \rightarrow L \# U=: M$, where $L \leq M \leq$ $U$. Since

$$
B_{m} \# C_{m}=C_{m+1},
$$

the limit $m \rightarrow \infty$ gives $M \# U=U$. Therefore $M=U$ and so $U=L$. This contradicts $L \neq U$.

The general case can be reduced to the case of ordered triplet. If $A, B, C$ are arbitrary, we can find numbers $\lambda$ and $\mu$ such that $A \leq \lambda B \leq \mu C$ and use the formula

$$
\begin{equation*}
(\alpha X) \#(\beta Y)=\sqrt{\alpha \beta}(X \# Y) \tag{5.14}
\end{equation*}
$$

for positive numbers $\alpha$ and $\beta$.
Let

$$
A_{1}^{\prime}=A, \quad B_{1}^{\prime}=\lambda B, \quad C_{1}^{\prime}=\mu C
$$

and

$$
A_{m+1}^{\prime}=A_{m}^{\prime} \# B_{m}^{\prime}, \quad B_{m+1}^{\prime}=A_{m}^{\prime} \# C_{m}^{\prime}, \quad C_{m+1}^{\prime}=B_{m}^{\prime} \# C_{m}^{\prime}
$$

It is clear that for the numbers

$$
a:=1, \quad b:=\lambda \quad \text { and } \quad c:=\mu
$$

the recursion provides a convergent sequence $\left(a_{m}, b_{m}, c_{m}\right)$ of triplets:

$$
(\lambda \mu)^{1 / 3}=\lim _{m} a_{m}=\lim _{m} b_{m}=\lim _{m} c_{m} .
$$

Since

$$
A_{m}=A_{m}^{\prime} / a_{m}, \quad B_{m}=B_{m}^{\prime} / b_{m} \quad \text { and } \quad C_{m}=C_{m}^{\prime} / c_{m}
$$

due to property (5.14) of the geometric mean, the limits stated in the theorem must exist and equal $\mathbf{G}\left(A^{\prime}, B^{\prime}, C^{\prime}\right) /(\lambda \mu)^{1 / 3}$.

The geometric mean of the positive definite matrices $A, B, C \in \mathbb{M}_{n}$ is defined as $\mathbf{G}_{3}(A, B, C)$ in (5.13). Explicit formula is not known and the same kind of procedure can be used to make definition of the geometric mean of $k$ matrices. If $P_{1}, P_{2}, \ldots, P_{k}$ are ortho-projections, then Example 5.2 gives the limit

$$
\begin{equation*}
G_{k}\left(P_{1}, P_{2}, \ldots, P_{k}\right)=P_{1} \wedge P_{2} \wedge \cdots \wedge P_{k} \tag{5.15}
\end{equation*}
$$

### 5.2 General theory

The first example is the parallel sum which is a constant multiple of the harmonic mean.

Example 5.8 It is well-known in electricity that if two resistors with resistance $a$ and $b$ are connected parallelly, then the total resistance $q$ is the solution of the equation

$$
\frac{1}{q}=\frac{1}{a}+\frac{1}{b} .
$$

Then

$$
q=\left(a^{-1}+b^{-1}\right)^{-1}=\frac{a b}{a+b}
$$

is the harmonic mean up to a factor 2. More generally, one can consider $n$-point network, where the voltage and current vectors are connected by a positive matrix. The parallel sum

$$
A: B=\left(A^{-1}+B^{-1}\right)^{-1}
$$

of two positive definite matrices represents the combined resistance of two $n$-port networks connected in parallel.

One can check that

$$
A: B=A-A(A+B)^{-1} A
$$

Therefore $A: B$ is the Schur complement of $A+B$ in the block-matrix

$$
\left[\begin{array}{cc}
A & A \\
A & A+B
\end{array}\right]
$$

see Theorem 2.4.
It is easy to see that for $0<A \leq C$ and $0<B \leq D$, then $A: B \leq C: D$. The parallel sum can be extended to all positive matrices:

$$
A: B=\lim _{\varepsilon \searrow 0}(A+\varepsilon I):(B+\varepsilon I)
$$

Note that all matrix means can be expressed as an integral of parallel sums (see Theorem 5.11 below).

On the basis of the previous example, the harmonic mean of the positive matrices $A$ and $B$ is defined as

$$
\begin{equation*}
H(A, B):=2(A: B) \tag{5.16}
\end{equation*}
$$

Assume that for all positive matrices $A, B$ (of the same size) the matrix $A \sigma B$ is defined. Then $\sigma$ is called an operator connection if it satisfies the following conditions:


Upper part: An n-point network with the input and output voltage vectors. Below: Two parallelly connected networks
(i) $0 \leq A \leq C$ and $0 \leq B \leq D$ imply

$$
\begin{equation*}
A \sigma B \leq C \sigma D \quad \text { (joint monotonicity) } \tag{5.17}
\end{equation*}
$$

(ii) if $0 \leq A, B$ and $C=C^{*}$, then

$$
\begin{equation*}
C(A \sigma B) C \leq(C A C) \sigma(C B C) \quad \text { (transformer inequality) } \tag{5.18}
\end{equation*}
$$

(iii) if $0 \leq A_{n}, B_{n}$ and $A_{n} \searrow A, B_{n} \searrow B$ then

$$
\begin{equation*}
\left(A_{n} \sigma B_{n}\right) \searrow(A \sigma B) \quad \text { (upper semicontinuity). } \tag{5.19}
\end{equation*}
$$

The parallel sum is an example of operator connections.

Lemma 5.9 Assume that $\sigma$ is an operator connection. If $C=C^{*}$ is invertible, then

$$
\begin{equation*}
C(A \sigma B) C=(C A C) \sigma(C B C) \tag{5.20}
\end{equation*}
$$

and for every $\alpha \geq 0$

$$
\begin{equation*}
\alpha(A \sigma B)=(\alpha A) \sigma(\alpha B) \quad \text { (positive homogeneity) } \tag{5.21}
\end{equation*}
$$

holds.
Proof: In the inequality (5.18) $A$ and $B$ are replaced by $C^{-1} A C^{-1}$ and $C^{-1} B C^{-1}$, respectively:

$$
A \sigma B \geq C\left(C^{-1} A C^{-1} \sigma C^{-1} B C^{-1}\right) C
$$

Replacing $C$ with $C^{-1}$, we have

$$
C(A \sigma B) C \geq C A C \sigma C B C
$$

which gives equality with (5.18).
When $\alpha>0$, letting $C:=\alpha^{1 / 2} I$ in (5.20) implies (5.21). When $\alpha=0$, let $0<\alpha_{n} \searrow 0$. Then $\left(\alpha_{n} I\right) \sigma\left(\alpha_{n} I\right) \searrow 0 \sigma 0$ by (iii) above while $\left(\alpha_{n} I\right) \sigma\left(\alpha_{n} I\right)=$ $\alpha_{n}(I \sigma I) \searrow 0$. Hence $0=0 \sigma 0$, which is (5.21) for $\alpha=0$.

The next fundamental theorem of Kubo and Ando says that there is a one-to-one correspondence between operator connections and operator monotone functions on $[0, \infty)$.

Theorem 5.10 (Kubo-Ando theorem) For each operator connection $\sigma$ there exists a unique matrix monotone function $f:[0, \infty) \rightarrow[0, \infty)$ such that

$$
\begin{equation*}
f(t) I=I \sigma(t I) \quad\left(t \in \mathbb{R}^{+}\right) \tag{5.22}
\end{equation*}
$$

and for $0<A$ and $0 \leq B$ the formula

$$
\begin{equation*}
A \sigma B=A^{1 / 2} f\left(A^{-1 / 2} B A^{-1 / 2}\right) A^{1 / 2}=f\left(B A^{-1}\right) A \tag{5.23}
\end{equation*}
$$

holds.
Proof: Let $\sigma$ be an operator connection. First we show that if an orthoprojection $P$ commutes with $A$ and $B$, then $P$ commutes $A \sigma B$ and

$$
\begin{equation*}
((A P) \sigma(B P)) P=(A \sigma B) P . \tag{5.24}
\end{equation*}
$$

Since $P A P=A P \leq A$ and $P B P=B P \leq B$, it follows from (ii) and (i) of the definition of $\sigma$ that

$$
\begin{equation*}
P(A \sigma B) P \leq(P A P) \sigma(P B P)=(A P) \sigma(B P) \leq A \sigma B \tag{5.25}
\end{equation*}
$$

Hence $(A \sigma B-P(A \sigma B) P)^{1 / 2}$ exists so that

$$
\left|(A \sigma B-P(A \sigma B) P)^{1 / 2} P\right|^{2}=P(A \sigma B-P(A \sigma B) P) P=0
$$

Therefore, $(A \sigma B-P(A \sigma B) P)^{1 / 2} P=0$ and so $(A \sigma B) P=P(A \sigma B) P$. This implies that $P$ commutes with $A \sigma B$. Similarly, $P$ commutes with $(A P) \sigma(B P)$ as well, and (5.24) follows from (5.25). Hence we see that there is a function $f \geq 0$ on $[0, \infty)$ satisfying (5.22). The uniqueness of such function $f$ is obvious, and it follows from (iii) of the definition of the operator connection that $f$ is right-continuous for $t \geq 0$. Since $t^{-1} f(t) I=\left(t^{-1} I\right) \sigma I$ for $t>0$ thanks to (5.21), it follows from (iii) of the definition again that $t^{-1} f(t)$ is left-continuous for $t>0$ and so is $f(t)$. Hence $f$ is continuous on $[0, \infty)$.

To show the operator monotonicity of $f$, let us prove that

$$
\begin{equation*}
f(A)=I \sigma A \tag{5.26}
\end{equation*}
$$

Let $A=\sum_{i=1}^{m} \alpha_{i} P_{i}$, where $\alpha_{i}>0$ and $P_{i}$ are projections with $\sum_{i=1}^{m} P_{i}=I$. Since each $P_{i}$ commute with $A$, using (5.24) twice we have

$$
\begin{aligned}
I \sigma A & =\sum_{i=1}^{m}(I \sigma A) P_{i}=\sum_{i=1}^{m}\left(P_{i} \sigma\left(A P_{i}\right)\right) P_{i}=\sum_{i=1}^{m}\left(P_{i} \sigma\left(\alpha_{i} P_{i}\right)\right) P_{i} \\
& =\sum_{i=1}^{m}\left(I \sigma\left(\alpha_{i} I\right)\right) P_{i}=\sum_{i=1}^{m} f\left(\alpha_{i}\right) P_{i}=f(A) .
\end{aligned}
$$

For general $A \geq 0$ choose a sequence $0<A_{n}$ of the above form such that $A_{n} \searrow A$. By the upper semicontinuity we have

$$
I \sigma A=\lim _{n \rightarrow \infty} I \sigma A_{n}=\lim _{n \rightarrow \infty} f\left(A_{n}\right)=f(A)
$$

So (5.26) is shown. Hence, if $0 \leq A \leq B$, then

$$
f(A)=I \sigma A \leq I \sigma B=f(B)
$$

and we conclude that $f$ is matrix monotone.
When $A$ is invertible, we can use (5.20):

$$
A \sigma B=A^{1 / 2}\left(I \sigma A^{-1 / 2} B A^{-1 / 2}\right) A^{1 / 2}=A^{1 / 2} f\left(A^{-1 / 2} B A^{-1 / 2}\right) A^{1 / 2}
$$

and the first part of (5.23) is obtained, the rest is a general property.

Note that the general formula is

$$
A \sigma B=\lim _{\varepsilon \searrow 0} A_{\varepsilon} \sigma B_{\varepsilon}=\lim _{\varepsilon \searrow 0} A_{\varepsilon}^{1 / 2} f\left(A_{\varepsilon}^{-1 / 2} B_{\varepsilon} A_{\varepsilon}^{-1 / 2}\right) A_{\varepsilon}^{1 / 2}
$$

where $A_{\varepsilon}:=A+\varepsilon I$ and $B_{\varepsilon}:=B+\varepsilon I$. We call $f$ the representing function of $\sigma$. For scalars $s, t>0$ we have $s \sigma t=s f(t / s)$.

The next theorem comes from the integral representation of matrix monotone functions and from the previous theorem.

Theorem 5.11 Every operator connection $\sigma$ has an integral representation

$$
\begin{equation*}
A \sigma B=a A+b B+\int_{(0, \infty)} \frac{1+\lambda}{\lambda}((\lambda A): B) d \mu(\lambda) \quad(A, B \geq 0) \tag{5.27}
\end{equation*}
$$

where $\mu$ is a positive finite Borel measure on $[0, \infty)$.
Due to this integral expression, one can often derive properties of general operator connections by checking them for parallel sum.

Lemma 5.12 For every vector $z$,

$$
\inf \{\langle x, A x\rangle+\langle y, B y\rangle: x+y=z\}=\langle z,(A: B) z\rangle
$$

Proof: When $A, B$ are invertible, we have
$A: B=\left(B^{-1}(A+B) A^{-1}\right)^{-1}=((A+B)-B)(A+B)^{-1} B=B-B(A+B)^{-1} B$.
For all vectors $x, y$ we have

$$
\begin{aligned}
&\langle x, A x\rangle+\langle z-x, B(z-x)\rangle-\langle z,(A: B) z\rangle \\
&=\langle z, B z\rangle+\langle x,(A+B) x\rangle-2 \operatorname{Re}\langle x, B z\rangle-\langle z,(A: B) z\rangle \\
&=\left\langle z, B(A+B)^{-1} B z\right\rangle+\langle x,(A+B) x\rangle-2 \operatorname{Re}\langle x, B z\rangle \\
&=\left\|(A+B)^{-1 / 2} B z\right\|^{2}+\left\|(A+B)^{1 / 2} x\right\|^{2} \\
& \quad-2 \operatorname{Re}\left\langle(A+B)^{1 / 2} x,(A+B)^{-1 / 2} B z\right\rangle \geq 0 .
\end{aligned}
$$

In particular, the above is equal to 0 if $x=(A+B)^{-1} B z$. Hence the assertion is shown when $A, B>0$. For general $A, B$,

$$
\begin{aligned}
\langle z,(A: B) z\rangle= & \inf _{\varepsilon>0}\langle z,((A+\varepsilon I):(B+\varepsilon I)) z\rangle \\
& =\inf _{\varepsilon>0} \inf _{y}\{\langle x,(A+\varepsilon I) x\rangle+\langle z-x,(B+\varepsilon I)(z-x)\rangle\} \\
& =\inf _{y}\{\langle x, A x\rangle+\langle z-x, B(z-x)\rangle\} .
\end{aligned}
$$

The proof is complete.
The next result is called the transformer inequality, it is a stronger version of (5.18).

## Theorem 5.13

$$
\begin{equation*}
S^{*}(A \sigma B) S \leq\left(S^{*} A S\right) \sigma\left(S^{*} B S\right) \tag{5.28}
\end{equation*}
$$

and equality holds if $S$ is invertible.
Proof: For $z=x+y$ Lemma 5.12 implies

$$
\begin{aligned}
\left\langle z, S^{*}(A: B) S z\right\rangle & =\langle S z,(A: B) S z\rangle \leq\langle S x, A S x\rangle+\langle S y, B S y\rangle \\
& =\left\langle x, S^{*} A S x\right\rangle+\left\langle y, S^{*} B S y\right\rangle .
\end{aligned}
$$

Hence $S^{*}(A: B) S \leq\left(S^{*} A S\right):\left(S^{*} B S\right)$ follows. The statement of the theorem is true for the parallel sum and by Theorem 5.11 we obtain for any operator connection.

A very similar argument gives the joint concavity:

$$
\begin{equation*}
(A \sigma B)+(C \sigma D) \leq(A+C) \sigma(B+D) . \tag{5.29}
\end{equation*}
$$

The next theorem is about a recursively defined double sequence.
Theorem 5.14 Let $\sigma_{1}$ and $\sigma_{2}$ be operator connections dominated by the arithmetic mean. For positive matrices $A$ and $B$ set a recursion

$$
\begin{equation*}
A_{1}=A, \quad B_{1}=B, \quad A_{k+1}=A_{k} \sigma_{1} B_{k}, \quad B_{k+1}=A_{k} \sigma_{2} B_{k} \tag{5.30}
\end{equation*}
$$

Then $\left(A_{k}\right)$ and $\left(B_{k}\right)$ converge to the same operator connection $A \sigma B$.
Proof: First we prove the convergence of $\left(A_{k}\right)$ and $\left(B_{k}\right)$. From the inequality

$$
\begin{equation*}
X \sigma_{i} Y \leq \frac{X+Y}{2} \tag{5.31}
\end{equation*}
$$

we have

$$
A_{k+1}+B_{k+1}=A_{k} \sigma_{1} B_{k}+A_{k} \sigma_{2} B_{k} \leq A_{k}+B_{k}
$$

Therefore the decreasing positive sequence has a limit:

$$
\begin{equation*}
A_{k}+B_{k} \rightarrow X \text { as } k \rightarrow \infty \tag{5.32}
\end{equation*}
$$

Moreover,

$$
a_{k+1}:=\left\|A_{k+1}\right\|_{2}^{2}+\left\|B_{k+1}\right\|_{2}^{2} \leq\left\|A_{k}\right\|_{2}^{2}+\left\|B_{k}\right\|_{2}^{2}-\frac{1}{2}\left\|A_{k}-B_{k}\right\|_{2}^{2},
$$

where $\|X\|_{2}=\left(\operatorname{Tr} X^{*} X\right)^{1 / 2}$, the Hilbert-Schmidt norm. The numerical sequence $a_{k}$ is decreasing, it has a limit and it follows that

$$
\left\|A_{k}-B_{k}\right\|_{2}^{2} \rightarrow 0
$$

and $A_{k}, B_{k} \rightarrow X / 2$ as $k \rightarrow \infty$.
$A_{k}$ and $B_{k}$ are operator connections of the matrices $A$ and $B$ and the limit is an operator connection as well.

Example 5.15 At the end of the 18 th century J.-L. Lagrange and C.F. Gauss became interested in the arithmetic-geometric mean of positive numbers. Gauss worked on this subject in the period 1791 until 1828.

If the initial conditions

$$
a_{1}=a, \quad b_{1}=b
$$

and

$$
\begin{equation*}
a_{n+1}=\frac{a_{n}+b_{n}}{2}, \quad b_{n+1}=\sqrt{a_{n} b_{n}} \tag{5.33}
\end{equation*}
$$

then the (joint) limit is the so-called Gauss arithmetic-geometric mean $A G(a, b)$ with the characterization

$$
\begin{equation*}
\frac{1}{A G(a, b)}=\frac{2}{\pi} \int_{0}^{\infty} \frac{d t}{\sqrt{\left(a^{2}+t^{2}\right)\left(b^{2}+t^{2}\right)}} \tag{5.34}
\end{equation*}
$$

see [32]. It follows from Theorem 5.14 that the Gauss arithmetic-geometric mean can be defined also for matrices. Therefore the function $f(x)=A G(1, x)$ is an operator monotone function.

It is an interesting remark, that (5.30) can have a small modification:

$$
\begin{equation*}
A_{1}=A, \quad B_{1}=B, \quad A_{k+1}=A_{k} \sigma_{1} B_{k}, \quad B_{k+1}=A_{k+1} \sigma_{2} B_{k} \tag{5.35}
\end{equation*}
$$

A similar proof gives the existence of the limit. (5.30) is called Gaussian double-mean process, while (5.35) is Archimedean double-mean process.

The symmetric matrix means are binary operations on positive matrices. They are operator connections with the properties $A \sigma A=A$ and $A \sigma B=$ $B \sigma A$. For matrix means we shall use the notation $m(A, B)$. We repeat the main properties:
(1) $m(A, A)=A$ for every $A$,
(2) $m(A, B)=m(B, A)$ for every $A$ and $B$,
(3) if $A \leq B$, then $A \leq m(A, B) \leq B$,
(4) if $A \leq A^{\prime}$ and $B \leq B^{\prime}$, then $m(A, B) \leq m\left(A^{\prime}, B^{\prime}\right)$,
(5) $m$ is continuous,
(6) $C m(A, B) C^{*} \leq m\left(C A C^{*}, C B C^{*}\right)$.

It follows from the Kubo-Ando theorem, Theorem 5.10, that the operator means are in a one-to-one correspondence with operator monotone functions satisfying conditions $f(1)=1$ and $t f\left(t^{-1}\right)=f(t)$. Given an operator monotone function $f$, the corresponding mean is

$$
\begin{equation*}
m_{f}(A, B)=A^{1 / 2} f\left(A^{-1 / 2} B A^{-1 / 2}\right) A^{1 / 2} \tag{5.36}
\end{equation*}
$$

when $A$ is invertible. (When $A$ is not invertible, take a sequence $A_{n}$ of invertible operators approximating $A$ such that $A_{n} \searrow A$ and let $m_{f}(A, B)=$ $\lim _{n} m_{f}\left(A_{n}, B\right)$.) It follows from the definition (5.36) of means that

$$
\begin{equation*}
\text { if } f \leq g \text {, then } m_{f}(A, B) \leq m_{g}(A, B) \tag{5.37}
\end{equation*}
$$

Theorem 5.16 If $f: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$is a standard matrix monotone function, then

$$
\frac{2 x}{x+1} \leq f(x) \leq \frac{x+1}{2}
$$

Proof: From the differentiation of the formula $f(x)=x f\left(x^{-1}\right)$, we obtain $f^{\prime}(1)=1 / 2$. Since $f(1)=1$, the concavity of the function $f$ gives $f(x) \leq$ $(1+x) / 2$.

If $f$ is a standard matrix monotone function, then so is $f\left(x^{-1}\right)^{-1}$. The inequality $f\left(x^{-1}\right)^{-1} \leq(1+x) / 2$ gives $f(x) \geq 2 x /(x+1)$.

If $f(x)$ is a standard matrix monotone function with the matrix mean $m(\cdot, \cdot)$, then the matrix mean of $x / f(x)$ is called the dual of $m(\cdot, \cdot)$, the notation is $m^{\perp}(\cdot, \cdot)$.

The next theorem is a Trotter-like product formula for matrix means.
Theorem 5.17 For a symmetric matrix mean $m$ and for self-adjoint $A, B$ we have

$$
\lim _{n \rightarrow \infty} m\left(e^{A / n}, e^{B / n}\right)^{n}=\exp \frac{A+B}{2}
$$

Proof: It is an exercise to prove that

$$
\lim _{t \rightarrow 0} \frac{m\left(e^{t A}, e^{t B}\right)-I}{t}=\frac{A+B}{2}
$$

The choice $t=1 / n$ gives

$$
\exp \left(-n\left(I-m\left(e^{A / n}, e^{B / n}\right)\right)\right) \rightarrow \exp \frac{A+B}{2}
$$

So it is enough to show that

$$
D_{n}:=m\left(e^{A / n}, e^{B / n}\right)^{n}-\exp \left(-n\left(I-m\left(e^{A / n}, e^{B / n}\right)\right)\right) \rightarrow 0
$$

as $n \rightarrow \infty$. If $A$ is replaced by $A+a I$ and $B$ is replaced by $B+a I$ with a real number $a$, then $D_{n}$ does not change. Therefore we can assume $A, B \leq 0$.

We use the abbreviation $F(n):=m\left(e^{A / n}, e^{B / n}\right)$, so

$$
\begin{aligned}
D_{n} & =F(n)^{n}-\exp (-n(I-F(n)))=F(n)^{n}-e^{-n} \sum_{k=0}^{\infty} \frac{n^{k}}{k!} F(n)^{k} \\
& =e^{-n} \sum_{k=0}^{\infty} \frac{n^{k}}{k!} F(n)^{n}-e^{-n} \sum_{k=0}^{\infty} \frac{n^{k}}{k!} F(n)^{k}=e^{-n} \sum_{k=0}^{\infty} \frac{n^{k}}{k!}\left(F(n)^{n}-F(n)^{k}\right) .
\end{aligned}
$$

Since $F(n) \leq I$, we have

$$
\left\|D_{n}\right\| \leq e^{-n} \sum_{k=0}^{\infty} \frac{n^{k}}{k!}\left\|F(n)^{n}-F(n)^{k}\right\| \leq e^{-n} \sum_{k=0}^{\infty} \frac{n^{k}}{k!}\left\|I-F(n)^{|k-n|}\right\|
$$

Since

$$
0 \leq I-F(n)^{|k-n|} \leq|k-n|(I-F(n))
$$

it follows that

$$
\left\|D_{n}\right\| \leq e^{-n}\|I-F(n)\| \sum_{k=0}^{\infty} \frac{n^{k}}{k!}|k-n| .
$$

The Schwarz inequality gives that

$$
\sum_{k=0}^{\infty} \frac{n^{k}}{k!}|k-n| \leq\left(\sum_{k=0}^{\infty} \frac{n^{k}}{k!}\right)^{1 / 2}\left(\sum_{k=0}^{\infty} \frac{n^{k}}{k!}(k-n)^{2}\right)^{1 / 2}=n^{1 / 2} e^{n}
$$

So we have

$$
\left\|D_{n}\right\| \leq n^{-1 / 2}\|n(I-F(n))\| .
$$

Since $\|n(I-F(n))\|$ is bounded, the limit is really 0 .

For the geometric mean the previous theorem gives the Lie-Trotter formula, see Theorem 3.8.

Theorem 5.7 is about the geometric mean of several matrices and it can be extended for arbitrary symmetric means. The proof is due to Miklós Pálfia and the Hilbert-Schmidt norm $\|X\|_{2}^{2}=\operatorname{Tr} X^{*} X$ will be used.

Theorem 5.18 Let $m(\cdot, \cdot)$ be a symmetric matrix mean and $0 \leq A, B, C \in$ $\mathbb{M}_{n}$. Set a recursion:
(1) $A^{(0)}:=A, \quad B^{(0)}:=B, \quad C^{(0)}:=C$,
(2) $A^{(k+1)}:=m\left(A^{(k)}, B^{(k)}\right), \quad B^{(k+1)}:=m\left(A^{(k)}, C^{(k)}\right) \quad$ and $\quad C^{(k+1)}:=$ $m\left(B^{(k)}, C^{(k)}\right)$.

Then the limits $\lim _{m} A^{(m)}=\lim _{m} B^{(m)}=\lim _{m} C^{(m)}$ exist and this can be defined as $m(A, B, C)$.

Proof: From the well-known inequality

$$
\begin{equation*}
m(X, Y) \leq \frac{X+Y}{2} \tag{5.38}
\end{equation*}
$$

we have

$$
A^{(k+1)}+B^{(k+1)}+C^{(k+1)} \leq A^{(k)}+B^{(k)}+C^{(k)} .
$$

Therefore the decreasing positive sequence has a limit:

$$
\begin{equation*}
A^{(k)}+B^{(k)}+C^{(k)} \rightarrow X \text { as } k \rightarrow \infty \tag{5.39}
\end{equation*}
$$

It follows also from (5.38) that

$$
\|m(C, D)\|_{2}^{2} \leq \frac{\|C\|_{2}^{2}+\|D\|_{2}^{2}}{2}-\frac{1}{4}\|C-D\|_{2}^{2}
$$

Therefore,

$$
\begin{aligned}
& a_{k+1}:=\left\|A^{(k+1)}\right\|_{2}^{2}+\left\|B^{(k+1)}\right\|_{2}^{2}+\left\|C^{(k+1)}\right\|_{2}^{2} \\
& \leq\left\|A^{(k)}\right\|_{2}^{2}+\left\|B^{(k)}\right\|_{2}^{2}+\left\|C^{(k)}\right\|_{2}^{2} \\
&=\quad a_{k}-c_{k} . \\
& \quad-\frac{1}{4}\left(\left\|A^{(k)}-B^{(k)}\right\|_{2}^{2}+\left\|B^{(k)}-C^{(k)}\right\|_{2}^{2}+\left\|C^{(k)}-A^{(k)}\right\|_{2}^{2}\right)
\end{aligned}
$$

The numerical sequence $a_{k}$ is decreasing, it has a limit and it follows that $c_{k} \rightarrow 0$. Therefore,

$$
A^{k}-B^{k} \rightarrow 0, \quad A^{k}-C^{k} \rightarrow 0
$$

If we add these formulas and (5.39), then

$$
A^{(k)} \rightarrow \frac{1}{3} X \text { as } k \rightarrow \infty
$$

Similar convergence holds for $B^{(k)}$ and $C^{(k)}$.

Theorem 5.19 The mean $m(A, B, C)$ defined in Theorem 5.18 has the following properties:
(1) $m(A, A, A)=A$ for every $A$,
(2) $m(A, B, C)=m(B, A, C)=m(C, A, B)$ for every $A, B$ and $C$,
(3) if $A \leq B \leq C$, then $A \leq m(A, B, C) \leq C$,
(4) if $A \leq A^{\prime}, B \leq B^{\prime}$ and $C \leq C^{\prime}$, then $m(A, B, C) \leq m\left(A^{\prime}, B^{\prime}, C^{\prime}\right)$,
(5) $m$ is continuous,
(6) $D m(A, B, C) D^{*} \leq m\left(D A D^{*}, D B D^{*}, D C D^{*}\right)$ and for an invertible matrix $D$ the equality holds.

Example 5.20 If $P_{1}, P_{2}, P_{3}$ are ortho-projections, then

$$
m\left(P_{1}, P_{2}, P_{3}\right)=P_{1} \wedge P_{2} \wedge P_{3}
$$

holds for several means, see Example 5.23.
Now we consider the geometric mean $G_{3}(A, A, B)$. If $A>0$, then

$$
G_{3}(A, A, B)=A^{1 / 2} G_{3}\left(I, I, A^{-1 / 2} B A^{-1 / 2}\right) A^{1 / 2}
$$

Since $I, I, A^{-1 / 2} B A^{-1 / 2}$ are commuting matrices, it is easy to compute the geometric mean. So

$$
G_{3}(A, A, B)=A^{1 / 2}\left(A^{-1 / 2} B A^{-1 / 2}\right)^{1 / 3} A^{1 / 2} .
$$

This is an example of a weighted geometric mean:

$$
\begin{equation*}
G_{t}(A, B)=A^{1 / 2}\left(A^{-1 / 2} B A^{-1 / 2}\right)^{t} A^{1 / 2} \quad(0<t<1) \tag{5.40}
\end{equation*}
$$

There is a general theory for the weighted means.

### 5.3 Mean examples

The matrix monotone function $f: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$will be called standard if $f(1)=1$ and $t f\left(t^{-1}\right)=f(t)$. Standard functions are used to define matrix means in (5.36).

Here are the popular standard matrix monotone functions:

$$
\begin{equation*}
\frac{2 x}{x+1} \leq \sqrt{x} \leq \frac{x-1}{\log x} \leq \frac{x+1}{2} . \tag{5.41}
\end{equation*}
$$

The corresponding increasing means are the harmonic, geometric, logarithmic and arithmetic. By Theorem 5.16 we see that the harmonic mean is the smallest and the arithmetic mean is the largest among the symmetric matrix means.

First we study the harmonic mean $H(A, B)$, a variational expression is expressed in terms of a $2 \times 2$ block-matrices.

## Theorem 5.21

$$
H(A, B)=\max \left\{X \geq 0:\left[\begin{array}{cc}
2 A & 0 \\
0 & 2 B
\end{array}\right] \geq\left[\begin{array}{cc}
X & X \\
X & X
\end{array}\right]\right\}
$$

Proof: The inequality of the two block-matrices is equivalently written as

$$
\langle x, 2 A x\rangle+\langle y, 2 B y\rangle \geq\langle(x+y), X(x+y)\rangle .
$$

Therefore the proof is reduced to Lemma 5.12, where $x+y$ is written by $z$ and $H(A, B)=2(A: B)$.

Recall the geometric mean

$$
\begin{equation*}
G(A, B)=A \# B=A^{1 / 2}\left(A^{-1 / 2} B A^{-1 / 2}\right)^{1 / 2} A^{1 / 2} \tag{5.42}
\end{equation*}
$$

which corresponds to $f(x)=\sqrt{x}$. The mean $A \# B$ is the unique positive solution of the equation $X A^{-1} X=B$ and therefore $(A \# B)^{-1}=A^{-1} \# B^{-1}$.

Example 5.22 The function

$$
f(x)=\frac{x-1}{\log x}
$$

is matrix monotone due to the formula

$$
\int_{0}^{1} x^{t} d t=\frac{x-1}{\log x}
$$

The standard property is obvious. The matrix mean induced by the function $f(x)$ is called the logarithmic mean. The logarithmic mean of positive operators $A$ and $B$ is denoted by $L(A, B)$.

From the inequality

$$
\frac{x-1}{\log x}=\int_{0}^{1} x^{t} d t=\int_{0}^{1 / 2}\left(x^{t}+x^{1-t}\right) d t \geq \int_{0}^{1 / 2} 2 \sqrt{x} d t=\sqrt{x}
$$

of the real functions we have the matrix inequality

$$
A \# B \leq L(A, B)
$$

It can be proved similarly that $L(A, B) \leq(A+B) / 2$.
From the integral formula

$$
\frac{1}{L(a, b)}=\frac{\log a-\log b}{a-b}=\int_{0}^{\infty} \frac{1}{(a+t)(b+t)} d t
$$

one can obtain

$$
L(A, B)^{-1}=\int_{0}^{\infty} \frac{(t A+B)^{-1}}{t+1} d t
$$

In the next example we study the means of ortho-projections.
Example 5.23 Let $P$ and $Q$ be ortho-projections. It was shown in Example 5.2 that $P \# Q=P \wedge Q$. The inequality

$$
\left[\begin{array}{cc}
2 P & 0 \\
0 & 2 Q
\end{array}\right] \geq\left[\begin{array}{cc}
P \wedge Q & P \wedge Q \\
P \wedge Q & P \wedge Q
\end{array}\right]
$$

is true since

$$
\left[\begin{array}{cc}
P & 0 \\
0 & Q
\end{array}\right] \geq\left[\begin{array}{cc}
P \wedge Q & 0 \\
0 & P \wedge Q
\end{array}\right], \quad\left[\begin{array}{cc}
P & -P \wedge Q \\
-P \wedge Q & Q
\end{array}\right] \geq 0
$$

This gives that $H(P, Q) \geq P \wedge Q$ and from the other inequality $H(P, Q) \leq$ $P \# Q$, we obtain $H(P, Q)=P \wedge Q$.

It is remarkable that $H(P, Q)=G(P, Q)$ for every ortho-projection $P, Q$.
The general matrix mean $m_{f}(P, Q)$ has the integral

$$
m_{f}(P, Q)=a P+b Q+\int_{(0, \infty)} \frac{1+\lambda}{\lambda}((\lambda P): Q) d \mu(\lambda) .
$$

Since

$$
(\lambda P): Q=\frac{\lambda}{1+\lambda}(P \wedge Q)
$$

we have

$$
m_{f}(P, Q)=a P+b Q+c(P \wedge Q)
$$

Since $m(I, I)=I, a=f(0), b=\lim _{x \rightarrow \infty} f(x) / x$ we have $a=0, b=0, c=1$ and $m(P, Q)=P \wedge Q$.

Example 5.24 The power difference means are determined by the functions

$$
\begin{equation*}
f_{t}(x)=\frac{t-1}{t} \frac{x^{t}-1}{x^{t-1}-1} \quad(-1 \leq t \leq 2) \tag{5.43}
\end{equation*}
$$

where the values $t=-1,1 / 2,1,2$ correspond to the well-known means as harmonic, geometric, logarithmic and arithmetic. The functions (5.43) are standard operator monotone [37] and it can be shown that for fixed $x>0$ the value $f_{t}(x)$ is an increasing function of $t$. The case $t=n /(n-1)$ is simple, then

$$
f_{t}(x)=\frac{1}{n} \sum_{k=0}^{n-1} x^{k /(n-1)}
$$

and the matrix monotonicity is obvious.

## Example 5.25 The Heinz mean

$$
\begin{equation*}
H_{t}(x, y)=\frac{x^{t} y^{1-t}+x^{1-t} y^{t}}{2} \quad(0 \leq t \leq 1 / 2) \tag{5.44}
\end{equation*}
$$

approximates between the arithmetic and geometric means. The corresponding standard function

$$
f_{t}(x)=\frac{x^{t}+x^{1-t}}{2}
$$

is obviously matrix monotone and a decreasing function of the parameter $t$. Therefore we can have Heinz mean for matrices, the formula is essentially the from (5.44):

$$
H_{t}(A, B)=A^{1 / 2} \frac{\left(A^{-1 / 2} B A^{-1 / 2}\right)^{t}+\left(A^{-1 / 2} B A^{-1 / 2}\right)^{1-t}}{2} A^{1 / 2}
$$

This is between geometric and arithmetic means:

$$
A \# B \leq H_{t}(A, B) \leq \frac{A+B}{2} \quad(t \in[0,1 / 2])
$$

Example 5.26 For $x \neq y$ the Stolarsky mean is

$$
m_{p}(x, y)= \begin{cases}\left(p \frac{x-y}{x^{p}-y^{p}}\right)^{\frac{1}{1-p}}=\left(\frac{1}{y-x} \int_{x}^{y} t^{p-1} d t\right)^{\frac{1}{p-1}} & \text { if } p \neq 1 \\ \frac{1}{e}\left(\frac{x^{x}}{y^{y}}\right)^{\frac{1}{x-y}} & \text { if } p=1\end{cases}
$$

If $-2 \leq p \leq 2$, then $f_{p}(x)=m_{p}(x, 1)$ is a matrix monotone function (see Theorem 4.46), so it can make a matrix mean. The case of $p=1$ is called identric mean and $p=0$ is the well-known logarithmic mean.

It follows from the next theorem that the harmonic mean is the smallest and the arithmetic mean is the largest mean for matrices.

Theorem 5.27 Let $f: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$be a standard matrix monotone function. Then $f$ admits a canonical representation

$$
\begin{equation*}
f(x)=\frac{1+x}{2} \exp \int_{0}^{1} \frac{(\lambda-1)(1-x)^{2}}{(\lambda+x)(1+\lambda x)(1+\lambda)} h(\lambda) d \lambda \tag{5.45}
\end{equation*}
$$

where $h:[0,1] \rightarrow[0,1]$ is a measurable function.
Example 5.28 In the function (5.45) we take

$$
h(\lambda)= \begin{cases}1 & \text { if } a \leq \lambda \leq b, \\ 0 & \text { otherwise }\end{cases}
$$

where $0 \leq a \leq b \leq 1$.
Then an easy calculation gives

$$
\frac{(\lambda-1)(1-t)^{2}}{(\lambda+t)(1+\lambda t)(1+\lambda)}=\frac{2}{1+\lambda}-\frac{1}{\lambda+t}-\frac{t}{1+\lambda t} .
$$

Thus

$$
\begin{aligned}
\int_{a}^{b} \frac{(\lambda-1)(1-t)^{2}}{(\lambda+t)(1+\lambda t)(1+\lambda)} d \lambda & =\left[\log (1+\lambda)^{2}-\log (\lambda+t)-\log (1+\lambda t)\right]_{\lambda=a}^{b} \\
& =\log \frac{(1+b)^{2}}{(1+a)^{2}}-\log \frac{b+t}{a+t}-\log \frac{1+b t}{1+a t}
\end{aligned}
$$

So

$$
f(t)=\frac{(b+1)^{2}}{2(a+1)^{2}} \frac{(1+t)(a+t)(1+a t)}{(b+t)(1+b t)}
$$

For $h \equiv 0$ the largest function $f(t)=(1+t) / 2$ comes and $h \equiv 1$ gives the smallest function $f(t)=2 t /(1+t)$. If

$$
\int_{0}^{1} \frac{h(\lambda)}{\lambda} d \lambda=+\infty
$$

then $f(0)=0$.

Hansen's canonical representation is true for any standard matrix monotone function [39]:

Theorem 5.29 If $f: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$be a standard matrix monotone function, then

$$
\begin{equation*}
\frac{1}{f(x)}=\int_{0}^{1} \frac{1+\lambda}{2}\left(\frac{1}{x+\lambda}+\frac{1}{1+x \lambda}\right) d \mu(\lambda) \tag{5.46}
\end{equation*}
$$

where $\mu$ is a probability measure on $[0,1]$.
Theorem 5.30 Let $f: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$be a standard matrix monotone function. Then

$$
\begin{equation*}
\tilde{f}(x):=\frac{1}{2}\left((x+1)-(x-1)^{2} \frac{f(0)}{f(x)}\right) \tag{5.47}
\end{equation*}
$$

is standard matrix monotone as well.
Example 5.31 Let $A, B \in \mathbb{M}_{n}$ be positive definite matrices and $M$ be a matrix mean. The block-matrix

$$
\left[\begin{array}{cc}
A & m(A, B) \\
m(A, B) & B
\end{array}\right]
$$

is positive if and only if $m(A, B) \leq A \# B$. Similarly,

$$
\left[\begin{array}{cc}
A^{-1} & m(A, B)^{-1} \\
m(A, B)^{-1} & B^{-1}
\end{array}\right] \geq 0
$$

if and only $m(A, B) \geq A \# B$.
If $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ are positive numbers, then the matrix $A \in \mathbb{M}_{n}$ defined as

$$
A_{i j}=\frac{1}{L\left(\lambda_{i}, \lambda_{j}\right)}
$$

is positive for $n=2$ according to the above argument. However, this is true for every $n$ due to the formula

$$
\begin{equation*}
\frac{1}{L(x, y)}=\int_{0}^{1} \frac{1}{(x+t)(y+t)} d t \tag{5.48}
\end{equation*}
$$

(Another argument is in Example 2.54.)
From the harmonic mean we obtain the mean matrix

$$
B_{i j}=\frac{2 \lambda_{i} \lambda_{j}}{\lambda_{i}+\lambda_{j}}
$$

This is positive, being the Hadamard product of two positive matrices, one of them is the Cauchy matrix.

There are many examples of positive mean matrices, the book [41] is relevant.

### 5.4 Mean transformation

If $0 \leq A, B \in \mathbb{M}_{n}$, then a matrix mean $m_{f}(A, B) \in \mathbb{M}_{n}$ has a slightly complicated formula expressed by the function $f: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$of the mean. If $A B=B A$, then the situation is simpler: $m_{f}(A, B)=f\left(A B^{-1}\right) B$. The mean introduced here will be a linear mapping $\mathbb{M}_{n} \rightarrow \mathbb{M}_{n}$. If $n>1$, then this is essentially different from $m_{f}(A, B)$.

From $A$ and $B$ we have the linear mappings $\mathbb{M}_{n} \rightarrow \mathbb{M}_{n}$ defined as

$$
\mathbb{L}_{A} X=A X, \quad \mathbb{R}_{B} X=X B \quad\left(X \in \mathbb{M}_{n}\right)
$$

So $\mathbb{L}_{A}$ is the left-multiplication by $A$ and $\mathbb{R}_{B}$ is the right-multiplication by $B$. Obviously, they are commuting operators, $\mathbb{L}_{A} \mathbb{R}_{B}=\mathbb{R}_{B} \mathbb{L}_{A}$, and they can be considered as matrices in $\mathbb{M}_{n^{2}}$.

The definition of the mean transformation is

$$
M_{f}(A, B)=m_{f}\left(\mathbb{L}_{A}, \mathbb{R}_{B}\right)
$$

Sometime the notation $\mathbb{J}_{A, B}^{f}$ is used for this.
For $f(x)=\sqrt{x}$ we have the geometric mean which is a simple example.
Example 5.32 Since $\mathbb{L}_{A}$ and $\mathbb{R}_{B}$ commute, the example of geometric mean is the following:

$$
\mathbb{L}_{A} \# \mathbb{R}_{B}=\left(\mathbb{L}_{A}\right)^{1 / 2}\left(\mathbb{R}_{B}\right)^{1 / 2}=\mathbb{L}_{A^{1 / 2}} \mathbb{R}_{B^{1 / 2}}, \quad X \mapsto A^{1 / 2} X B^{1 / 2}
$$

It is not true that $M(A, B) X \geq 0$ if $X \geq 0$, but as a linear mapping $M(A, B)$ is positive:

$$
\langle X, M(A, B) X\rangle=\operatorname{Tr} X^{*} A^{1 / 2} X B^{1 / 2}=\operatorname{Tr} B^{1 / 4} X^{*} A^{1 / 2} X B^{1 / 4} \geq 0
$$

for every $X \in \mathbb{M}_{n}$.
Let $A, B>0$. The equality $M(A, B) A=M(B, A) A$ immediately implies that $A B=B A$. From $M(A, B)=M(B, A)$ we can find that $A=\lambda B$ with some number $\lambda>0$. Therefore $M(A, B)=M(B, A)$ is a very special situation for the mean transformation.

The logarithmic mean transformation is

$$
\begin{equation*}
M_{\log }(A, B) X=\int_{0}^{1} A^{t} X B^{1-t} d t \tag{5.49}
\end{equation*}
$$

In the next example we have a formula for general $M(A, B)$.
Example 5.33 Assume that $A$ and $B$ act on a Hilbert space which has two orthonormal bases $\left|x_{1}\right\rangle, \ldots,\left|x_{n}\right\rangle$ and $\left|y_{1}\right\rangle, \ldots,\left|y_{n}\right\rangle$ such that

$$
A=\sum_{i} \lambda_{i}\left|x_{i}\right\rangle\left\langle x_{i}\right|, \quad B=\sum_{j} \mu_{j}\left|y_{j}\right\rangle\left\langle y_{j}\right| .
$$

Then for $f(x)=x^{k}$ we have

$$
\begin{aligned}
f\left(\mathbb{L}_{A} \mathbb{R}_{B}^{-1}\right) \mathbb{R}_{B}\left|x_{i}\right\rangle\left\langle y_{j}\right| & =A^{k}\left|x_{i}\right\rangle\left\langle y_{j}\right| B^{-k+1}=\lambda_{i}^{k} \mu_{j}^{-k+1}\left|x_{i}\right\rangle\left\langle y_{j}\right| \\
& =f\left(\lambda_{i} / \mu_{j}\right) \mu_{j}\left|x_{i}\right\rangle\left\langle y_{j}\right|=m_{f}\left(\lambda_{i}, \mu_{j}\right)\left|x_{i}\right\rangle\left\langle y_{j}\right|
\end{aligned}
$$

and for a general $f$

$$
\begin{equation*}
M_{f}(A, B)\left|x_{i}\right\rangle\left\langle y_{j}\right|=m_{f}\left(\lambda_{i}, \mu_{j}\right)\left|x_{i}\right\rangle\left\langle y_{j}\right| . \tag{5.50}
\end{equation*}
$$

This shows also that $M_{f}(A, B) \geq 0$ with respect to the Hilbert-Schmidt inner product.

Another formulation is also possible. Let $A=U \operatorname{Diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right) U^{*}, B=$ $V \operatorname{Diag}\left(\mu_{1}, \ldots, \mu_{n}\right) V^{*}$ with unitaries $U, V$. Let $\left|e_{1}\right\rangle, \ldots,\left|e_{n}\right\rangle$ be the basis vectors. Then

$$
\begin{equation*}
M_{f}(A, B) X=U\left(\left[m_{f}\left(\lambda_{i}, \mu_{j}\right)\right]_{i j} \circ\left(U^{*} X V\right)\right) V^{*} . \tag{5.51}
\end{equation*}
$$

It is enough to check the case $X=\left|x_{i}\right\rangle\left\langle y_{j}\right|$. Then

$$
\begin{aligned}
& U\left(\left[m_{f}\left(\lambda_{i}, \mu_{j}\right)\right]_{i j} \circ\left(U^{*}\left|x_{i}\right\rangle\left\langle y_{j}\right| V\right)\right) V^{*}=U\left(\left[m_{f}\left(\lambda_{i}, \mu_{j}\right)\right]_{i j} \circ\left|e_{i}\right\rangle\left\langle e_{j}\right|\right) V^{*} \\
& \quad=m_{f}\left(\lambda_{i}, \mu_{j}\right) U\left|e_{i}\right\rangle\left\langle e_{j}\right| V^{*}=m_{f}\left(\lambda_{i}, \mu_{j}\right)\left|x_{i}\right\rangle\left\langle y_{j}\right| .
\end{aligned}
$$

For the matrix means we have $m(A, A)=A$, but $M(A, A)$ is rather different, it cannot be $A$ since it is a transformation. If $A=\sum_{i} \lambda_{i}\left|x_{i}\right\rangle\left\langle x_{i}\right|$, then

$$
M(A, A)\left|x_{i}\right\rangle\left\langle x_{j}\right|=m\left(\lambda_{i}, \lambda_{j}\right)\left|x_{i}\right\rangle\left\langle x_{j}\right| .
$$

(This is related to the so-called mean matrix.)

Example 5.34 Here we show a very special inequality between the geometric mean $M_{G}(A, B)$ and the arithmetic mean $M_{A}(A, B)$. They are

$$
M_{G}(A, B) X=A^{1 / 2} X B^{1 / 2}, \quad M_{A}(A, B) X=\frac{1}{2}(A X+X B)
$$

There is an integral formula

$$
\begin{equation*}
M_{G}(A, B) X=\int_{-\infty}^{\infty} A^{\mathrm{it}} M_{A}(A, B) X B^{-\mathrm{i} t} d \mu(t) \tag{5.52}
\end{equation*}
$$

where the probability measure is

$$
d \mu(t)=\frac{1}{\cosh (\pi t)} d t
$$

From (5.52) it follows that

$$
\begin{equation*}
\left\|M_{G}(A, B) X\right\| \leq\left\|M_{A}(A, B) X\right\| \tag{5.53}
\end{equation*}
$$

which is an operator norm inequality.

The next theorem gives the transformer inequality.
Theorem 5.35 Let $f:[0,+\infty) \rightarrow[0,+\infty)$ be an operator monotone function and $M(\cdot, \cdot)$ be the corresponding mean transformation. If $\beta: \mathbb{M}_{n} \rightarrow$ $\mathbb{M}_{m}$ is a 2-positive trace-preserving mapping and the matrices $A, B \in \mathbb{M}_{n}$, $\beta(A), \beta(B) \in \mathbb{M}_{m}$ are positive, then

$$
\begin{equation*}
\beta M(A, B) \beta^{*} \leq M(\beta(A), \beta(B)) . \tag{5.54}
\end{equation*}
$$

Proof: By approximation we may assume that $A, B, \beta(A), \beta(B)>0$. Indeed, assume that the conclusion holds under this positive definiteness condition. For each $\varepsilon>0$ let

$$
\beta_{\varepsilon}(X):=\frac{\beta(X)+\varepsilon(\operatorname{Tr} X) I_{m}}{1+m \varepsilon}, \quad X \in \mathbb{M}_{n}
$$

which is 2 -positive and trace-preserving. If $A, B>0$, then $\beta_{\varepsilon}(A), \beta_{\varepsilon}(B)>0$ as well and hence (5.54) holds for $\beta_{\epsilon}$. Letting $\varepsilon \searrow 0$ implies that (5.54) for $\beta$ is true for all $A, B>0$. Then by taking the limit from $A+\varepsilon I_{n}, B+\varepsilon I_{n}$ as $\varepsilon \searrow$, we have (5.54) for all $A, B \geq 0$. Now assume $A, B, \beta(A), \beta(B)>0$.

Based on the Löwner theorem, we may consider $f(x)=x /(\lambda+x)(\lambda>0)$. Then

$$
M(A, B)=\frac{\mathbb{L}_{A}}{\lambda I+\mathbb{L}_{A} \mathbb{R}_{B}^{-1}}, \quad M(A, B)^{-1}=\left(\lambda I+\mathbb{L}_{A} \mathbb{R}_{B}^{-1}\right) \mathbb{L}_{A}^{-1}
$$

The statement (5.54) has the equivalent form

$$
\begin{equation*}
\beta^{*} M(\beta(A), \beta(B))^{-1} \beta \leq M(A, B)^{-1}, \tag{5.55}
\end{equation*}
$$

which means

$$
\left\langle\beta(X),\left(\lambda I+\mathbb{L}_{\beta(A)} \mathbb{R}_{\beta(B)}^{-1}\right) \mathbb{L}_{\beta(A)}^{-1} \beta(X)\right\rangle \leq\left\langle X,\left(\lambda I+\mathbb{L}_{A} \mathbb{R}_{B}^{-1}\right) \mathbb{L}_{A}^{-1} X\right\rangle
$$

or
$\lambda \operatorname{Tr} \beta\left(X^{*}\right) \beta(A)^{-1} \beta(X)+\operatorname{Tr} \beta(X) \beta(B)^{-1} \beta\left(X^{*}\right) \leq \lambda \operatorname{Tr} X^{*} A^{-1} X+\operatorname{Tr} X B^{-1} X^{*}$.
This inequality is true due to the matrix inequality

$$
\beta\left(X^{*}\right) \beta(Y)^{-1} \beta(X) \leq \beta\left(X^{*} Y^{-1} X\right) \quad(Y>0)
$$

see Lemma 2.45.
If $\beta^{-1}$ has the same properties as $\beta$ in the previous theorem, then we have equality in formula (5.54).

Theorem 5.36 Let $f:[0,+\infty) \rightarrow[0,+\infty)$ be an operator monotone function with $f(1)=1$ and $M(\cdot, \cdot)$ be the corresponding mean transformation. Assume that $0<A, B \in \mathbb{M}_{n}$ and $A \leq A^{\prime}, B \leq B^{\prime}$. Then $M(A, B) \leq$ $M\left(A^{\prime}, B^{\prime}\right)$.

Proof: Based on the Löwner theorem, we may consider $f(x)=x /(\lambda+x)$ $(\lambda>0)$. Then the statement is

$$
\mathbb{L}_{A}\left(\lambda I+\mathbb{L}_{A} \mathbb{R}_{B}^{-1}\right)^{-1} \leq \mathbb{L}_{A^{\prime}}\left(\lambda I+\mathbb{L}_{A^{\prime}} \mathbb{R}_{B^{\prime}}^{-1}\right)^{-1}
$$

which is equivalent to the relation

$$
\lambda \mathbb{L}_{A^{\prime}}^{-1}+\mathbb{R}_{B^{\prime}}^{-1}=\left(\lambda I+\mathbb{L}_{A^{\prime}} \mathbb{R}_{B^{\prime}}^{-1}\right) \mathbb{L}_{A^{\prime}}^{-1} \leq\left(\lambda I+\mathbb{L}_{A} \mathbb{R}_{B}^{-1}\right) \mathbb{L}_{A}^{-1}=\lambda \mathbb{L}_{A}^{-1}+\mathbb{R}_{B}^{-1}
$$

This is true, since $\mathbb{L}_{A^{\prime}}^{-1} \leq \mathbb{L}_{A}^{-1}$ and $\mathbb{R}_{B^{\prime}}^{-1} \leq \mathbb{R}_{B}^{-1}$ due to the assumption.
Theorem 5.37 Let $f$ be an operator monotone function with $f(1)=1$ and $M_{f}$ be the corresponding transformation mean. It has the following properties:
(1) $M_{f}(\lambda A, \lambda B)=\lambda M_{f}(A, B)$ for a number $\lambda>0$.
(2) $\left(M_{f}(A, B) X\right)^{*}=M_{f}(B, A) X^{*}$.
(3) $M_{f}(A, A) I=A$.
(4) $\operatorname{Tr} M_{f}(A, A)^{-1} Y=\operatorname{Tr} A^{-1} Y$.
(5) $(A, B) \mapsto\left\langle X, M_{f}(A, B) Y\right\rangle$ is continuous.
(6) Let

$$
C:=\left[\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right] \geq 0 .
$$

Then

$$
M_{f}(C, C)\left[\begin{array}{cc}
X & Y  \tag{5.56}\\
Z & W
\end{array}\right]=\left[\begin{array}{cc}
M_{f}(A, A) X & M_{f}(A, B) Y \\
M_{f}(B, A) Z & M_{f}(B, B) Z
\end{array}\right]
$$

The proof of the theorem is an elementary computation. Property (6) is very essential. It tells that it is sufficient to know the mean transformation for two identical matrices.

The next theorem is an axiomatic characterization of the mean transformation.

Theorem 5.38 Assume that for all $0 \leq A, B \in \mathbb{M}_{n}$ the linear operator $L(A, B): \mathbb{M}_{n} \rightarrow \mathbb{M}_{n}$ is defined. $L(A, B)=M_{f}\left(\mathbb{L}_{A}, \mathbb{R}_{B}\right)$ with an operator monotone function $f$ if and only if $L$ has the following properties:
(i) $(X, Y) \mapsto\langle X, L(A, B) Y\rangle$ is an inner product on $\mathbb{M}_{n}$.
(ii) $(A, B) \mapsto\langle X, L(A, B) Y\rangle$ is continuous.
(iii) For a trace-preserving completely positive mapping $\beta$

$$
\beta L(A, B) \beta^{*} \leq L(\beta A, \beta B)
$$

holds.
(iv) Let

$$
C:=\left[\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right]>0 .
$$

Then

$$
L(C, C)\left[\begin{array}{cc}
X & Y  \tag{5.57}\\
Z & W
\end{array}\right]=\left[\begin{array}{cc}
L(A, A) X & L(A, B) Y \\
L(B, A) Z & L(B, B) Z
\end{array}\right]
$$

The proof needs a few lemmas. Recall that $H_{n}^{+}=\left\{A \in \mathbb{M}_{n}: A>0\right\}$.

Lemma 5.39 If $U, V \in \mathbb{M}_{n}$ are arbitrary unitary matrices then for every $A, B \in H_{n}^{+}$and $X \in \mathbb{M}_{n}$ we have

$$
\langle X, L(A, B) X\rangle=\left\langle U X V^{*}, L\left(U A U^{*}, V B V^{*}\right) U X V^{*}\right\rangle .
$$

Proof: For a unitary matrix $U \in \mathbb{M}_{n}$ define $\beta(A)=U^{*} A U$. Then $\beta: \mathbb{M}_{n} \rightarrow$ $\mathbb{M}_{n}$ is trace-preserving completely positive, further, $\beta^{*}(A)=\beta^{-1}(A)=U A U^{*}$. Thus by double application of (iii) we obtain

$$
\begin{aligned}
\langle X, L(A, A) X\rangle & =\left\langle X, L\left(\beta \beta^{-1} A, \beta \beta^{-1} A\right) X\right\rangle \\
& \geq\left\langle X, \beta L\left(\beta^{-1} A, \beta^{-1} A\right) \beta^{*} X\right\rangle \\
& =\left\langle\beta^{*} X, L\left(\beta^{-1} A, \beta^{-1} A \beta^{*} X\right\rangle\right. \\
& \geq\left\langle\beta^{*} X, \beta^{-1} L(A, A)\left(\beta^{-1}\right)^{*} \beta^{*} X\right\rangle \\
& =\langle X, L(A, A) X\rangle,
\end{aligned}
$$

hence

$$
\langle X, L(A, A) X\rangle=\left\langle U A U^{*}, L\left(U A U^{*}, U A U^{*}\right) U X U^{*}\right\rangle
$$

Now for the matrices

$$
C=\left[\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right] \in H_{2 n}^{+}, \quad Y=\left[\begin{array}{cc}
0 & X \\
0 & 0
\end{array}\right] \in \mathbb{M}_{2 n} \quad \text { and } \quad W=\left[\begin{array}{cc}
U & 0 \\
0 & V
\end{array}\right] \in \mathbb{M}_{2 n}
$$

it follows by (iv) that

$$
\begin{aligned}
\langle X, L(A, B) X\rangle & =\langle Y, L(C, C) Y\rangle \\
& =\left\langle W Y W^{*}, L\left(W C W^{*}, W C W^{*}\right) W Y W^{*}\right\rangle \\
& =\left\langle U X V^{*} L\left(U A U^{*}, V B V^{*}\right) U X V^{*}\right\rangle
\end{aligned}
$$

and we have the statement.

Lemma 5.40 Suppose that $L(A, B)$ is defined by the axioms (i)-(iv). Then there exists a unique continuous function $d: \mathbb{R}^{+} \times \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$such that

$$
d(r \lambda, r \mu)=r d(\lambda, \mu) \quad(r, \lambda, \mu>0)
$$

and for every $A=\operatorname{Diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in H_{n}^{+}, B=\operatorname{Diag}\left(\mu_{1}, \ldots, \mu_{n}\right) \in H_{n}^{+}$

$$
\langle X, L(A, B) X\rangle=\sum_{j, k=1}^{n} d\left(\lambda_{j}, \mu_{k}\right)\left|X_{j k}\right|^{2}
$$

Proof: The uniqueness of such a function $d$ is clear, we concentrate on the existence.

Denote by $E(j k)^{(n)}$ and $I_{n}$ the $n \times n$ matrix units and the $n \times n$ unit matrix, respectively. We assume $A=\operatorname{Diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in H_{n}^{+}, B=\operatorname{Diag}\left(\mu_{1}, \ldots, \mu_{n}\right) \in$ $H_{n}^{+}$.

We first show that

$$
\begin{equation*}
\left\langle E(j k)^{(n)}, L(A, A) E(l m)^{(n)}\right\rangle=0 \quad \text { if } \quad(j, k) \neq(l, m) . \tag{5.58}
\end{equation*}
$$

Indeed, if $j \neq k, l, m$ we let $U_{j}=\operatorname{Diag}(1, \ldots, 1, \mathrm{i}, 1, \ldots, 1)$ where the imaginary unit is the $j$ th entry and $j \neq k, l, m$. Then by Lemma 5.39 one has

$$
\begin{aligned}
& \left\langle E(j k)^{(n)}, L(A, A) E(l m)^{(n)}\right\rangle \\
& \quad=\left\langle U_{j} E(j k)^{(n)} U_{j}^{*}, L\left(U_{j} A U_{j}^{*}, U_{j} A U_{j}^{*}\right) U_{j} E(l m)^{(n)} U_{j}^{*}\right\rangle \\
& \quad=\left\langle\mathrm{i} E(j k)^{(n)}, L(A, A) E(l m)^{(n)}\right\rangle=-\mathrm{i}\left\langle E(j k)^{(n)}, L(A, A) E(l m)^{(n)}\right\rangle
\end{aligned}
$$

hence $\left\langle E(j k)^{(n)}, L(A, A) E(l m)^{(n)}\right\rangle=0$. If one of the indices $j, k, l, m$ is different from the others then (5.58) follows analogously. Finally, applying condition (iv) we obtain that

$$
\left\langle E(j k)^{(n)}, L(A, B) E(l m)^{(n)}\right\rangle=\left\langle E(j, k+n)^{(2 n)}, m(C, C) E(l, m+n)^{(2 n)}\right\rangle=0
$$

if $(j, k) \neq(l, m)$, because $C=\operatorname{Diag}\left(\lambda_{1}, \ldots, \lambda_{n}, \mu_{1}, \ldots, \mu_{n}\right) \in H_{2 n}^{+}$and one of the indices $j, k+n, l, m+n$ are different from the others.

Now we claim that $\left\langle E(j k)^{(n)}, L(A, B) E(j k)^{(n)}\right\rangle$ is determined by $\lambda_{j}$, and $\mu_{k}$. More specifically,

$$
\begin{equation*}
\left\|E(j k)^{(n)}\right\|_{A, B}^{2}=\left\|E(12)^{(2)}\right\|_{\operatorname{Diag}\left(\lambda_{j}, \mu_{k}\right)}^{2}, \tag{5.59}
\end{equation*}
$$

where for brevity we introduced the notations

$$
\|X\|_{A, B}^{2}=\langle X, L(A, B) X\rangle \quad \text { and } \quad\|X\|_{A}^{2}=\|X\|_{A, A}^{2} .
$$

Indeed, if $U_{j, k+n} \in \mathbb{M}_{2 n}$ denotes the unitary matrix which interchanges the first and the $j$ th, further, the second and the $(k+n)$ th coordinates, then by condition (iv) and Lemma 5.39 it follows that

$$
\begin{aligned}
\left\|E(j k)^{(n)}\right\|_{A, B}^{2} & =\left\|E(j, k+n)^{(2 n)}\right\|_{C}^{2} \\
& =\left\|U_{j, k+n} E(j, k+n)^{(2 n)} U_{j, k+n}^{*}\right\|_{U_{j, k+n} C U_{j, k+n}^{*}}^{2} \\
& =\left\|E(12)^{(2 n)}\right\|_{\operatorname{Diag}\left(\lambda_{j}, \mu_{k}, \lambda_{3}, \ldots, \mu_{n}\right)}^{2} .
\end{aligned}
$$

Thus it suffices to prove

$$
\begin{equation*}
\left\|E(12)^{(2 n)}\right\|_{\text {Diag }\left(\eta_{1}, \eta_{2}, \ldots, \eta_{2 n}\right)}^{2}=\left\|E(12)^{(2)}\right\|_{\text {Diag }\left(\eta_{1}, \eta_{2}\right)}^{2} . \tag{5.60}
\end{equation*}
$$

Condition (iv) with $X=E(12)^{(n)}$ and $Y=Z=W=0$ yields

$$
\begin{equation*}
\left\|E(12)^{(2 n)}\right\|_{\operatorname{Diag}\left(\eta_{1}, \eta_{2}, \ldots, \eta_{2 n}\right)}^{2}=\left\|E(12)^{(n)}\right\|_{\operatorname{Diag}\left(\eta_{1}, \eta_{2}, \ldots, \eta_{n}\right)}^{2} \tag{5.61}
\end{equation*}
$$

Further, consider the following mappings $(n \geq 4): \beta_{n}: \mathbb{M}_{n} \rightarrow \mathbb{M}_{n-1}$,

$$
\beta_{n}\left(E(j k)^{(n)}\right):= \begin{cases}E(j k)^{(n-1)}, & \text { if } 1 \leq j, k \leq n-1, \\ E(n-1, n-1)^{(n-1)}, & \text { if } j=k=n \\ 0, & \text { otherwise }\end{cases}
$$

and $\tilde{\beta}_{n}: \mathbb{M}_{n-1} \rightarrow \mathbb{M}_{n}, \tilde{\beta}_{n}\left(E(j k)^{(n-1)}\right):=E(j k)^{(n-1)}$ if $1 \leq j, k \leq n-2$,

$$
\tilde{\beta}_{n}\left(E(n-1, n-1)^{(n-1)}\right):=\frac{\eta_{n-1} E(n-1, n-1)^{(n)}+\eta_{n} E(n n)^{(n)}}{\eta_{n-1}+\eta_{n}}
$$

and in the other cases $\tilde{\beta}_{n}\left(E(j k)^{(n-1)}\right)=0$.
Clearly, $\beta_{n}$ and $\tilde{\beta}_{n}$ are trace-preserving completely positive mappings hence by (iii)

$$
\begin{aligned}
\left\|E(12)^{(n)}\right\|_{\operatorname{Diag}\left(\eta_{1}, \ldots, \eta_{n}\right)}^{2} & =\left\|E(12)^{(n)}\right\|_{\tilde{\beta}_{n} \beta_{n} \operatorname{Diag}\left(\eta_{1}, \ldots, \eta_{n}\right)}^{2} \\
& \geq\left\|\tilde{\beta}_{n}^{*} E(12)^{(n)}\right\|_{\beta_{n} \operatorname{Diag}\left(\eta_{1}, \ldots, \eta_{n}\right)}^{2} \\
& \geq\left\|\beta_{n}^{*} \tilde{\beta}_{n}^{*} E(12)^{(n)}\right\|_{\operatorname{Diag}\left(\eta_{1}, \ldots, \eta_{n}\right)}^{2} \\
& =\left\|E(12)^{(n)}\right\|_{\operatorname{Diag}\left(\eta_{1}, \ldots, \eta_{n}\right)}^{2} .
\end{aligned}
$$

Thus equality holds, which implies

$$
\begin{equation*}
\left\|E(12)^{(n)}\right\|_{\operatorname{Diag}\left(\eta_{1}, \ldots, \eta_{n-1}, \eta_{n}\right)}^{2}=\left\|E(12)^{(n-1)}\right\|_{\operatorname{Diag}\left(\eta_{1}, \ldots, \eta_{n-2}, \eta_{n-1}+\eta_{n}\right)}^{2} . \tag{5.62}
\end{equation*}
$$

Now repeated application of (5.61) and (5.62) yields (5.60) and therefore also (5.59) follows.

For $0<\lambda, \mu$ let

$$
d(\lambda, \mu):=\left\|E(12)^{(2)}\right\|_{\operatorname{Diag}(\lambda, \mu)}^{2} .
$$

Condition (ii) implies the continuity of $d$. We further claim that $d$ is homogeneous of order one, that is,

$$
d(r \lambda, r \mu)=r d(\lambda, \mu) \quad(0<\lambda, \mu, r)
$$

First let $r=k \in \mathbb{N}_{+}$. Then the mappings $\alpha_{k}: \mathbb{M}_{2} \rightarrow \mathbb{M}_{2 k}, \tilde{\alpha}_{k}: \mathbb{M}_{2 k} \rightarrow \mathbb{M}_{k}$ defined by

$$
\alpha_{k}(X)=\frac{1}{k} I_{k} \otimes X
$$

and

$$
\tilde{\alpha}_{k}\left[\begin{array}{cccc}
X_{11} & X_{12} & \ldots & X_{1 k} \\
X_{21} & X_{22} & \ldots & X_{2 k} \\
\vdots & \vdots & \ddots & \\
X_{k 1} & X_{k 2} & \ldots & X_{k k}
\end{array}\right]=X_{11}+X_{22}+\ldots+X_{k k}
$$

are trace-preserving completely positive, further, $\tilde{\alpha}_{k}^{*}=k \alpha_{k}$. So applying condition (iii) twice it follows that

$$
\begin{aligned}
\left\|E(12)^{(2)}\right\|_{\operatorname{Diag}(\lambda, \mu)}^{2} & =\left\|E(12)^{(2)}\right\|_{\tilde{\alpha}_{k} \alpha_{k} \operatorname{Diag}(\lambda, \mu)}^{2} \\
& \geq\left\|\tilde{\alpha}_{k}^{*} E(12)^{(2)}\right\|_{\alpha_{k} \operatorname{Diag}(\lambda, \mu)}^{2} \\
& \geq\left\|\alpha_{k}^{*} \tilde{\alpha}_{k}^{*} E(12)^{(2)}\right\|_{\operatorname{Diag}(\lambda, \mu)}^{2} \\
& =\left\|E(12)^{(2)}\right\|_{\operatorname{Diag}(\lambda, \mu)}^{2} .
\end{aligned}
$$

Hence equality holds, which means

$$
\left\|E(12)^{(2)}\right\|_{\operatorname{Diag}(\lambda, \mu)}^{2}=\left\|I_{k} \otimes E(12)^{(2)}\right\|_{\frac{1}{k} I_{k} \otimes \operatorname{Diag}(\lambda, \mu)}^{2} .
$$

Thus by applying (5.58) and (5.59) we obtain

$$
\begin{aligned}
d(\lambda, \mu) & =\left\|I_{k} \otimes E(12)^{(2)}\right\|_{\frac{1}{k} I_{k} \otimes \operatorname{Diag}(\lambda, \mu)}^{2} \\
& =\sum_{j=1}^{k}\left\|E(j j)^{(k)} \otimes E(12)^{(2)}\right\|_{\frac{1}{k} I_{k} \otimes \operatorname{Diag}(\lambda, \mu)}^{2} \\
& =k\left\|E(11)^{(k)} \otimes E(12)^{(2)}\right\|_{\frac{1}{k} I_{k} \otimes \operatorname{Diag}(\lambda, \mu)}^{2} \\
& =k d\left(\frac{\lambda}{k}, \frac{\mu}{k}\right) .
\end{aligned}
$$

If $r=\ell / k$ where $\ell, k$ are positive natural numbers then

$$
d(r \lambda, r \mu)=d\left(\frac{\ell}{k} \lambda, \frac{\ell}{k} \mu\right)=\frac{1}{k} d(\ell \lambda, \ell \mu)=\frac{\ell}{k} d(\lambda, \mu) .
$$

By condition (ii), the homogeneity follows for every $r>0$.
We finish the proof by using (5.58) and (5.59) and obtain

$$
\|X\|_{A, B}^{2}=\sum_{j, k=1}^{n} d\left(\lambda_{j}, \mu_{k}\right)\left|X_{j k}\right|^{2}
$$

If we require the positivity of $M(A, B) X$ for $X \geq 0$, then from the formula

$$
(M(A, B) X)^{*}=M(B, A) X^{*}
$$

we need $A=B$. If $A=\sum_{i} \lambda_{i}\left|x_{i}\right\rangle\left\langle x_{i}\right|$ and $X=\sum_{i, j}\left|x_{i}\right\rangle\left\langle x_{j}\right|$ with an orthonormal basis $\left\{\left|x_{i}\right\rangle: i\right\}$, then

$$
(M(A, A) X)_{i j}=M\left(\lambda_{i}, \lambda_{j}\right) .
$$

The positivity of this matrix is necessary.
Given the positive numbers $\left\{\lambda_{i}: 1 \leq i \leq n\right\}$, the matrix

$$
K_{i j}=m\left(\lambda_{i}, \lambda_{j}\right)
$$

is called an $n \times n$ mean matrix. From the previous argument the positivity of $M(A, A): \mathbb{M}_{n} \rightarrow \mathbb{M}_{n}$ implies the positivity of the $n \times n$ mean matrices of the mean $M$. It is easy to see that if the mean matrices of any size are positive, then $M(A, A): \mathbb{M}_{n} \rightarrow \mathbb{M}_{n}$ is a completely positive mapping.

Example 5.41 If the mean matrix

$$
\left[\begin{array}{cc}
\lambda_{1} & m\left(\lambda_{1}, \lambda_{2}\right) \\
m\left(\lambda_{1}, \lambda_{2}\right) & \lambda_{1}
\end{array}\right]
$$

is positive, then $m\left(\lambda_{1}, \lambda_{2}\right) \leq \sqrt{\lambda_{1} \lambda_{2}}$. It follows that to have a positive mean matrix, the mean $m$ should be smaller than the geometric mean.

The power mean or binomial mean

$$
\begin{equation*}
m_{t}(x, y)=\left(\frac{x^{t}+y^{t}}{2}\right)^{1 / t} \tag{5.63}
\end{equation*}
$$

is an increasing function of $t$ when $x$ and $y$ are fixed. The limit $t \rightarrow 0$ gives the geometric mean. Therefore the positivity of the matrix mean may appear only for $-t \geq 0$. Then

$$
m_{-t}(x, y)=2^{1 / t} \frac{x y}{\left(x^{t}+y^{t}\right)^{1 / t}}
$$

and this matrix is positive due to the infinitely divisible Cauchy matrix, see Example 1.41.

### 5.5 Notes and remarks

The geometric mean of operators first appeared in the paper of Wieslaw Pusz and Stanislav L. Woronowicz (Functional calculus for sesquilinear forms and the purification map, Rep. Math. Phys., (1975), 159-170) and the detailed
study was in the paper Tsuyoshi Ando and Fumio Kubo [53]. The geometric mean for more matrices is from the paper [9]. A popularization of the subject is the paper Rajendra Bhatia and John Holbrook: Noncommutative geometric means. Math. Intelligencer 28(2006), 32-39. The mean transformations are in the book of Fumio Hiai and Hideki Kosaki [41].
Theorem 5.38 is from the paper [16]. There are several examples of positive mean matrices in the paper Rajendra Bhatia and Hideki Kosaki, Mean matrices and infinite divisibility, Linear Algebra Appl. 424(2007), 36-54. (Actually the positivity of matrices $A_{i j}=m\left(\lambda_{i}, \lambda_{j}\right)^{t}$ are considered, $t>0$.)

Theorem 5.18 is from the paper Miklós Pálfia, A multivariable extension of two-variable matrix means, SIAM J. Matrix Anal. Appl. 32(2011), 385393. There is a different definition of the geometric mean $X$ of the positive matrices $A_{1}, A_{2}, \ldots A_{k}$ as defined by the equation

$$
\sum_{k=1}^{n} \log A_{i}^{-1} X=0
$$

See the papers Y. Lim, M. Pálfia, Matrixpower means and the Karcher mean, J. Functional Analysis 262(2012), 1498-1514 or M. Moakher, A differential geometric approach to the geometric mean of symmetric positive-definite matrices, SIAM J. Matrix Anal. Appl. 26(2005), 735-747.

Lajos Molnár proved that if a bijection $\alpha: \mathbb{M}_{n}^{+} \rightarrow \mathbb{M}_{n}^{+}$preserves the geometric mean, then for $n \geq 2 \alpha(A)=S A S^{*}$ for a linear or conjugate linear mapping $S$ (Maps preserving the geometric mean of positive operators, Proc. Amer. Math. Soc. 137(2009), 1763-1770.)

Theorem 5.27 is from the paper F. Hansen, Characterization of symmetric monotone metrics on the state space of quantum systems, Quantum Information and Computation 6(2006), 597-605.

The norm inequality (5.53) was obtained by R. Bhatia and C. Davis: A Cauchy-Schwarz inequality for operators with applications, Linear Algebra Appl. 223/224 (1995), 119-129. The integral formula (5.52) is due to H. Kosaki: Arithmetic-geometric mean and related inequalities for operators, J. Funct. Anal. 156 (1998), 429-451.

### 5.6 Exercises

1. Show that for positive invertible matrices $A$ and $B$ the inequalities

$$
2\left(A^{-1}+B^{-1}\right)^{-1} \leq A \# B \leq \frac{1}{2}(A+B)
$$

hold. What is the condition for equality? (Hint: Reduce the general case to $A=I$.)
2. Show that

$$
A \# B=\frac{1}{\pi} \int_{0}^{1} \frac{\left(t A^{-1}+(1-t) B^{-1}\right)^{-1}}{\sqrt{t(1-t)}} d t .
$$

3. Let $A, B>0$. Show that $A \# B=A$ implies $A=B$.
4. Let $0<A, B \in \mathbb{M}_{m}$. Show that the rank of the matrix

$$
\left[\begin{array}{cc}
A & A \# B \\
A \# B & B
\end{array}\right]
$$

is smaller than $2 m$.
5. Show that for any matrix mean $m$,

$$
m(A, B) \# m^{\perp}(A, B)=A \# B
$$

6. Let $A \geq 0$ and $P$ be a projection of rank 1. Show that $A \# P=$ $\sqrt{\operatorname{Tr} A P} P$.
7. Argue that natural map

$$
(A, B) \longmapsto \exp \left(\frac{\log A+\log B}{2}\right)
$$

would not be a good definition for geometric mean.
8. Show that for positive matrices $A: B=A-A(A+B)^{-1} A$.
9. Show that for positive matrices $A: B \leq A$.
10. Show that $0<A \leq B$ imply $A \leq 2(A: B) \leq B$.
11. Show that $L(A, B) \leq(A+B) / 2$.
12. Let $A, B>0$. Show that if for a matrix mean $m_{f}(A, B)=A$, then $A=B$.
13. Let $f, g: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$be matrix monotone functions. Show that their arithmetic and geometric means are matrix monotone as well.
14. Show that the matrix

$$
A_{i j}=\frac{1}{H_{t}\left(\lambda_{i}, \lambda_{j}\right)}
$$

defined by the Heinz mean is positive.
15. Show that

$$
\left.\frac{\partial}{\partial t} m\left(e^{t A}, e^{t B}\right)\right|_{t=0}=\frac{A+B}{2}
$$

for a symmetric mean. (Hint: Check the arithmetic and harmonic means, reduce the general case to these examples.)
16. Let $A$ and $B$ be positive matrices and assume that there is a unitary $U$ such that $A^{1 / 2} U B^{1 / 2} \geq 0$. Show that $A \# B=A^{1 / 2} U B^{1 / 2}$.
17. Show that

$$
S^{*}(A: B) S \leq\left(S^{*} A S\right):\left(S^{*} B S\right)
$$

for any invertible matrix $S$ and $A, B \geq 0$.
18. Show the property

$$
(A: B)+(C: D) \leq(A+C):(B+D)
$$

of the parallel sum.
19. Show the logarithmic mean formula

$$
L(A, B)^{-1}=\int_{0}^{\infty} \frac{(t A+B)^{-1}}{t+1} d t
$$

for positive definite matrices $A, B$.
20. Let $A$ and $B$ be positive definite matrices. Set $A_{0}:=A, B_{0}:=B$ and define recurrently

$$
A_{n}=\frac{A_{n-1}+B_{n-1}}{2} \quad \text { and } \quad B_{n}=2\left(A_{n-1}^{-1}+B_{n-1}^{-1}\right)^{-1} \quad(n=1,2, \ldots) .
$$

Show that

$$
\lim _{n \rightarrow \infty} A_{n}=\lim _{n \rightarrow \infty} B_{n}=A \# B
$$

21. Show that the function $f_{t}(x)$ defined in (5.43) has the property

$$
\sqrt{x} \leq f_{t}(x) \leq \frac{1+x}{2}
$$

when $1 / 2 \leq t \leq 2$.
22. Let $P$ and $Q$ be ortho-projections. What is their Heinz mean?
23. Show that

$$
\operatorname{det}(A \# B)=\sqrt{\operatorname{det} A \operatorname{det} B} .
$$

24. Assume that $A$ and $B$ are invertible positive matrices. Show that

$$
(A \# B)^{-1}=A^{-1} \# B^{-1}
$$

25. Let

$$
A:=\left[\begin{array}{cc}
3 / 2 & 0 \\
0 & 3 / 4
\end{array}\right] \quad \text { and } \quad B:=\left[\begin{array}{ll}
1 / 2 & 1 / 2 \\
1 / 2 & 1 / 2
\end{array}\right] .
$$

Show that $A \geq B \geq 0$ and for $p>1$ the inequality $A^{p} \geq B^{p}$ does not hold.
26. Show that

$$
\operatorname{det}(\mathbf{G}(A, B, C))=(\operatorname{det} A \operatorname{det} B \operatorname{det} C)^{1 / 3}
$$

27. Show that

$$
\mathbf{G}(\alpha A, \beta B, \gamma C)=(\alpha \beta \gamma)^{1 / 3} \mathbf{G}(A, B, C)
$$

for positive numbers $\alpha, \beta, \gamma$.
28. Show that $A_{1} \geq A_{2}, B_{1} \geq B_{2}, C_{1} \geq C_{2}$ imply

$$
\mathbf{G}\left(A_{1}, B_{1}, C_{1}\right) \geq \mathbf{G}\left(A_{2}, B_{2}, C_{2}\right) .
$$

29. Show that

$$
\mathbf{G}(A, B, C)=\mathbf{G}\left(A^{-1}, B^{-1}, C^{-1}\right)^{-1}
$$

30. Show that

$$
3\left(A^{-1}+B^{-1}+C^{-1}\right)^{-1} \leq \mathbf{G}(A, B, C) \leq \frac{1}{3}(A+B+C)
$$

31. Show that

$$
f_{\gamma}(x)=2^{2 \gamma-1} x^{\gamma}(1+x)^{1-2 \gamma}
$$

is a matrix monotone function for $0<\gamma<1$.
32. Let $P$ and $Q$ be ortho-projections. Prove that $L(P, Q)=P \wedge Q$.
33. Show that the function

$$
\begin{equation*}
f_{p}(x)=\left(\frac{x^{p}+1}{2}\right)^{1 / p} \tag{5.64}
\end{equation*}
$$

is matrix monotone if and only if $-1 \leq p \leq 1$.
34. For positive numbers $a$ and $b$

$$
\lim _{p \rightarrow 0}\left(\frac{a^{p}+b^{p}}{2}\right)^{1 / p}=\sqrt{a b} .
$$

Is it true that for $0<A, B \in \mathbb{M}_{n}(\mathbb{C})$

$$
\lim _{p \rightarrow 0}\left(\frac{A^{p}+B^{p}}{2}\right)^{1 / p}
$$

is the geometric mean of $A$ and $B$ ?

## Chapter 6

## Majorization and singular values

A citation from von Neumann: "The object of this note is the study of certain properties of complex matrices of $n$th order together with them we shall use complex vectors of $n$th order." This classical subject in matrix theory is exposed in Sections 2 and 3 after discussions on vectors in Section 1. The chapter contains also several matrix norm inequalities as well as majorization results for matrices, which were mostly developed rather recently.

Basic properties of singular values of matrices are given in Section 2. The section also contains several fundamental majorizations, notably the LidskiiWielandt and Gel'fand-Naimark theorems, for the eigenvalues of Hermitian matrices and the singular values of general matrices. Section 3 is an important subject on symmetric or unitarily invariant norms for matrices. Symmetric norms are written as symmetric gauge-functions of the singular values of matrices (the von Neumann theorem). So they are closely connected with majorization theory as manifestly seen from the fact that the weak majorization $s(A) \prec_{w} s(B)$ for the singular value vectors $s(A), s(B)$ of matrices $A, B$ is equivalent to the inequality $|\|A\|\|\leq\|| B||\mid$ for all symmetric norms (as summarized in Theorem 6.24. Therefore, the majorization method is of particular use to obtain various symmetric norm inequalities for matrices.

Section 4 further collects several majorization results (hence symmetric norm inequalities), mostly developed rather recently, for positive matrices involving concave or convex functions, or operator monotone functions, or certain matrix means. For instance, the symmetric norm inequalities of GoldenThompson type and of its complementary type are presented.

### 6.1 Majorization of vectors

Let $a=\left(a_{1}, \ldots, a_{n}\right)$ and $b=\left(b_{1}, \ldots, b_{n}\right)$ be vectors in $\mathbb{R}^{n}$. The decreasing rearrangement of $a$ is $a^{\downarrow}=\left(a_{1}^{\downarrow}, \ldots, a_{n}^{\downarrow}\right)$ and $b^{\downarrow}=\left(b_{1}^{\downarrow}, \ldots, b_{n}^{\downarrow}\right)$ is similarly defined. The majorization $a \prec b$ means that

$$
\begin{equation*}
\sum_{i=1}^{k} a_{i}^{\downarrow} \leq \sum_{i=1}^{k} b_{i}^{\downarrow} \quad(1 \leq k \leq n) \tag{6.1}
\end{equation*}
$$

and the equality is required for $k=n$. The weak majorization $a \prec_{w} b$ is defined by the inequality (6.1), where the equality for $k=n$ is not required. The concepts were introduced by Hardy, Littlewood and Pólya.

The majorization $a \prec b$ is equivalent to the statement that $a$ is a convex combination of permutations of the components of the vector $b$. This can be written as

$$
a=\sum_{U} \lambda_{U} U b,
$$

where the summation is over the $n \times n$ permutation matrices $U$ and $\lambda_{U} \geq 0$, $\sum_{U} \lambda_{U}=1$. The $n \times n$ matrix $D=\sum_{U} \lambda_{U} U$ has the property that all entries are positive and the sums of rows and columns are 1 . Such a matrix $D$ is called doubly stochastic. So $a=D b$. The proof is a part of the next theorem.

Theorem 6.1 The following conditions for $a, b \in \mathbb{R}^{n}$ are equivalent:
(1) $a \prec b$;
(2) $\sum_{i=1}^{n}\left|a_{i}-r\right| \leq \sum_{i=1}^{n}\left|b_{i}-r\right|$ for all $r \in \mathbb{R}$;
(3) $\sum_{i=1}^{n} f\left(a_{i}\right) \leq \sum_{i=1}^{n} f\left(b_{i}\right)$ for any convex function $f$ on an interval containing all $a_{i}, b_{i}$;
(4) $a$ is a convex combination of coordinate permutations of $b$;
(5) $a=D b$ for some doubly stochastic $n \times n$ matrix $D$.

Proof: $(1) \Rightarrow(4)$. We show that there exist a finite number of matrices $D_{1}, \ldots, D_{N}$ of the form $\lambda I+(1-\lambda) \Pi$ where $0 \leq \lambda \leq 1$ and $\Pi$ is a permutation matrix interchanging two coordinates only such that $a=D_{N} \cdots D_{1} b$. Then (4) follows because $D_{N} \cdots D_{1}$ becomes a convex combination of permutation matrices. We may assume that $a_{1} \geq \cdots \geq a_{n}$ and $b_{1} \geq \cdots \geq b_{n}$. Suppose $a \neq b$ and choose the largest $j$ such that $a_{j}<b_{j}$. Then there exists a $k$ with $k>j$ such that $a_{k}>b_{k}$. Choose the smallest such $k$. Let $\lambda_{1}:=1-\min \left\{b_{j}-\right.$
$\left.a_{j}, a_{k}-b_{k}\right\} /\left(b_{j}-b_{k}\right)$ and $\Pi_{1}$ be the permutation matrix interchanging the $j$ th and $k$ th coordinates. Then $0<\lambda_{1}<1$ since $b_{j}>a_{j} \geq a_{k}>b_{k}$. Define $D_{1}:=\lambda_{1} I+\left(1-\lambda_{1}\right) \Pi_{1}$ and $b^{(1)}:=D_{1} b$. Now it is easy to check that $a \prec b^{(1)} \prec b$ and $b_{1}^{(1)} \geq \cdots \geq b_{n}^{(1)}$. Moreover the $j$ th or $k$ th coordinates of $a$ and $b^{(1)}$ are equal. When $a \neq b^{(1)}$, we can apply the above argument to $a$ and $b^{(1)}$. Repeating finite times we reach the conclusion.
$(4) \Rightarrow(5)$ is trivial from the fact that any convex combination of permutation matrices is doubly stochastic.
(5) $\Rightarrow(2)$. For every $r \in \mathbb{R}$ we have

$$
\sum_{i=1}^{n}\left|a_{i}-r\right|=\sum_{i=1}^{n}\left|\sum_{j=1}^{n} D_{i j}\left(b_{j}-r\right)\right| \leq \sum_{i, j=1}^{n} D_{i j}\left|b_{j}-r\right|=\sum_{j=1}^{n}\left|b_{j}-r\right| .
$$

(2) $\Rightarrow$ (1). Taking large $r$ and small $r$ in the inequality of (2) we have $\sum_{i=1}^{n} a_{i}=\sum_{i=1}^{n} b_{i}$. Noting that $|x|+x=2 x_{+}$for $x \in \mathbb{R}$, where $x_{+}=$ $\max \{x, 0\}$, we have

$$
\begin{equation*}
\sum_{i=1}^{n}\left(a_{i}-r\right)_{+} \leq \sum_{i=1}^{n}\left(b_{i}-r\right)_{+}, \quad r \in \mathbb{R} \tag{6.2}
\end{equation*}
$$

Now prove that (6.2) implies that $a \prec_{w} b$. When $b_{k}^{\downarrow} \geq r \geq b_{k+1}^{\downarrow}, \sum_{i=1}^{k} a_{i}^{\downarrow} \leq$ $\sum_{i=1}^{k} b_{i}^{\downarrow}$ follows since

$$
\sum_{i=1}^{n}\left(a_{i}-r\right)_{+} \geq \sum_{i=1}^{k}\left(a_{i}^{\downarrow}-r\right)_{+} \geq \sum_{i=1}^{k} a_{i}^{\downarrow}-k r, \quad \sum_{i=1}^{n}\left(b_{i}-r\right)_{+}=\sum_{i=1}^{k} b_{i}^{\downarrow}-k r .
$$

(4) $\Rightarrow(3)$. Suppose that $a_{i}=\sum_{k=1}^{N} \lambda_{k} b_{\pi_{k}(i)}, 1 \leq i \leq n$, where $\lambda_{k}>0$, $\sum_{k=1}^{N} \lambda_{k}=1$, and $\pi_{k}$ are permutations on $\{1, \ldots, n\}$. Then the convexity of $f$ implies that

$$
\sum_{i=1}^{n} f\left(a_{i}\right) \leq \sum_{i=1}^{n} \sum_{k=1}^{N} \lambda_{k} f\left(b_{\pi_{k}(i)}\right)=\sum_{i=1}^{n} f\left(b_{i}\right) .
$$

$(3) \Rightarrow(5)$ is trivial since $f(x)=|x-r|$ is convex.
Note that the implication $(5) \Rightarrow(4)$ is seen directly from the well-known theorem of Birkhoff saying that any doubly stochastic matrix is a convex combination of permutation matrices [25].

Example 6.2 Let $D^{A B} \in \mathbb{M}_{n} \otimes \mathbb{M}_{m}$ be a density matrix which is the convex combination of tensor product of density matrices: $D^{A B}=\sum_{i} \lambda_{i} D_{i}^{A} \otimes D_{i}^{B}$.

We assume that the matrices $D_{i}^{A}$ are acting on the Hilbert space $\mathcal{H}_{A}$ and $D_{i}^{B}$ acts on $\mathcal{H}_{B}$.

The eigenvalues of $D^{A B}$ form a probability vector $r=\left(r_{1}, r_{2}, \ldots, r_{n m}\right)$. The reduced density matrix $D^{A}=\sum_{i} \lambda_{i}\left(\operatorname{Tr} D_{i}^{B}\right) D_{i}^{A}$ has $n$ e igenvalues and we add $n m-n$ zeros to get a probability vector $q=\left(q_{1}, q_{2}, \ldots, q_{n m}\right)$. We want to show that there is a doubly stochastic matrix $S$ which transform $q$ into $r$. This means $r \prec q$.

Let

$$
D^{A B}=\sum_{k} r_{k}\left|e_{k}\right\rangle\left\langle e_{k}\right|=\sum_{j} p_{j}\left|x_{j}\right\rangle\left\langle x_{j}\right| \otimes\left|y_{j}\right\rangle\left\langle y_{j}\right|
$$

be decompositions of a density matrix in terms of unit vectors $\left|e_{k}\right\rangle \in \mathcal{H}_{A} \otimes$ $\mathcal{H}_{B},\left|x_{j}\right\rangle \in \mathcal{H}_{A}$ and $\left|y_{j}\right\rangle \in \mathcal{H}_{B}$. The first decomposition is the Schmidt decomposition and the second one is guaranteed by the assumed separability condition. For the reduced density $D^{A}$ we have the Schmidt decomposition and another one:

$$
D^{A}=\sum_{l} q_{l}\left|f_{l}\right\rangle\left\langle f_{l}\right|=\sum_{j} p_{j}\left|x_{j}\right\rangle\left\langle x_{j}\right|,
$$

where $f_{j}$ is an orthonormal family in $\mathcal{H}_{A}$. According to Lemma 1.24 we have two unitary matrices $V$ and $W$ such that

$$
\begin{aligned}
\sum_{k} V_{k j} \sqrt{p_{j}}\left|x_{j}\right\rangle \otimes\left|y_{j}\right\rangle & =\sqrt{r_{k}}\left|e_{k}\right\rangle \\
\sum_{l} W_{j l} \sqrt{q_{l}}\left|f_{l}\right\rangle & =\sqrt{p_{j}}\left|x_{j}\right\rangle
\end{aligned}
$$

Combine these equations to have

$$
\sum_{k} V_{k j} \sum_{l} W_{j l} \sqrt{q_{l}}\left|f_{l}\right\rangle \otimes\left|y_{j}\right\rangle=\sqrt{r_{k}}\left|e_{k}\right\rangle
$$

and take the squared norm:

$$
r_{k}=\sum_{l}\left(\sum_{j_{1}, j_{2}} \bar{V}_{k j_{1}} V_{k j_{2}} \bar{W}_{j_{1} l} W_{j_{2} l}\left\langle y_{j_{1}}, y_{j_{2}}\right\rangle\right) q_{l}
$$

Introduce a matrix

$$
S_{k l}=\left(\sum_{j_{1}, j_{2}} \bar{V}_{k j_{1}} V_{k j_{2}} \bar{W}_{j_{1} l} W_{j_{2} l}\left\langle y_{j_{1}}, y_{j_{2}}\right\rangle\right)
$$

and verify that it is doubly stochastic.

The weak majorization $a \prec_{w} b$ is defined by the inequality (6.1). A matrix $S$ is called doubly substochastic $n \times n$ matrix if $\sum_{j=1}^{n} S_{i j} \leq 1$ for $1 \leq i \leq n$ and $\sum_{i=1}^{n} S_{i j} \leq 1$ for $1 \leq j \leq n$.

The previous theorem was about majorization and the next one is about weak majorization.

Theorem 6.3 The following conditions for $a, b \in \mathbb{R}^{n}$ are equivalent:
(1) $a \prec_{w} b$;
(2) there exists a $c \in \mathbb{R}^{n}$ such that $a \leq c \prec b$, where $a \leq c$ means that $a_{i} \leq c_{i}, 1 \leq i \leq n ;$
(3) $\sum_{i=1}^{n}\left(a_{i}-r\right)_{+} \leq \sum_{i=1}^{n}\left(b_{i}-r\right)_{+}$for all $r \in \mathbb{R}$;
(4) $\sum_{i=1}^{n} f\left(a_{i}\right) \leq \sum_{i=1}^{n} f\left(b_{i}\right)$ for any increasing convex function $f$ on an interval containing all $a_{i}, b_{i}$.

Moreover, if $a, b \geq 0$, then the above conditions are equivalent to the next one:
(5) $a=S b$ for some doubly substochastic $n \times n$ matrix $S$.

Proof: (1) $\Rightarrow$ (2). By induction on $n$. We may assume that $a_{1} \geq \cdots \geq a_{n}$ and $b_{1} \geq \cdots \geq b_{n}$. Let $\alpha:=\min _{1 \leq k \leq n}\left(\sum_{i=1}^{k} b_{i}-\sum_{i=1}^{k} a_{i}\right)$ and define $\tilde{a}:=\left(a_{1}+\right.$ $\left.\alpha, a_{2}, \ldots, a_{n}\right)$. Then $a \leq \tilde{a} \prec_{w} b$ and $\sum_{i=1}^{k} \tilde{a}_{i}=\sum_{i=1}^{k} b_{i}$ for some $1 \leq k \leq n$. When $k=n, a \leq \tilde{a} \prec b$. When $k<n$, we have $\left(\tilde{a}_{1}, \ldots, \tilde{a}_{k}\right) \prec\left(b_{1}, \ldots, b_{k}\right)$ and $\left(\tilde{a}_{k+1}, \ldots, \tilde{a}_{n}\right) \prec_{w}\left(b_{k+1}, \ldots, b_{n}\right)$. Hence the induction assumption implies that $\left(\tilde{a}_{k+1}, \ldots, \tilde{a}_{n}\right) \leq\left(c_{k+1}, \ldots, c_{n}\right) \prec\left(b_{k+1}, \ldots, b_{n}\right)$ for some $\left(c_{k+1}, \ldots, c_{n}\right) \in$ $\mathbb{R}^{n-k}$. Then $a \leq\left(\tilde{a}_{1}, \ldots, \tilde{a}_{k}, c_{k+1}, \ldots, c_{n}\right) \prec b$ is immediate from $\tilde{a}_{k} \geq b_{k} \geq$ $b_{k+1} \geq c_{k+1}$.
(2) $\Rightarrow$ (4). Let $a \leq c \prec b$. If $f$ is increasing and convex on an interval $[\alpha, \beta]$ containing $a_{i}, b_{i}$, then $c_{i} \in[\alpha, \beta]$ and

$$
\sum_{i=1}^{n} f\left(a_{i}\right) \leq \sum_{i=1}^{n} f\left(c_{i}\right) \leq \sum_{i=1}^{n} f\left(b_{i}\right)
$$

by Theorem 6.1.
$(4) \Rightarrow(3)$ is trivial and $(3) \Rightarrow(1)$ was already shown in the proof $(2) \Rightarrow$ (1) of Theorem 6.1.

Now assume $a, b \geq 0$ and prove that (2) $\Leftrightarrow$ (5). If $a \leq c \prec b$, then we have, by Theorem 6.1, $c=D b$ for some doubly stochastic matrix $D$ and $a_{i}=\alpha_{i} c_{i}$ for some $0 \leq \alpha_{i} \leq 1$. So $a=\operatorname{Diag}\left(\alpha_{1}, \ldots, \alpha_{n}\right) D b$ and $\operatorname{Diag}\left(\alpha_{1}, \ldots, \alpha_{n}\right) D$ is a
doubly substochastic matrix. Conversely if $a=S b$ for a doubly substochastic matrix $S$, then a doubly stochastic matrix $D$ exists so that $S \leq D$ entrywise, whose proof is left for the Exercise 1 and hence $a \leq D b \prec b$.

Example 6.4 Let $a, b \in \mathbb{R}^{n}$ and $f$ be a convex function on an interval containing all $a_{i}, b_{i}$. We use the notation $f(a):=\left(f\left(a_{1}\right), \ldots, f\left(a_{n}\right)\right)$ and similarly $f(b)$. Assume that $a \prec b$. Since $f$ is a convex function, so is $(f(x)-r)_{+}$for any $r \in \mathbb{R}$. Hence $f(a) \prec_{w} f(b)$ follows from Theorems 6.1 and 6.3.

Next assume that $a \prec_{w} b$ and $f$ is an increasing convex function, then $f(a) \prec_{w} f(b)$ can be proved similarly.

Let $a, b \in \mathbb{R}^{n}$ and $a, b \geq 0$. We define the weak log-majorization $a \prec_{w(\log )} b$ when

$$
\begin{equation*}
\prod_{i=1}^{k} a_{i}^{\downarrow} \leq \prod_{i=1}^{k} b_{i}^{\downarrow} \quad(1 \leq k \leq n) \tag{6.3}
\end{equation*}
$$

and the log-majorization $a \prec_{(\log )} b$ when $a \prec_{w(\log )} b$ and equality holds for $k=n$ in (6.3). It is obvious that if $a$ and $b$ are strictly positive, then $a \prec_{(\log )} b$ (resp., $a \prec_{w(\log )} b$ ) if and only if $\log a \prec \log b$ (resp., $\log a \prec_{w} \log b$ ), where $\log a:=\left(\log a_{1}, \ldots, \log a_{n}\right)$.

Theorem 6.5 Let $a, b \in \mathbb{R}^{n}$ with $a, b \geq 0$ and suppose $a \prec_{w(\log )} b$. If $f$ is a continuous increasing function on $[0, \infty)$ such that $f\left(e^{x}\right)$ is convex, then $f(a) \prec_{w} f(b)$. In particular, $a \prec_{w(\log )} b$ implies $a \prec_{w} b$.

Proof: First assume that $a, b \in \mathbb{R}^{n}$ are strictly positive and $a \prec_{w(\log )} b$, so that $\log a \prec_{w} \log b$. Since $g \circ h$ is convex when $g$ and $h$ are convex with $g$ increasing, the function $\left(f\left(e^{x}\right)-r\right)_{+}$is increasing and convex for any $r \in \mathbb{R}$. Hence by Theorem 6.3 we have

$$
\sum_{i=1}^{n}\left(f\left(a_{i}\right)-r\right)_{+} \leq \sum_{i=1}^{n}\left(f\left(b_{i}\right)-r\right)_{+}
$$

which implies $f(a) \prec_{w} f(b)$ by Theorem 6.3 again. When $a, b \geq 0$ and $a \prec_{w(\log )} b$, we can choose $a^{(m)}, b^{(m)}>0$ such that $a^{(m)} \prec_{w(\log )} b^{(m)}, a^{(m)} \rightarrow a$, and $b^{(m)} \rightarrow b$. Since $f\left(a^{(m)}\right) \prec_{w} f\left(b^{(m)}\right)$ and $f$ is continuous, we obtain $f(a) \prec_{w} f(b)$.

### 6.2 Singular values

In this section we discuss the majorization theory for eigenvalues and singular values of matrices. Our goal is to prove the Lidskii-Wielandt and the Gel'fand-Naimark theorems for singular values of matrices. These are the most fundamental majorizations for matrices.

When $A$ is self-adjoint, the vector of the eigenvalues of $A$ in decreasing order with counting multiplicities is denoted by $\lambda(A)$. The majorization relation of self-adjoint matrices appears also in quantum theory.

Example 6.6 In quantum theory the states are described by density matrices, they are positive with trace 1. Let $D_{1}$ and $D_{2}$ be density matrices. The relation $\lambda\left(D_{1}\right) \prec \lambda\left(D_{2}\right)$ has the interpretation that $D_{1}$ is more mixed than $D_{2}$. Among the $n \times n$ density matrices the "most mixed" has all eigenvalues $1 / n$.

Let $f: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$be an increasing convex function with $f(0)=0$. We show that

$$
\begin{equation*}
\lambda(D) \prec \lambda(f(D) / \operatorname{Tr} f(D)) \tag{6.4}
\end{equation*}
$$

for a density matrix $D$.
Set $\lambda(D)=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$. Under the hypothesis on $f$ the inequality $f(y) x \geq f(x) y$ holds for $0 \leq x \leq y$. Hence for $i \leq j$ we have $\lambda_{j} f\left(\lambda_{i}\right) \geq$ $\lambda_{i} f\left(\lambda_{j}\right)$ and

$$
\begin{aligned}
& \left(f\left(\lambda_{1}\right)+\cdots+f\left(\lambda_{k}\right)\right)\left(\lambda_{k+1}+\cdots+\lambda_{n}\right) \\
& \quad \geq\left(\lambda_{1}+\cdots+\lambda_{k}\right)\left(f\left(\lambda_{k+1}\right)+\cdots+f\left(\lambda_{n}\right)\right) .
\end{aligned}
$$

Adding to both sides the term $\left(f\left(\lambda_{1}\right)+\cdots+f\left(\lambda_{k}\right)\right)\left(\lambda_{1}+\cdots+\lambda_{k}\right)$ we arrive at

$$
\left(f\left(\lambda_{1}\right)+\cdots+f\left(\lambda_{k}\right)\right) \sum_{i=1}^{n} \lambda_{i} \geq\left(\lambda_{1}+\cdots+\lambda_{k}\right) \sum_{i=1}^{n} f\left(\lambda_{i}\right) .
$$

This shows that the sum of the $k$ largest eigenvalues of $f(D) / \operatorname{Tr} f(D)$ must exceed that of $D$ (which is $\lambda_{1}+\cdots+\lambda_{k}$ ).

The canonical (Gibbs) state at inverse temperature $\beta=(k T)^{-1}$ possesses the density $e^{-\beta H} / \operatorname{Tr} e^{-\beta H}$. Choosing $f(x)=x^{\beta^{\prime} / \beta}$ with $\beta^{\prime}>\beta$ the formula (6.4) tells us that

$$
e^{-\beta H} / \operatorname{Tr} e^{-\beta H} \prec e^{-\beta^{\prime} H} / \operatorname{Tr} e^{-\beta^{\prime} H}
$$

that is, at higher temperature the canonical density is more mixed.

Let $\mathcal{H}$ be an $n$-dimensional Hilbert space and $A \in B(\mathcal{H})$. Let $s(A)=$ $\left(s_{1}(A), \ldots, s_{n}(A)\right)$ denote the vector of the singular values of $A$ in decreasing order, i.e., $s_{1}(A) \geq \cdots \geq s_{n}(A)$ are the eigenvalues of $|A|=\left(A^{*} A\right)^{1 / 2}$ with counting multiplicities.

The basic properties of the singular values are summarized in the next theorem. Recall that $\|\cdot\|$ is the operator norm. The next theorem includes the definition of the mini-max expression.

Theorem 6.7 Let $A, B, X, Y \in B(\mathcal{H})$ and $k, m \in\{1, \ldots, n\}$. Then
(1) $s_{1}(A)=\|A\|$.
(2) $s_{k}(\alpha A)=|\alpha| s_{k}(A)$ for $\alpha \in \mathbb{C}$.
(3) $s_{k}(A)=s_{k}\left(A^{*}\right)$.
(4) Mini-max expression:

$$
\begin{equation*}
s_{k}(A)=\min \{\|A(I-P)\|: P \text { is a projection, rank } P=k-1\} \tag{6.5}
\end{equation*}
$$

If $A \geq 0$ then

$$
\begin{align*}
& s_{k}(A)=\min \left\{\max \left\{\langle x, A x\rangle: x \in \mathcal{M}^{\perp},\|x\|=1\right\}:\right. \\
&\mathcal{M} \text { is a subspace of } \mathcal{H}, \operatorname{dim} \mathcal{M}=k-1\} \tag{6.6}
\end{align*}
$$

(5) Approximation number expression:

$$
\begin{equation*}
s_{k}(A)=\inf \{\|A-X\|: X \in B(\mathcal{H}), \operatorname{rank} X<k\} . \tag{6.7}
\end{equation*}
$$

(6) If $0 \leq A \leq B$ then $s_{k}(A) \leq s_{k}(B)$.
(7) $s_{k}(X A Y) \leq\|X\|\|Y\| s_{k}(A)$.
(8) $s_{k+m-1}(A+B) \leq s_{k}(A)+s_{m}(B)$ if $k+m-1 \leq n$.
(9) $s_{k+m-1}(A B) \leq s_{n}(A) s_{m}(B)$ if $k+m-1 \leq n$.
(10) $\left|s_{k}(A)-s_{k}(B)\right| \leq\|A-B\|$.
(11) $s_{k}(f(A))=f\left(s_{k}(A)\right)$ if $A \geq 0$ and $f: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$is an increasing function.

Proof: Let $A=U|A|$ be the polar decomposition of $A$ and we write the Schmidt decomposition of $|A|$ as

$$
|A|=\sum_{i=1}^{n} s_{i}(A)\left|u_{i}\right\rangle\left\langle u_{i}\right|,
$$

where $U$ is a unitary and $\left\{u_{1}, \ldots, u_{n}\right\}$ is an orthonormal basis of $\mathcal{H}$. From the polar decomposition of $A$ and the diagonalization of $|A|$ one has the expression

$$
\begin{equation*}
A=U \operatorname{Diag}\left(s_{1}(A), \ldots, s_{n}(A)\right) V \tag{6.8}
\end{equation*}
$$

with unitaries $U, V \in B(\mathcal{H})$, which is called the singular value decomposition of $A$.
(1) follows since $s_{1}(A)=\||A|\|=\|A\|$. (2) is clear from $|\alpha A|=|\alpha||A|$. Also, (3) immediately follows since the Schmidt decomposition of $\left|A^{*}\right|$ is given as

$$
\left|A^{*}\right|=U|A| U^{*}=\sum_{i=1}^{n} s_{i}(A)\left|U u_{i}\right\rangle\left\langle U u_{i}\right| .
$$

(4) Let $\alpha_{k}$ be the right-hand side of (6.5). For $1 \leq k \leq n$ define $P_{k}:=$ $\sum_{i=1}^{k}\left|u_{i}\right\rangle\left\langle u_{i}\right|$, which is a projection of rank $k$. We have

$$
\alpha_{k} \leq\left\|A\left(I-P_{k-1}\right)\right\|=\| \sum_{i=k}^{n} s_{i}(A)\left|u_{i}\right\rangle\left\langle u_{i}\right| \|=s_{k}(A) .
$$

Conversely, for any $\varepsilon>0$ choose a projection $P$ with $\operatorname{rank} P=k-1$ such that $\|A(I-P)\|<\alpha_{k}+\varepsilon$. Then there exists a $y \in \mathcal{H}$ with $\|y\|=1$ such that $P_{k} y=y$ but $P y=0$. Since $y=\sum_{i=1}^{k}\left\langle u_{i}, y\right\rangle u_{i}$, we have

$$
\begin{aligned}
\alpha_{k}+\varepsilon & >\||A|(I-P) y\|=\||A| y\|=\left\|\sum_{i=1}^{k}\left\langle u_{i}, y\right\rangle s_{i}(A) u_{i}\right\| \\
& =\left(\sum_{i=1}^{k}\left|\left\langle u_{i}, y\right\rangle\right|^{2} s_{i}(A)^{2}\right)^{1 / 2} \geq s_{k}(A) .
\end{aligned}
$$

Hence $s_{k}(A)=\alpha_{k}$ and the infimum $\alpha_{k}$ is attained by $P=P_{k-1}$.
When $A \geq 0$, we have
$s_{k}(A)=s_{k}\left(A^{1 / 2}\right)^{2}=\min \left\{\left\|A^{1 / 2}(I-P)\right\|^{2}: P\right.$ is a projection, $\left.\operatorname{rank} P=k-1\right\}$.
Since $\left\|A^{1 / 2}(I-P)\right\|^{2}=\max _{x \in \mathcal{M}^{\perp},\|x\|=1}\langle x, A x\rangle$ with $\mathcal{M}:=\operatorname{ran} P$, the latter expression follows.
(5) Let $\beta_{k}$ be the right-hand side of (6.7). Let $X:=A P_{k-1}$, where $P_{k-1}$ is as in the above proof of (1). Then we have $\operatorname{rank} X \leq \operatorname{rank} P_{k-1}=k-1$ so that $\beta_{k} \leq\left\|A\left(I-P_{k-1}\right)\right\|=s_{k}(A)$. Conversely, assume that $X \in B(\mathcal{H})$ has $\operatorname{rank}<k$. Since $\operatorname{rank} X=\operatorname{rank}|X|=\operatorname{rank} X^{*}$, the projection $P$ onto ran $X^{*}$ has rank $<k$. Then $X(I-P)=0$ and by (6.5) we have

$$
s_{k}(A) \leq\|A(I-P)\|=\|(A-X)(I-P)\| \leq\|A-X\|
$$

implying that $s_{k}(A) \leq \beta_{k}$. Hence $s_{k}(A)=\beta_{k}$ and the infimum $\beta_{k}$ is attained by $A P_{k-1}$.
(6) is an immediate consequence of (6.6). It is immediate from (6.5) that $s_{n}(X A) \leq\|X\| s_{n}(A)$. Also $s_{n}(A Y)=s_{n}\left(Y^{*} A^{*}\right) \leq \mid Y \| s_{n}(A)$ by (3). Hence (7) holds.

Next we show (8)-(10). By (6.7) there exist $X, Y \in B(\mathcal{H})$ with $\operatorname{rank} X<$ $k$, rank $Y<m$ such that $\|A-X\|=s_{k}(A)$ and $\|B-Y\|=s_{m}(B)$. Since $\operatorname{rank}(X+Y) \leq \operatorname{rank} X+\operatorname{rank} Y<k+m-1$, we have

$$
s_{k+m-1}(A+B) \leq\|(A+B)-(X+Y)\|<s_{k}(A)+s_{m}(B)
$$

implying (8). For $Z:=X B+(A-X) Y$ we get

$$
\begin{aligned}
\operatorname{rank} Z & \leq \operatorname{rank} X+\operatorname{rank} Y<k+m-1, \\
\|A B-Z\| & =\|(A-X)(B-Y)\| \leq s_{k}(A) s_{m}(B)
\end{aligned}
$$

These imply (9). Letting $m=1$ and replacing $B$ by $B-A$ in (8) we get

$$
s_{k}(B) \leq s_{k}(A)+\|B-A\|,
$$

which shows (10).
(11) When $A \geq 0$ has the Schmidt decomposition $A=\sum_{i=1}^{n} s_{i}(A)\left|u_{i}\right\rangle\left\langle u_{i}\right|$, we have $f(A)=\sum_{i=1}^{n} f\left(s_{i}(A)\right)\left|u_{i}\right\rangle\left\langle u_{i}\right|$. Since $f\left(s_{1}(A)\right) \geq \cdots \geq f\left(s_{n}(A)\right) \geq 0$, $s_{k}(f(A))=f\left(s_{k}(A)\right)$ follows.

The next result is called Weyl majorization theorem and we can see the usefulness of the antisymmetric tensor technique.

Theorem 6.8 Let $A \in \mathbb{M}_{n}$ and $\lambda_{1}(A), \cdots, \lambda_{n}(A)$ be the eigenvalues of $A$ arranged as $\left|\lambda_{1}(A)\right| \geq \cdots \geq\left|\lambda_{n}(A)\right|$ with counting algebraic multiplicities. Then

$$
\prod_{i=1}^{k}\left|\lambda_{i}(A)\right| \leq \prod_{i=1}^{k} s_{i}(A) \quad(1 \leq k \leq n)
$$

Proof: If $\lambda$ is an eigenvalue of $A$ with algebraic multiplicity $m$, then there exists a set $\left\{y_{1}, \ldots, y_{m}\right\}$ of independent vectors such that

$$
A y_{j}-\lambda y_{j} \in \operatorname{span}\left\{y_{1}, \ldots, y_{j-1}\right\} \quad(1 \leq j \leq m)
$$

Hence one can choose independent vectors $x_{1}, \ldots, x_{n}$ such that $A x_{i}=\lambda_{i}(A) x_{i}+$ $z_{i}$ with $z_{i} \in \operatorname{span}\left\{x_{1}, \ldots, x_{i-1}\right\}$ for $1 \leq i \leq n$. Then it is readily checked that

$$
A^{\wedge k}\left(x_{1} \wedge \cdots \wedge x_{k}\right)=A x_{1} \wedge \cdots \wedge A x_{k}=\left(\prod_{i=1}^{k} \lambda_{i}(A)\right) x_{1} \wedge \cdots \wedge x_{k}
$$

and $x_{1} \wedge \cdots \wedge x_{k} \neq 0$, implying that $\prod_{i=1}^{k} \lambda_{i}(A)$ is an eigenvalue of $A^{\wedge k}$. Hence Lemma 1.62 yields that

$$
\left|\prod_{i=1}^{k} \lambda_{i}(A)\right| \leq\left\|A^{\wedge k}\right\|=\prod_{i=1}^{k} s_{i}(A)
$$

Note that another formulation of the previous theorem is

$$
\left(\left|\lambda_{1}(A)\right|, \ldots,\left|\lambda_{n}(A)\right|\right) \prec_{w(\log )} s(A) .
$$

The following majorization results are the celebrated Lidskii-Wielandt theorem for the eigenvalues of self-adjoint matrices as well as for the singular values of general matrices.

Theorem 6.9 If $A, B \in \mathbb{M}_{n}^{s a}$, then

$$
\lambda(A)-\lambda(B) \prec \lambda(A-B),
$$

or equivalently

$$
\left(\lambda_{i}(A)+\lambda_{n-i+1}(B)\right) \prec \lambda(A+B) .
$$

Proof: What we need to prove is that for any choice of $1 \leq i_{1}<i_{2}<\cdots<$ $i_{k} \leq n$ we have

$$
\begin{equation*}
\sum_{j=1}^{k}\left(\lambda_{i_{j}}(A)-\lambda_{i_{j}}(B)\right) \leq \sum_{j=1}^{k} \lambda_{j}(A-B) . \tag{6.9}
\end{equation*}
$$

Choose the Schmidt decomposition of $A-B$ as

$$
A-B=\sum_{i=1}^{n} \lambda_{i}(A-B)\left|u_{i}\right\rangle\left\langle u_{i}\right|
$$

with an orthonormal basis $\left\{u_{1}, \ldots, u_{n}\right\}$ of $\mathbb{C}^{n}$. We may assume without loss of generality that $\lambda_{k}(A-B)=0$. In fact, we may replace $B$ by $B+\lambda_{k}(A-B) I$, which reduces both sides of (6.9) by $k \lambda_{k}(A-B)$. In this situation, the Jordan decomposition $A-B=(A-B)_{+}-(A-B)_{-}$is given as
$(A-B)_{+}=\sum_{i=1}^{k} \lambda_{i}(A-B)\left|u_{i}\right\rangle\left\langle u_{i}\right|, \quad(A-B)_{-}=-\sum_{i=k+1}^{n} \lambda_{i}(A-B)\left|u_{i}\right\rangle\left\langle u_{i}\right|$.
Since $A=B+(A-B)_{+}-(A-B)_{-} \leq B+(A-B)_{+}$, it follows from Exercise 3 that

$$
\lambda_{i}(A) \leq \lambda_{i}\left(B+(A-B)_{+}\right), \quad 1 \leq i \leq n .
$$

Since $B \leq B+(A-B)_{+}$, we also have

$$
\lambda_{i}(B) \leq \lambda_{i}\left(B+(A-B)_{+}\right), \quad 1 \leq i \leq n
$$

Hence

$$
\begin{aligned}
\sum_{j=1}^{k}\left(\lambda_{i_{j}}(A)-\lambda_{i_{j}}(B)\right) & \leq \sum_{j=1}^{k}\left(\lambda_{i_{j}}\left(B+(A-B)_{+}\right)-\lambda_{i_{j}}(B)\right) \\
& \leq \sum_{i=1}^{n}\left(\lambda_{i}\left(B+(A-B)_{+}\right)-\lambda_{i}(B)\right) \\
& =\operatorname{Tr}\left(B+(A-B)_{+}\right)-\operatorname{Tr} B \\
& =\operatorname{Tr}(A-B)_{+}=\sum_{j=1}^{k} \lambda_{j}(A-B)
\end{aligned}
$$

proving (6.9). Moreover,

$$
\sum_{i=1}^{n}\left(\lambda_{i}(A)-\lambda_{i}(B)\right)=\operatorname{Tr}(A-B)=\sum_{i=1}^{n} \lambda_{i}(A-B)
$$

The latter expression is obvious since $\lambda_{i}(B)=-\lambda_{n-i+1}(-B)$ for $1 \leq i \leq n$.

Theorem 6.10 For every $A, B \in \mathbb{M}_{n}$

$$
|s(A)-s(B)| \prec_{w} s(A-B)
$$

holds, that is,

$$
\sum_{j=1}^{k}\left|s_{i_{j}}(A)-s_{i_{j}}(B)\right| \leq \sum_{j=1}^{k} s_{j}(A-B)
$$

for any choice of $1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq n$.

Proof: Define

$$
\mathbf{A}:=\left[\begin{array}{cc}
0 & A^{*} \\
A & 0
\end{array}\right], \quad \mathbf{B}:=\left[\begin{array}{cc}
0 & B^{*} \\
B & 0
\end{array}\right] .
$$

Since

$$
\mathbf{A}^{*} \mathbf{A}=\left[\begin{array}{cc}
A^{*} A & 0 \\
0 & A A^{*}
\end{array}\right], \quad|\mathbf{A}|=\left[\begin{array}{cc}
|A| & 0 \\
0 & \left|A^{*}\right|
\end{array}\right]
$$

it follows from Theorem 6.7 (3) that

$$
s(\mathbf{A})=\left(s_{1}(A), s_{1}(A), s_{2}(A), s_{2}(A), \ldots, s_{n}(A), s_{n}(A)\right)
$$

On the other hand, since

$$
\left[\begin{array}{cc}
I & 0 \\
0 & -I
\end{array}\right] \mathbf{A}\left[\begin{array}{cc}
I & 0 \\
0 & -I
\end{array}\right]=-\mathbf{A},
$$

we have $\lambda_{i}(\mathbf{A})=\lambda_{i}(-b A)=-\lambda_{2 n-i+1}(\mathbf{A})$ for $n \leq i \leq 2 n$. Hence one can write

$$
\lambda(\mathbf{A})=\left(\lambda_{1}, \ldots, \lambda_{n},-\lambda_{n}, \ldots,-\lambda_{1}\right),
$$

where $\lambda_{1} \geq \ldots \geq \lambda_{n} \geq 0$. Since

$$
s(\mathbf{A})=\lambda(|\mathbf{A}|)=\left(\lambda_{1}, \lambda_{1}, \lambda_{2}, \lambda_{2}, \ldots, \lambda_{n}, \lambda_{n}\right),
$$

we have $\lambda_{i}=s_{i}(A)$ for $1 \leq i \leq n$ and hence

$$
\lambda(\mathbf{A})=\left(s_{1}(A), \ldots, s_{n}(A),-s_{n}(A), \ldots,-s_{1}(A)\right)
$$

Similarly,

$$
\begin{aligned}
\lambda(\mathbf{B}) & =\left(s_{1}(B), \ldots, s_{n}(B),-s_{n}(B), \ldots,-s_{1}(B)\right), \\
\lambda(\mathbf{A}-\mathbf{B}) & =\left(s_{1}(A-B), \ldots, s_{n}(A-B),-s_{n}(A-B), \ldots,-s_{1}(A-B)\right) .
\end{aligned}
$$

Theorem 6.9 implies that

$$
\lambda(\mathbf{A})-\lambda(\mathbf{B}) \prec \lambda(\mathbf{A}-\mathbf{B}) .
$$

Now we note that the components of $\lambda(\mathbf{A})-\lambda(\mathbf{B})$ are $\left|s_{1}(A)-s_{1}(B)\right|, \ldots,\left|s_{n}(A)-s_{n}(B)\right|,-\left|s_{1}(A)-s_{1}(B)\right|, \ldots,-\left|s_{n}(A)-s_{n}(B)\right|$. Therefore, for any choice of $1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq n$ with $1 \leq k \leq n$, we have

$$
\sum_{j=1}^{k}\left|s_{i_{j}}(A)-s_{i_{j}}(B)\right| \leq \sum_{i=1}^{k} \lambda_{i}(\mathbf{A}-\mathbf{B})=\sum_{j=1}^{k} s_{j}(A-B)
$$

the proof is complete.
The following results due to Ky Fan are consequences of the above theorems, which are weaker versions of the Lidskii-Wielandt theorem.

Corollary 6.11 If $A, B \in \mathbb{M}_{n}^{s a}$, then

$$
\lambda(A+B) \prec \lambda(A)+\lambda(B)
$$

Proof: Apply Theorem 6.9 to $A+B$ and $B$. Then

$$
\sum_{i=1}^{k}\left(\lambda_{i}(A+B)-\lambda_{i}(B)\right) \leq \sum_{i=1}^{k} \lambda_{i}(A)
$$

so that

$$
\sum_{i=1}^{k} \lambda_{i}(A+B) \leq \sum_{i=1}^{k}\left(\lambda_{i}(A)+\lambda_{i}(B)\right)
$$

Moreover, $\sum_{i=1}^{n} \lambda_{i}(A+B)=\operatorname{Tr}(A+B)=\sum_{i=1}^{n}\left(\lambda_{i}(A)+\lambda_{i}(B)\right)$.
Corollary 6.12 If $A, B \in \mathbb{M}_{n}$, then

$$
s(A+B) \prec_{w} s(A)+s(B) .
$$

Proof: Similarly, by Theorem 6.10,

$$
\sum_{i=1}^{k}\left|s_{i}(A+B)-s_{i}(B)\right| \leq \sum_{i=1}^{k} s_{i}(A)
$$

so that

$$
\sum_{i=1}^{k} s_{i}(A+B) \leq \sum_{i=1}^{k}\left(s_{i}(A)+s_{i}(B)\right)
$$

Another important majorization for singular values of matrices is the Gel'fand-Naimark theorem as follows.

Theorem 6.13 For every $A, B \in \mathbb{M}_{n}$

$$
\begin{equation*}
\left(s_{i}(A) s_{n-i+1}(B)\right) \prec_{(\log )} s(A B) \tag{6.10}
\end{equation*}
$$

holds, or equivalently

$$
\begin{equation*}
\prod_{j=1}^{k} s_{i_{j}}(A B) \leq \prod_{j=1}^{k}\left(s_{j}(A) s_{i_{j}}(B)\right) \tag{6.11}
\end{equation*}
$$

for every $1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq n$ with equality for $k=n$.

Proof: First assume that $A$ and $B$ are invertible matrices and let $A=$ $U \operatorname{Diag}\left(s_{1}, \ldots, s_{n}\right) V$ be the singular value decomposition (see (6.8) with the singular values $s_{1} \geq \cdots \geq s_{n}>0$ of $A$ and unitaries $U, V$. Write $D:=$ $\operatorname{Diag}\left(s_{1}, \ldots, s_{n}\right)$. Then $s(A B)=s(U D V B)=s(D V B)$ and $s(B)=s(V B)$, so we may replace $A, B$ by $D, V B$, respectively. Hence we may assume that $A=D=\operatorname{Diag}\left(s_{1}, \ldots, s_{n}\right)$. Moreover, to prove (6.11), it suffices to assume that $s_{k}=1$. In fact, when $A$ is replaced by $s_{k}^{-1} A$, both sides of (6.11) are multiplied by same $s_{k}^{-k}$. Define $\tilde{A}:=\operatorname{Diag}\left(s_{1}, \ldots, s_{k}, 1, \ldots, 1\right)$; then $\tilde{A}^{2} \geq A^{2}$ and $\tilde{A}^{2} \geq I$. We notice that from Theorem 6.7 that we have

$$
\begin{aligned}
s_{i}(A B) & =s_{i}\left(\left(B^{*} A^{2} B\right)^{1 / 2}\right)=s_{i}\left(B^{*} A^{2} B\right)^{1 / 2} \\
& \leq s_{i}\left(B^{*} \tilde{A}^{2} B\right)^{1 / 2}=s_{i}(\tilde{A} B)
\end{aligned}
$$

for every $i=1, \ldots, n$ and

$$
s_{i}(\tilde{A} B)=s_{i}\left(B^{*} \tilde{A}^{2} B\right)^{1 / 2} \geq s_{i}\left(B^{*} B\right)^{1 / 2}=s_{i}(B)
$$

Therefore, for any choice of $1 \leq i_{1}<\cdots<i_{k} \leq n$, we have

$$
\begin{aligned}
\prod_{j=1}^{k} \frac{s_{i_{j}}(A B)}{s_{i_{j}}(B)} & \leq \prod_{j=1}^{k} \frac{s_{i_{j}}(\tilde{A} B)}{s_{i_{j}}(B)} \leq \prod_{i=1}^{n} \frac{s_{i}(\tilde{A} B)}{s_{i}(B)}=\frac{\operatorname{det}|\tilde{A} B|}{\operatorname{det}|B|} \\
& =\frac{\sqrt{\operatorname{det}\left(B^{*} \tilde{A}^{2} B\right)}}{\sqrt{\operatorname{det}\left(B^{*} B\right)}}=\frac{\operatorname{det} \tilde{A} \cdot|\operatorname{det} B|}{|\operatorname{det} B|}=\operatorname{det} \tilde{A}=\prod_{j=1}^{k} s_{j}(A)
\end{aligned}
$$

proving (6.11). By replacing $A$ and $B$ by $A B$ and $B^{-1}$, respectively, (6.11) is rephrased as

$$
\prod_{j=1}^{k} s_{i_{j}}(A) \leq \prod_{j=1}^{k}\left(s_{j}(A B) s_{i_{j}}\left(B^{-1}\right)\right)
$$

Since $s_{i}\left(B^{-1}\right)=s_{n-i+1}(B)^{-1}$ for $1 \leq i \leq n$ as readily verified, the above inequality means that

$$
\prod_{j=1}^{k}\left(s_{i_{j}}(A) s_{n-i_{j}+1}(B)\right) \leq \prod_{j=1}^{k} s_{j}(A B) .
$$

Hence (6.11) implies (6.10) and vice versa (as long as $A, B$ are invertible).
For general $A, B \in \mathbb{M}_{n}$ choose a sequence of complex numbers $\alpha_{l} \in \mathbb{C} \backslash$ $(\sigma(A) \cup \sigma(B))$ such that $\alpha_{l} \rightarrow 0$. Since $A_{l}:=A-\alpha_{l} I$ and $B_{l}:=B-\alpha_{l} I$ are invertible, (6.10) and (6.11) hold for those. Then $s_{i}\left(A_{l}\right) \rightarrow s_{i}(A), s_{i}\left(B_{l}\right) \rightarrow$ $s_{i}(B)$ and $s_{i}\left(A_{l} B_{l}\right) \rightarrow s_{i}(A B)$ as $l \rightarrow \infty$ for $1 \leq i \leq n$. Hence (6.10) and (6.11) hold for general $A, B$.

An immediate corollary of this theorem is the majorization result due to Horn.

Corollary 6.14 For every matrices $A$ and $B$,

$$
s(A B) \prec_{(\log )} s(A) s(B)
$$

where $s(A) s(B)=\left(s_{i}(A) s_{i}(B)\right)$.
Proof: A special case of (6.11) is

$$
\prod_{i=1}^{k} s_{i}(A B) \leq \prod_{i=1}^{k}\left(s_{i}(A) s_{i}(B)\right)
$$

for every $k=1, \ldots, n$. Moreover,

$$
\prod_{i=1}^{n} s_{i}(A B)=\operatorname{det}|A B|=\operatorname{det}|A| \cdot \operatorname{det}|B|=\prod_{i=1}^{n}\left(s_{i}(A) s_{i}(B)\right) .
$$

### 6.3 Symmetric norms

A norm $\Phi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{+}$is said to be symmetric if

$$
\begin{equation*}
\Phi\left(a_{1}, a_{2}, \ldots, a_{n}\right)=\Phi\left(\varepsilon_{1} a_{\pi(1)}, \varepsilon_{2} a_{\pi(2)}, \ldots, \varepsilon_{n} a_{\pi(n)}\right) \tag{6.12}
\end{equation*}
$$

for every $\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{R}^{n}$, for any permutation $\pi$ on $\{1, \ldots, n\}$ and $\varepsilon_{i}= \pm 1$. The normalization is $\Phi(1,0, \ldots, 0)=1$. Condition (6.12) is equivalently written as

$$
\begin{equation*}
\Phi(a)=\Phi\left(a_{1}^{*}, a_{2}^{*}, \ldots, a_{n}^{*}\right) \tag{6.13}
\end{equation*}
$$

for $a=\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{R}^{n}$, where $\left(a_{1}^{*}, \ldots, a_{n}^{*}\right)$ is the decreasing rearrangement of $\left(\left|a_{1}\right|, \ldots,\left|a_{n}\right|\right)$. A symmetric norm is often called a symmetric gauge function.

Typical examples of symmetric gauge functions on $\mathbb{R}^{n}$ are the $\ell_{p}$-norms $\Phi_{p}$ defined by

$$
\Phi_{p}(a):= \begin{cases}\left(\sum_{i=1}^{n}\left|a_{i}\right|^{p}\right)^{1 / p} & \text { if } 1 \leq p<\infty  \tag{6.14}\\ \max \left\{\left|a_{i}\right|: 1 \leq i \leq n\right\} & \text { if } p=\infty\end{cases}
$$

The next lemma characterizes the minimal and maximal normalized symmetric norms.

Lemma 6.15 Let $\Phi$ be a normalized symmetric norm on $\mathbb{R}^{n}$. If $a=\left(a_{i}\right)$, $b=\left(b_{i}\right) \in \mathbb{R}^{n}$ and $\left|a_{i}\right| \leq\left|b_{i}\right|$ for $1 \leq i \leq n$, then $\Phi(a) \leq \Phi(b)$. Moreover,

$$
\max _{1 \leq i \leq n}\left|a_{i}\right| \leq \Phi(a) \leq \sum_{i=1}^{n}\left|a_{i}\right| \quad\left(a=\left(a_{i}\right) \in \mathbb{R}^{n}\right)
$$

which means $\Phi_{\infty} \leq \Phi \leq \Phi_{1}$.
Proof: In view of (6.12) we may show that

$$
\Phi\left(\alpha a_{1}, a_{2}, \ldots, a_{n}\right) \leq \Phi\left(a_{1}, a_{2}, \ldots, a_{n}\right) \quad \text { for } 0 \leq \alpha \leq 1
$$

This is seen as follows:

$$
\begin{aligned}
& \Phi\left(\alpha a_{1}, a_{2}, \ldots, a_{n}\right) \\
& =\Phi\left(\frac{1+\alpha}{2} a_{1}+\frac{1-\alpha}{2}\left(-a_{1}\right), \frac{1+\alpha}{2} a_{2}+\frac{1-\alpha}{2} a_{2}, \ldots, \frac{1+\alpha}{2} a_{n}+\frac{1-\alpha}{2} a_{n}\right) \\
& \leq \frac{1+\alpha}{2} \Phi\left(a_{1}, a_{2}, \ldots, a_{n}\right)+\frac{1-\alpha}{2} \Phi\left(-a_{1}, a_{2}, \ldots, a_{n}\right) \\
& =\Phi\left(a_{1}, a_{2}, \ldots, a_{n}\right) .
\end{aligned}
$$

(6.12) and the previous inequality imply that

$$
\left|a_{i}\right|=\Phi\left(a_{i}, 0, \ldots, 0\right) \leq \Phi(a) .
$$

This means $\Phi_{\infty} \leq \Phi$. From

$$
\Phi(a) \leq \sum_{i=1}^{n} \Phi\left(a_{i}, 0, \ldots, 0\right)=\sum_{i=1}^{n}\left|a_{i}\right|
$$

we have $\Phi \leq \Phi_{1}$.
Lemma 6.16 If $a=\left(a_{i}\right), b=\left(b_{i}\right) \in \mathbb{R}^{n}$ and $\left(\left|a_{1}\right|, \ldots,\left|a_{n}\right|\right) \prec_{w}\left(\left|b_{1}\right|, \ldots,\left|b_{n}\right|\right)$, then $\Phi(a) \leq \Phi(b)$.

Proof: Theorem 6.3 gives that there exists a $c \in \mathbb{R}^{n}$ such that

$$
\left(\left|a_{1}\right|, \ldots,\left|a_{n}\right|\right) \leq c \prec\left(\left|b_{1}\right|, \ldots,\left|b_{n}\right|\right) .
$$

Theorem 6.1 says that $c$ is a convex combination of coordinate permutations of $\left(\left|b_{1}\right|, \ldots,\left|b_{n}\right|\right)$. Lemma 6.15 and (6.12) imply that $\Phi(a) \leq \Phi(c) \leq \Phi(b)$.

Let $\mathcal{H}$ be an $n$-dimensional Hilbert space. A norm $|||\cdot|||$ on $B(\mathcal{H})$ is said to be unitarily invariant if

$$
\|\|U A V|\|=\|||A|\|
$$

for all $A \in B(\mathcal{H})$ and all unitaries $U, V \in B(\mathcal{H})$. A unitarily invariant norm on $B(\mathcal{H})$ is also called a symmetric norm. The following fundamental theorem is due to von Neumann.

Theorem 6.17 There is a bijective correspondence between symmetric gauge functions $\Phi$ on $\mathbb{R}^{n}$ and unitarily invariant norms $\|\|\cdot\| \mid$ on $B(\mathcal{H})$ determined by the formula

$$
\begin{equation*}
\|\|A\|=\Phi(s(A)), \quad A \in B(\mathcal{H}) . \tag{6.15}
\end{equation*}
$$

Proof: Assume that $\Phi$ is a symmetric gauge function on $\mathbb{R}^{n}$. Define $\||\cdot|\|$ on $B(\mathcal{H})$ by the formula (6.15). Let $A, B \in B(\mathcal{H})$. Since $s(A+B) \prec_{w} s(A)+s(B)$ by Corollary 6.12, it follows from Lemma 6.16 that

$$
\begin{aligned}
\|\|A+B\| & =\Phi(s(A+B)) \leq \Phi(s(A)+s(B)) \\
& \leq \Phi(s(A))+\Phi(s(B))=\| \| A\| \|+\|B\| \| .
\end{aligned}
$$

Also it is clear that $\||A|\|=0$ if and only if $s(A)=0$ or $A=0$. For $\alpha \in \mathbb{C}$ we have

$$
\||\alpha A|\|=\Phi(|\alpha| s(A))=|\alpha||\|A \mid\|
$$

by Theorem 6.7. Hence $\|\|\cdot\|\|$ is a norm on $B(\mathcal{H})$, which is unitarily invariant since $s(U A V)=s(A)$ for all unitaries $U, V$.

Conversely, assume that $\|\|\cdot\|\|$ is a unitarily invariant norm on $B(\mathcal{H})$. Choose an orthonormal basis $\left\{e_{1}, \ldots, e_{n}\right\}$ of $\mathcal{H}$ and define $\Phi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ by

$$
\Phi(a):=\left|\|\left|\sum_{i=1}^{n} a_{i}\right| e_{i}\right\rangle\left\langle e_{i}\right| \|, \quad a=\left(a_{i}\right) \in \mathbb{R}^{n} .
$$

Then it is immediate to see that $\Phi$ is a norm on $\mathbb{R}^{n}$. For any permutation $\pi$ on $\{1, \ldots, n\}$ and $\varepsilon_{i}= \pm 1$, one can define unitaries $U, V$ on $\mathcal{H}$ by $U e_{\pi(i)}=\varepsilon_{i} e_{i}$ and $V e_{\pi(i)}=e_{i}, 1 \leq i \leq n$, so that

$$
\begin{aligned}
\Phi(a) & \left.=\| \| U\left(\sum_{i=1}^{n} a_{\pi(i)}\left|e_{\pi(i)}\right\rangle\left\langle e_{\pi(i)}\right|\right) V^{*}\left|\|=\| \| \sum_{i=1}^{n} a_{\pi(i)}\right| U e_{\pi(i)}\right\rangle\left\langle V e_{\pi(i)}\right| \| \\
& =\| \sum_{i=1}^{n} \varepsilon_{i} a_{\pi(i)}\left|e_{i}\right\rangle\left\langle e_{i}\right| \| \mid=\Phi\left(\varepsilon_{1} a_{\pi(1)}, \varepsilon_{2} a_{\pi(2)}, \ldots, \varepsilon_{n} a_{\pi(n)}\right)
\end{aligned}
$$

Hence $\Phi$ is a symmetric gauge function. For any $A \in B(\mathcal{H})$ let $A=U|A|$ be the polar decomposition of $A$ and $|A|=\sum_{i=1}^{n} s_{i}(A)\left|u_{i}\right\rangle\left\langle u_{i}\right|$ be the Schmidt decomposition of $|A|$ with an orthonormal basis $\left\{u_{1}, \ldots, u_{n}\right\}$. We have a unitary $V$ defined by $V e_{i}=u_{i}, 1 \leq i \leq n$. Since

$$
A=U|A|=U V\left(\sum_{i=1}^{n} s_{i}(A)\left|e_{i}\right\rangle\left\langle e_{i}\right|\right) V^{*},
$$

we have

$$
\left.\Phi(s(A))=\left|\| \sum_{i=1}^{n} s_{i}(A)\right| e_{i}\right\rangle\left\langle e_{i}\right|\|\|=\|\| U V\left(\sum_{i=1}^{n} s_{i}(A)\left|e_{i}\right\rangle\left\langle e_{i}\right|\right) V^{*}\| \|=\||\|\mid\|,
$$

and so (6.15) holds. Therefore, the assertion is obtained.
The next theorem summarizes properties of unitarily invariant (or symmetric) norms on $B(\mathcal{H})$.

Theorem 6.18 Let $|\|\cdot\|| \mid$ be a unitarily invariant norm on $B(\mathcal{H})$ corresponding to a symmetric gauge function $\Phi$ on $\mathbb{R}^{n}$ and $A, B, X, Y \in B(\mathcal{H})$. Then
(1) $|||A|\|=\||| A^{*}| |$.
(2) $|\|X A Y|\|\leq\| X\|\cdot\| Y\|\cdot|\|A \mid\|$.
(3) If $s(A) \prec_{w} s(B)$, then $|\|A \mid\| \leq\| \| B\| \|$.
(4) Under the normalization we have $\|A\| \leq\||A|\| \leq\|A\|_{1}$.

Proof: By the definition (6.15), (1) follows from Theorem 6.7. By Theorem 6.7 and Lemma 6.15 we have (2) as

$$
\|\|A Y \mid\|=\Phi(s(X A Y)) \leq \Phi(\|X\|\|Y\| s(A))=\| X\|\|Y\|\| A\|\| .
$$

Moreover, (3) and (4) follow from Lemmas 6.16 and 6.15 , respectively.
For instance, for $1 \leq p \leq \infty$, we have the unitarily invariant norm $\|\cdot\|_{p}$ on $B(\mathcal{H})$ corresponding to the $\ell_{p}$-norm $\Phi_{p}$ in (6.14), that is, for $A \in B(\mathcal{H})$,

$$
\|A\|_{p}:=\Phi_{p}(s(A))= \begin{cases}\left(\sum_{i=1}^{n} s_{i}(A)^{p}\right)^{1 / p}=\left(\operatorname{Tr}|A|^{p}\right)^{1 / p} & \text { if } 1 \leq p<\infty \\ s_{1}(A)=\|A\| & \text { if } p=\infty\end{cases}
$$

The norm $\|\cdot\|_{p}$ is called the Schatten-von Neumann $p$-norm. In particular, $\|A\|_{1}=\operatorname{Tr}|A|$ is the trace-norm, $\|A\|_{2}=\left(\operatorname{Tr} A^{*} A\right)^{1 / 2}$ is the HilbertSchmidt norm $\|A\|_{\text {HS }}$ and $\|A\|_{\infty}=\|A\|$ is the operator norm. (For $0<p<1$, we may define $\|\cdot\|_{p}$ by the same expression as above, but this is not a norm, and is called quasi-norm.)

Example 6.19 For the positive matrices $0 \leq X \in \mathbb{M}_{n}(\mathbb{C})$ and $0 \leq Y \in$ $\mathbb{M}_{k}(\mathbb{C})$ assume that $\|X\|_{p},\|Y\|_{p} \leq 1$ for $p \geq 1$. Then the inequality

$$
\begin{equation*}
\left\|\left(X \otimes I_{k}+I_{n} \otimes Y-I_{n} \otimes I_{k}\right)_{+}\right\|_{p} \leq 1 \tag{6.16}
\end{equation*}
$$

is proved here.
It is enough to compute in the case $\|X\|_{p}=\|Y\|_{p}=1$. Since $X \otimes I_{k}$ and $I_{n} \otimes Y$ are commuting positive matrices, they can be diagonalized. Let the obtained diagonal matrices have diagonal entries $x_{i}$ and $y_{j}$, respectively. These are positive real numbers and the condition

$$
\begin{equation*}
\sum_{i, j}\left(\left(x_{i}+y_{j}-1\right)_{+}\right)^{p} \leq 1 \tag{6.17}
\end{equation*}
$$

should be proved.
The function $a \mapsto(a+b-1)_{+}$is convex for any real value of $b$ :

$$
\left(\frac{a_{1}+a_{2}}{2}+b-1\right)_{+} \leq \frac{1}{2}\left(a_{1}+b-1\right)_{+}+\frac{1}{2}\left(a_{2}+b-1\right)_{+}
$$

It follows that the vector-valued function

$$
a \mapsto\left(\left(a+y_{j}-1\right)_{+}: 1 \leq j \leq k\right)
$$

is convex as well. Since the $\ell^{q}$ norm for positive real vectors is convex and monotone increasing, we conclude that

$$
f(a):=\left(\sum_{j}\left(\left(y_{j}+a-1\right)_{+}\right)^{q}\right)^{1 / q}
$$

is a convex function. We have $f(0)=0$ and $f(1) \leq 1$ and the inequality $f(a) \leq a$ follows for $0 \leq a \leq 1$. Actually, we need this for $x_{i}$. Since $0 \leq x_{i} \leq$ $1, f\left(x_{i}\right) \leq x_{i}$ follows and

$$
\sum_{i} \sum_{j}\left(\left(x_{i}+y_{j}-1\right)_{+}\right)^{p}=\sum_{i} f\left(x_{i}\right)^{p} \leq \sum_{i} x_{i}^{p} \leq 1 .
$$

So the statement is proved.
Another important class of unitarily invariant norms for $n \times n$ matrices is the Ky Fan norm $\|\cdot\|_{(k)}$ defined by

$$
\|A\|_{(k)}:=\sum_{i=1}^{k} s_{i}(A) \quad \text { for } k=1, \ldots, n
$$

Obviously, $\|\cdot\|_{(1)}$ is the operator norm and $\|\cdot\|_{(n)}$ is the trace-norm. In the next theorem we give two variational expressions for the Ky Fan norms, which are sometimes quite useful since the Ky Fan norms are essential in majorization and norm inequalities for matrices.

The right-hand side of the second expression in the next theorem is known as the K -functional in the real interpolation theory.

Theorem 6.20 Let $\mathcal{H}$ be an n-dimensional space. For $A \in B(\mathcal{H})$ and $k=$ $1, \ldots, n$, we have
(1) $\|A\|_{(k)}=\max \left\{\|A P\|_{1}: P\right.$ is a projection, $\left.\operatorname{rank} P=k\right\}$,
(2) $\|A\|_{(k)}=\min \left\{\|X\|_{1}+k\|Y\|: A=X+Y\right\}$.

Proof: (1) For any projection $P$ of rank $k$, we have

$$
\|A P\|_{1}=\sum_{i=1}^{n} s_{i}(A P)=\sum_{i=1}^{k} s_{i}(A P) \leq \sum_{i=1}^{k} s_{i}(A)
$$

by Theorem 6.7. For the converse, take the polar decomposition $A=U|A|$ with a unitary $U$ and the spectral decomposition $|A|=\sum_{i=1}^{n} s_{i}(A) P_{i}$ with mutually orthogonal projections $P_{i}$ of rank 1 . Let $P:=\sum_{i=1}^{k} P_{i}$. Then

$$
\|A P\|_{1}=\|U|A| P\|_{1}=\left\|\sum_{i=1}^{k} s_{i}(A) P_{i}\right\|_{1}=\sum_{i=1}^{k} s_{i}(A)=\|A\|_{(k)} .
$$

(2) For any decomposition $A=X+Y$, since $s_{i}(A) \leq s_{i}(X)+\|Y\|$ by Theorem 6.7 (10), we have

$$
\|A\|_{(k)} \leq \sum_{i=1}^{k} s_{i}(X)+k\|Y\| \leq\|X\|_{1}+k\|Y\|
$$

for any decomposition $A=X+Y$. Conversely, with the same notations as in the proof of (1), define

$$
\begin{aligned}
X & :=U \sum_{i=1}^{k}\left(s_{i}(A)-s_{k}(A)\right) P_{i} \\
Y & :=U\left(s_{k}(A) \sum_{i=1}^{k} P_{i}+\sum_{i=k+1}^{n} s_{i}(A) P_{i}\right) .
\end{aligned}
$$

Then $X+Y=A$ and

$$
\|X\|_{1}=\sum_{i=1}^{k} s_{i}(A)-k s_{k}(A), \quad\|Y\|=s_{k}(A) .
$$

Hence $\|X\|_{1}+k\|Y\|=\sum_{i=1}^{k} s_{i}(A)$.
The following is a modification of the above expression in (1):

$$
\|A\|_{(k)}=\max \{|\operatorname{Tr}(U A P)|: U \text { a unitary, } P \text { a projection, } \operatorname{rank} P=k\} .
$$

Here we show the Hölder inequality for matrices to illustrate the usefulness of the majorization technique.

Theorem 6.21 Let $0<p, p_{1}, p_{2} \leq \infty$ and $1 / p=1 / p_{1}+1 / p_{2}$. Then

$$
\|A B\|_{p} \leq\|A\|_{p_{1}}\|B\|_{p_{2}}, \quad A, B \in B(\mathcal{H})
$$

Proof: When $p_{1}=\infty$ or $p_{2}=\infty$, the result is obvious. Assume that $0<p_{1}, p_{2}<\infty$. Since Corollary 6.14 implies that

$$
\left(s_{i}(A B)^{p}\right) \prec_{(\log )}\left(s_{i}(A)^{p} s_{i}(B)^{p}\right),
$$

it follows from Theorem 6.5 that

$$
\left(s_{i}(A B)^{p}\right) \prec_{w}\left(s_{i}(A)^{p} s_{i}(B)^{p}\right) .
$$

Since $\left(p_{1} / p\right)^{-1}+\left(p_{2} / p\right)^{-1}=1$, the usual Hölder inequality for vectors shows that

$$
\begin{aligned}
\|A B\|_{p} & =\left(\sum_{i=1}^{n} s_{i}(A B)^{p}\right)^{1 / p} \leq\left(\sum_{i=1}^{n} s_{i}(A)^{p} s_{i}(B)^{p}\right)^{1 / p} \\
& \leq\left(\sum_{i=1}^{n} s_{i}(A)^{p_{1}}\right)^{1 / p_{1}}\left(\sum_{i=1}^{n} s_{i}(B)^{p_{2}}\right)^{1 / p_{2}} \leq\|A\|_{p_{1}}\|B\|_{p_{2}}
\end{aligned}
$$

Corresponding to each symmetric gauge function $\Phi$, define $\Phi^{\prime}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\Phi^{\prime}(b):=\sup \left\{\sum_{i=1}^{n} a_{i} b_{i}: a=\left(a_{i}\right) \in \mathbb{R}^{n}, \Phi(a) \leq 1\right\} \tag{6.18}
\end{equation*}
$$

for $b=\left(b_{i}\right) \in \mathbb{R}^{n}$.
Then $\Phi^{\prime}$ is a symmetric gauge function again, which is said to be dual to $\Phi$. For example, when $1 \leq p \leq \infty$ and $1 / p+1 / q=1$, the $\ell_{p}$-norm $\Phi_{p}$ is dual to the $\ell_{q}$-norm $\Phi_{q}$.

The following is another generalized Hölder inequality, which can be shown as Theorem 6.21.

Lemma 6.22 Let $\Phi, \Phi_{1}$ and $\Phi_{2}$ be symmetric gauge functions with the corresponding unitarily invariant norms $\left\|\left\|\cdot\left|\left|\left|,\left|\left||\cdot| \|_{1}\right.\right.\right.\right.\right.\right.\right.$ and $\left.\left.\left.|\right|\right| \cdot\right| \|_{2}$ on $B(\mathcal{H})$, respectively. If

$$
\Phi(a b) \leq \Phi_{1}(a) \Phi_{2}(b), \quad a, b \in \mathbb{R}^{n}
$$

then

$$
\mid\|A B\|\|\leq\| A A\| \|_{1}\|B\|_{2}, \quad A, B \in B(\mathcal{H})
$$

In particular, if $|\|\cdot\|| \mid{ }^{\prime}$ is the unitarily invariant norm corresponding to $\Phi^{\prime}$ dual to $\Phi$, then

$$
\|A B\|_{1} \leq\|A A\|\| \| B\| \|^{\prime}, \quad A, B \in B(\mathcal{H})
$$

Proof: By Corollary 6.14, Theorem 6.5, and Lemma 6.16, we have

$$
\Phi(s(A B)) \leq \Phi(s(A) s(B)) \leq \Phi_{1}(s(A)) \Phi_{2}(s(B)) \leq\| \| A\| \|_{1}\| \| B \|_{2},
$$

showing the first assertion. For the second part, note by definition of $\Phi^{\prime}$ that $\Phi_{1}(a b) \leq \Phi(a) \Phi^{\prime}(b)$ for $a, b \in \mathbb{R}^{n}$.

Theorem 6.23 Let $\Phi$ and $\Phi^{\prime}$ be dual symmetric gauge functions on $\mathbb{R}^{n}$ with the corresponding norms $\left\|\|\cdot\| \mid\right.$ and $|\| \cdot|\left|\left|\left.\right|^{\prime}\right.\right.$ on $B(\mathcal{H})$, respectively. Then $\left.|\| \cdot||\mid$ and $|\|\cdot\|\right|^{\prime}$ are dual with respect to the duality $(A, B) \mapsto \operatorname{Tr} A B$ for $A, B \in B(\mathcal{H})$, that is,

$$
\begin{equation*}
\left\|\|B \mid\|^{\prime}=\sup \{|\operatorname{Tr} A B|: A \in B(\mathcal{H}),\| \| A \mid \| \leq 1\}, \quad B \in B(\mathcal{H})\right. \tag{6.19}
\end{equation*}
$$

Proof: First note that any linear functional on $B(\mathcal{H})$ is represented as $A \in B(\mathcal{H}) \mapsto \operatorname{Tr} A B$ for some $B \in B(\mathcal{H})$. We write $\|B\|^{\circ}$ for the right-hand side of (6.19). From Lemma 6.22 we have

$$
|\operatorname{Tr} A B| \leq\|A B\|_{1} \leq\| \| A\| \|\|B\| \|^{\prime}
$$

so that $\left|\|B\|\left\|^{\circ} \leq\right\|\|B\|\right|^{\prime}$ for all $B \in B(\mathcal{H})$. On the other hand, let $B=V|B|$ be the polar decomposition and $|B|=\sum_{i=1}^{n} s_{i}(B)\left|v_{i}\right\rangle\left\langle v_{i}\right|$ be the Schmidt decomposition of $|B|$. For any $a=\left(a_{i}\right) \in \mathbb{R}^{n}$ with $\Phi(a) \leq 1$, let $A:=$ $\left(\sum_{i=1}^{n} a_{i}\left|v_{i}\right\rangle\left\langle v_{i}\right|\right) V^{*}$. Then $s(A)=s\left(\sum_{i=1}^{n} a_{i}\left|v_{i}\right\rangle\left\langle v_{i}\right|\right)=\left(a_{1}^{*}, \ldots, a_{n}^{*}\right)$, the decreasing rearrangement of $\left(\left|a_{1}\right|, \ldots,\left|a_{n}\right|\right)$, and hence $\|A|\||=\Phi(s(A))=$ $\Phi(a) \leq 1$. Moreover,

$$
\begin{aligned}
\operatorname{Tr} A B & =\operatorname{Tr}\left(\sum_{i=1}^{n} a_{i}\left|v_{i}\right\rangle\left\langle v_{i}\right|\right)\left(\sum_{i=1}^{n} s_{i}(B)\left|v_{i}\right\rangle\left\langle v_{i}\right|\right) \\
& =\operatorname{Tr}\left(\sum_{i=1}^{n} a_{i} s_{i}(B)\left|v_{i}\right\rangle\left\langle v_{i}\right|\right)=\sum_{i=1}^{n} a_{i} s_{i}(B)
\end{aligned}
$$

so that

$$
\sum_{i=1}^{n} a_{i} s_{i}(B) \leq|\operatorname{Tr} A B| \leq\| \| A\left|\left\||\|B\||^{\circ} \leq\right\|\|B\|^{\circ}\right.
$$

This implies that $\|\|B\|\|^{\prime}=\Phi^{\prime}(s(B)) \leq\| \| B\| \|^{\circ}$.
As special cases we have $\|\cdot\|_{p}^{\prime}=\|\cdot\|_{q}$ when $1 \leq p \leq \infty$ and $1 / p+1 / q=1$.
The close relation between the ( $\log$-)majorization and the unitarily invariant norm inequalities is summarized in the following proposition.

Theorem 6.24 Consider the following conditions for $A, B \in B(\mathcal{H})$.
(i) $s(A) \prec_{w(\log )} s(B)$;
(ii) $|||f(|A|)|\|\leq\||| f(|B|)||\mid$ for every unitarily invariant norm $\||\cdot|||$ and every continuous increasing function $f: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$such that $f\left(e^{x}\right)$ is convex;
(iii) $s(A) \prec_{w} s(B)$;
(iv) $\|A\|_{(k)} \leq\|B\|_{(k)}$ for every $k=1, \ldots, n$;
(v) $||A|\|\leq|\|B \mid\|$ for every unitarily invariant norm $|\| \cdot| \|$;
(vi) $|||f(|A|)|\|\leq\||| f(|B|) \mid \|$ for every unitarily invariant norm $\|\|\cdot\| \mid$ and every continuous increasing convex function $f: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$.

Then

$$
(\mathrm{i}) \Longleftrightarrow(\mathrm{ii}) \Longrightarrow(\mathrm{iii}) \Longleftrightarrow(\mathrm{iv}) \Longleftrightarrow(\mathrm{v}) \Longleftrightarrow(\mathrm{vi})
$$

Proof: (i) $\Rightarrow$ (ii). Let $f$ be as in (ii). By Theorems 6.5 and 6.7 (11) we have

$$
\begin{equation*}
s(f(|A|))=f(s(A)) \prec_{w} f(s(B))=s(f(|B|)) . \tag{6.20}
\end{equation*}
$$

This implies by Theorem $6.18(3)$ that $|||f(|A|)| \| \leq|||f(|B|)|||$ for any unitarily invariant norm.
(ii) $\Rightarrow$ (i). Take $\|\|\cdot\|\|=\|\cdot\|_{(k)}$, the Ky Fan norms, and $f(x)=\log \left(1+\varepsilon^{-1} x\right)$ for $\varepsilon>0$. Then $f$ satisfies the condition in (ii). Since

$$
s_{i}(f(|A|))=f\left(s_{i}(A)\right)=\log \left(\varepsilon+s_{i}(A)\right)-\log \varepsilon
$$

the inequality $\|f(|A|)\|_{(k)} \leq\|f(|B|)\|_{(k)}$ means that

$$
\prod_{i=1}^{k}\left(\varepsilon+s_{i}(A)\right) \leq \prod_{i=1}^{k}\left(\varepsilon+s_{i}(B)\right)
$$

Letting $\varepsilon \searrow 0$ gives $\prod_{i=1}^{k} s_{i}(A) \leq \prod_{i=1}^{k} s_{i}(B)$ and hence (i) follows.
(i) $\Rightarrow$ (iii) follows from Theorem 6.5. (iii) $\Leftrightarrow$ (iv) is trivial by definition of $\|\cdot\|_{(k)}$ and (vi) $\Rightarrow(\mathrm{v}) \Rightarrow(\mathrm{iv})$ is clear. Finally assume (iii) and let $f$ be as in (vi). Theorem 6.7 yields (6.20) again, so that (vi) follows. Hence (iii) $\Rightarrow$ (vi) holds.

By Theorems 6.9, 6.10 and 6.24 we have:

Corollary 6.25 For $A, B \in \mathbb{M}_{n}$ and a unitarily invariant norm $\|\|\cdot\|$, the inequality

$$
\left\|\mid \operatorname{Diag}\left(s_{1}(A)-s_{1}(B), \ldots, s_{n}(A)-s_{n}(B)\right)\right\|\|\leq\|\|A-B\| \|
$$

holds. If $A$ and $B$ are self-adjoint, then

$$
\left\|\left\|\operatorname{Diag}\left(\lambda_{1}(A)-\lambda_{1}(B), \ldots, \lambda_{n}(A)-\lambda_{n}(B)\right)\right\|\right\| \leq\| \| A-B\| \| .
$$

The following statements are particular cases for self-adjoint matrices:

$$
\left(\sum_{i=1}^{n}\left|\lambda_{i}(A)-\lambda_{i}(B)\right|^{p}\right)^{1 / p} \leq\|A-B\|_{p} \quad(1 \leq p<\infty)
$$

The following is called Weyl's inequality:

$$
\max _{1 \leq i \leq n}\left|\lambda_{i}(A)-\lambda_{i}(B)\right| \leq\|A-B\|
$$

There are similar inequalities in the general case, where $\lambda_{i}$ is replaced by $s_{i}$.

In the rest of this section we show symmetric norm inequalities (or eigenvalue majorizations) involving convex/concave functions and expansions. An operator $Z$ is called an expansion if $Z Z \geq I$.

Theorem 6.26 Let $f:[0, \infty) \rightarrow[0, \infty)$ be a concave function. If $A \in \mathbb{M}_{n}^{+}$ and $Z \in \mathbb{M}_{n}$ is an expansion, then

$$
\left\|\left\|f\left(Z^{*} A Z\right)\right\|\right\| \leq\left\|Z^{*} f(A) Z\right\| \|
$$

for every unitarily invariant norm ||| ||||, or equivalently,

$$
\lambda\left(f\left(Z^{*} A Z\right)\right) \prec_{w} \lambda\left(Z^{*} f(A) Z\right) .
$$

Proof: Note that $f$ is automatically non-decreasing. Due to Theorem 6.23 it suffices to prove the inequality for the Ky Fan $k$-norms $\|\cdot\|_{(k)}, 1 \leq k \leq n$. Letting $f_{0}(x):=f(x)-f(0)$ we have

$$
\begin{aligned}
f\left(Z^{*} A Z\right) & =f(0) I+f_{0}\left(Z^{*} A Z\right) \\
Z^{*} f(A) Z & =f(0) Z^{*} Z+Z^{*} f_{0}(A) Z \geq f(0) I+Z^{*} f_{0}(A) Z
\end{aligned}
$$

which show that we may assume that $f(0)=0$. Then there is a spectral projection $E$ of rank $k$ for $Z^{*} A Z$ such that

$$
\left\|f\left(Z^{*} A Z\right)\right\|_{(k)}=\sum_{j=1}^{k} f\left(\lambda_{j}\left(Z^{*} A Z\right)\right)=\operatorname{Tr} f\left(Z^{*} A Z\right) E
$$

When we show that

$$
\begin{equation*}
\operatorname{Tr} f\left(Z^{*} A Z\right) E \leq \operatorname{Tr} Z^{*} f(A) Z E \tag{6.21}
\end{equation*}
$$

it follows that

$$
\left\|f\left(Z^{*} A Z\right)\right\|_{(k)} \leq \operatorname{Tr} Z^{*} f(A) Z E \leq\left\|Z^{*} f(A) Z\right\|_{(k)}
$$

by Theorem 6.20. For (6.21) we may show that

$$
\begin{equation*}
\operatorname{Tr} g\left(Z^{*} A Z\right) E \geq \operatorname{Tr} Z^{*} g(A) Z E \tag{6.22}
\end{equation*}
$$

for every convex function on $[0, \infty)$ with $g(0)=0$. Such a function $g$ can be approximated by functions of the type

$$
\begin{equation*}
\alpha x+\sum_{i=1}^{m} \alpha_{i}\left(x-\beta_{i}\right)_{+} \tag{6.23}
\end{equation*}
$$

with $\alpha \in \mathbb{R}$ and $\alpha_{i}, \beta_{i}>0$, where $(x-\beta)_{+}:=\max \{0, x-\beta\}$. Consequently, it suffices to show (6.22) for $g_{\beta}(x):=(x-\beta)_{+}$with $\beta>0$. From the lemma below we have a unitary $U$ such that

$$
g_{\beta}\left(Z^{*} A Z\right) \geq U^{*} Z^{*} g_{\beta}(A) Z U .
$$

We hence have

$$
\begin{aligned}
\operatorname{Tr} g_{\beta}\left(Z^{*} A Z\right) E & =\sum_{j=1}^{k} \lambda_{j}\left(g_{\beta}\left(Z^{*} A Z\right)\right) \geq \sum_{j=1}^{k} \lambda_{j}\left(U^{*} Z^{*} g_{\beta}(A) Z U\right) \\
& =\sum_{j=1}^{k} \lambda_{j}\left(Z^{*} g_{\beta}(A) Z\right) \geq \operatorname{Tr} Z^{*} g_{\beta}(A) Z E
\end{aligned}
$$

that is (6.22) for $g=g_{\beta}$.
Lemma 6.27 Let $A \in \mathbb{M}_{n}^{+}, Z \in \mathbb{M}$ be an expansion, and $\beta>0$. Then there exists a unitary $U$ such that

$$
\left(Z^{*} A Z-\beta I\right)_{+} \geq U^{*} Z^{*}(A-\beta I)_{+} Z U .
$$

Proof: Let $P$ be the support projection of $(A-\beta I)_{+}$and set $A_{\beta}:=P A$. Let $Q$ be the support projection of $Z^{*} A_{\beta} Z$. Since $Z^{*} A Z \geq Z^{*} A_{\beta} Z$ and $(x-\beta)_{+}$is a non-decreasing function, for $1 \leq j \leq n$ we have

$$
\begin{aligned}
\lambda_{j}\left(\left(Z^{*} A Z-\beta I\right)_{+}\right) & =\left(\lambda_{j}\left(Z^{*} A Z\right)-\beta\right)_{+} \\
& \geq\left(\lambda_{j}\left(Z^{*} A_{\beta} Z\right)-\beta\right)_{+} \\
& =\lambda_{j}\left(\left(Z^{*} A_{\beta} Z-\beta I\right)_{+}\right) .
\end{aligned}
$$

So there exists a unitary $U$ such that

$$
\left(Z^{*} A Z-\beta I\right)_{+} \geq U^{*}\left(Z^{*} A_{\beta} Z-\beta I\right)_{+} U .
$$

It is obvious that $Q$ is the support projection of $Z^{*} P Z$. Also, note that $Z^{*} P Z$ is unitarily equivalent to $P Z Z^{*} P$. Since $Z^{*} Z \geq I$, it follows that $Z Z^{*} \geq I$ and so $P Z Z^{*} P \geq P$. Therefore, we have $Q \leq Z^{*} P Z$. Since $Z A_{\beta} Z \geq=\beta Z P Z \geq \beta Q$, we see that

$$
\begin{aligned}
\left(Z^{*} A_{\beta} Z-\beta I\right)_{+} & =Z^{*} A_{\beta} Z-\beta Q \geq Z^{*} A_{\beta} Z-\beta Z^{*} P Z \\
& =Z^{*}\left(A_{\beta}-\beta P\right) Z=Z^{*}(A-\beta I)_{+} Z
\end{aligned}
$$

which gives the conclusion.
When $f$ is convex with $f(0)=0$, the inequality in Theorem 6.26 is reversed.

Theorem 6.28 Let $f:[0, \infty) \rightarrow[0, \infty)$ be a convex function with $f(0)=0$. If $A \in \mathbb{M}_{n}^{+}$and $Z \in \mathbb{M}_{n}$ is an expansion, then

$$
\left\|\left\|f\left(Z^{*} A Z\right)\right\|\right\| \geq\left\|Z^{*} f(A) Z\right\| \|
$$

for every unitarily invariant norm $|||\cdot|||$.
Proof: By approximation we may assume that $f$ is of the form (6.23) with $\alpha \geq 0$ and $\alpha_{i}, \beta_{i}>0$. By Lemma 6.27 we have

$$
\begin{aligned}
Z^{*} f(A) Z & =\alpha Z^{*} A Z+\sum_{i} \alpha_{i} Z^{*}\left(A-\beta_{i} I\right)_{+} Z \\
& \leq \alpha Z^{*} A Z+\sum_{i} \alpha_{i} U_{i}\left(Z^{*} A Z-\beta_{i} I\right)_{+} U_{i}^{*}
\end{aligned}
$$

for some unitaries $U_{i}, 1 \leq i \leq m$. We now consider the Ky Fan $k$-norms $\|\cdot\|_{(k)}$. For each $k=1, \ldots, n$ there is a projection $E$ of rank $k$ so that

$$
\begin{aligned}
&\left\|\alpha Z^{*} A Z+\sum_{i} \alpha_{i} U_{i}\left(Z^{*} A Z-\beta_{i} I\right)_{+} U_{i}^{*}\right\|_{(k)} \\
& \quad=\operatorname{Tr}\left\{\alpha Z^{*} A Z+\sum_{i} \alpha_{i} U_{i}\left(Z^{*} A Z-\beta_{i} I\right)_{+} U_{i}^{*}\right\} E \\
&=\alpha \operatorname{Tr} Z^{*} A Z E+\sum_{i} \alpha_{i} \operatorname{Tr}\left(Z^{*} A Z-\beta_{i} I\right)_{+} U_{i}^{*} E U_{i} \\
& \leq \alpha\left\|Z^{*} A Z\right\|_{(k)}+\sum_{i} \alpha_{i}\left\|\left(Z^{*} A Z-\beta_{i} I\right)_{+}\right\|_{(k)}
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{j=1}^{k}\left\{\alpha \lambda_{j}\left(Z^{*} A Z\right)+\sum_{i} \alpha_{i}\left(\lambda_{j}\left(Z^{*} A Z\right)-\beta_{i}\right)_{+}\right\} \\
& =\sum_{j=1}^{k} f\left(\lambda_{j}\left(Z^{*} A Z\right)\right)=\left\|f\left(Z^{*} A Z\right)\right\|_{(k)}
\end{aligned}
$$

and hence $\left\|Z^{*} f(A) Z\right\|_{(k)} \leq\left\|f\left(Z^{*} A Z\right)\right\|_{(k)}$. This implies the conclusion.
For the trace function the non-negativity assumption of $f$ is not necessary so that we have

Theorem 6.29 Let $A \in \mathbb{M}_{n}(\mathbb{C})^{+}$and $Z \in \mathbb{M}_{n}(\mathbb{C})$ be an expansion. If $f$ is a concave function on $[0, \infty)$ with $f(0) \geq 0$, then

$$
\operatorname{Tr} f\left(Z^{*} A Z\right) \leq \operatorname{Tr} Z^{*} f(A) Z
$$

If $f$ is a convex function on $[0, \infty)$ with $f(0) \leq 0$, then

$$
\operatorname{Tr} f\left(Z^{*} A Z\right) \geq \operatorname{Tr} Z^{*} f(A) Z
$$

Proof: The two assertions are obviously equivalent. To prove the second, by approximation we may assume that $f$ is of the form (6.23) with $\alpha \in \mathbb{R}$ and $\alpha_{i}, \beta_{i}>0$. Then, by Lemma 6.27,

$$
\begin{aligned}
\operatorname{Tr} f\left(Z^{*} A Z\right) & =\operatorname{Tr}\left\{\alpha Z^{*} A Z+\sum_{i} \alpha_{i}\left(Z^{*} A Z-\beta_{i} I\right)_{+}\right\} \\
& \geq \operatorname{Tr}\left\{\alpha Z^{*} A Z+\sum_{i} \alpha_{i} Z^{*}\left(A-\beta_{i} I\right)_{+} Z\right\}=\operatorname{Tr} Z^{*} f(A) Z
\end{aligned}
$$

and the statement is proved.

### 6.4 More majorizations for matrices

In the first part of this section, we prove a subadditivity property for certain symmetric norm functions. Let $f: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$be a concave function. Then $f$ is increasing and it is easy to show that $f(a+b) \leq f(a)+f(b)$ for positive numbers $a$ and $b$. The Rotfel'd inequality

$$
\operatorname{Tr} f(A+B) \leq \operatorname{Tr}(f(A)+f(B)) \quad\left(A, B \in \mathbb{M}_{n}^{+}\right)
$$

is a matrix extension. Another extension is

$$
\begin{equation*}
\|\|f(A+B)\|\| \leq\| \| f(A)+f(B)\| \| \tag{6.24}
\end{equation*}
$$

for all $A, B \in \mathbb{M}_{n}^{+}$and for any unitarily invariant norm $\|\|\cdot\|$, which will be proved in Theorem 6.34 below.

Lemma 6.30 Let $g: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$be a continuous function. If $g$ is decreasing and $x g(x)$ is increasing, then

$$
\lambda((A+B) g(A+B)) \prec_{w} \lambda\left(A^{1 / 2} g(A+B) A^{1 / 2}+B^{1 / 2} g(A+B) B^{1 / 2}\right)
$$

for all $A, B \in \mathbb{M}_{n}^{+}$.
Proof: Let $\lambda(A+B)=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ be the eigenvalue vector arranged in decreasing order and $u_{1}, \ldots, u_{n}$ be the corresponding eigenvectors forming an orthonormal basis of $\mathbb{C}^{n}$. For $1 \leq k \leq n$ let $P_{k}$ be the orthogonal projection onto the subspace spanned by $u_{1}, \ldots, u_{k}$. Since $x g(x)$ is increasing, it follows that

$$
\lambda((A+B) g(A+B))=\left(\lambda_{1} g\left(\lambda_{1}\right), \ldots, \lambda_{n} g\left(\lambda_{n}\right)\right)
$$

Hence, what we need to prove is

$$
\operatorname{Tr}(A+B) g(A+B) P_{k} \leq \operatorname{Tr}\left(A^{1 / 2} g(A+B) A^{1 / 2}+B^{1 / 2} g(A+B) B^{1 / 2}\right) P_{k}
$$

since the left-hand side is equal to $\sum_{i=1}^{k} \lambda_{i} g\left(\lambda_{i}\right)$ and the right-hand side is less than or equal to $\sum_{i=1}^{k} \lambda_{i}\left(A^{1 / 2} g(A+B) A^{1 / 2}+B^{1 / 2} g(A+B) B^{1 / 2}\right)$. The above inequality immediately follows by summing the following two:

$$
\begin{align*}
& \operatorname{Tr} g(A+B)^{1 / 2} A g(A+B)^{1 / 2} P_{k} \leq \operatorname{Tr} A^{1 / 2} g(A+B) A^{1 / 2} P_{k}  \tag{6.25}\\
& \operatorname{Tr} g(A+B)^{1 / 2} B g(A+B)^{1 / 2} P_{k} \leq \operatorname{Tr} B^{1 / 2} g(A+B) B^{1 / 2} P_{k} \tag{6.26}
\end{align*}
$$

To prove (6.25), we write $P_{k}, H:=g(A+B)$ and $A^{1 / 2}$ as

$$
P_{k}=\left[\begin{array}{cc}
I_{\mathcal{K}} & 0 \\
0 & 0
\end{array}\right], \quad H=\left[\begin{array}{cc}
H_{1} & 0 \\
0 & H_{2}
\end{array}\right], \quad A^{1 / 2}=\left[\begin{array}{cc}
A_{11} & A_{12} \\
A_{12}^{*} & A_{22}
\end{array}\right]
$$

in the form of $2 \times 2$ block-matrices corresponding to the orthogonal decomposition $\mathbb{C}^{n}=\mathcal{K} \oplus \mathcal{K}^{\perp}$ with $\mathcal{K}:=P_{k} \mathbb{C}^{n}$. Then

$$
\begin{aligned}
P_{k} g(A+B)^{1 / 2} A g(A+B)^{1 / 2} P_{k} & =\left[\begin{array}{cc}
H_{1}^{1 / 2} A_{11}^{2} H_{1}^{1 / 2}+H_{1}^{1 / 2} A_{12} A_{12}^{*} H_{1}^{1 / 2} & 0 \\
0 & 0
\end{array}\right] \\
P_{k} A^{1 / 2} g(A+B) A^{1 / 2} P_{k} & =\left[\begin{array}{cc}
A_{11} H_{1} A_{11}+A_{12} H_{2} A_{12}^{*} & 0 \\
0 & 0
\end{array}\right]
\end{aligned}
$$

Since $g$ is decreasing, we notice that

$$
H_{1} \leq g\left(\lambda_{k}\right) I_{\mathcal{K}}, \quad H_{2} \geq g\left(\lambda_{k}\right) I_{\mathcal{K}^{\perp}}
$$

Therefore, we have

$$
\operatorname{Tr} H_{1}^{1 / 2} A_{12} A_{12}^{*} H_{1}^{1 / 2}=\operatorname{Tr} A_{12}^{*} H_{1} A_{12} \leq g\left(\lambda_{k}\right) \operatorname{Tr} A_{12}^{*} A_{12}=g\left(\lambda_{k}\right) \operatorname{Tr} A_{12} A_{12}^{*}
$$

$$
\leq \operatorname{Tr} A_{12} H_{2} A_{12}^{*}
$$

so that

$$
\operatorname{Tr}\left(H_{1}^{1 / 2} A_{11}^{2} H_{1}^{1 / 2}+H_{1}^{1 / 2} A_{12} A_{12}^{*} H_{1}^{1 / 2}\right) \leq \operatorname{Tr}\left(A_{11} H_{1} A_{11}+A_{12} H_{2} A_{12}^{*}\right),
$$

which shows (6.25). (6.26) is similarly proved.
In the next result matrix concavity is assumed.
Theorem 6.31 Let $f: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$be a continuous matrix monotone (equivalently, matrix concave) function. Then (6.24) holds for all $A, B \in \mathbb{M}_{n}^{+}$and for any unitarily invariant norm $\|\|\cdot \mid\|$.

Proof: By continuity we may assume that $A, B \in \mathbb{M}_{n}^{+}$are invertible. Let $g(x):=f(x) / x$; then $g$ satisfies the assumptions of Lemma 6.30. Hence the lemma implies that

Since $C:=A^{1 / 2}(A+B)^{-1 / 2}$ is a contraction, Theorem 4.23 implies from the matrix concavity that

$$
\begin{aligned}
& A^{1 / 2}(A+B)^{-1 / 2} f(A+B)(A+B)^{-1 / 2} A^{1 / 2} \\
& \quad=C f(A+B) C^{*} \leq f\left(C(A+B) C^{*}\right)=f(A)
\end{aligned}
$$

and similarly

$$
B^{1 / 2}(A+B)^{-1 / 2} f(A+B)(A+B)^{-1 / 2} B^{1 / 2} \leq f(B)
$$

Therefore, the right-hand side of (6.27) is less than or equal to $\|\| f(A)+$ $f(B)||\mid$.

A particular case of the next theorem is $\left\|\left|\left|(A+B)^{m}\right| \| \geq\left|\left|\left|A^{m}+B^{m}\right|\right|\right|\right.\right.$ for $m \in \mathbb{N}$, which was shown by Bhatia and Kittaneh [21].

Theorem 6.32 Let $g: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$be an increasing bijective function whose inverse function is operator monotone. Then

$$
\begin{equation*}
\|\|g(A+B)|\|\geq\||\| g(A)+g(B)\| \| \tag{6.28}
\end{equation*}
$$

for all $A, B \in \mathbb{M}_{n}^{+}$and $\|\|\cdot\| \mid$.

Proof: Let $f$ be the inverse function of $g$. For every $A, B \in \mathbb{M}_{n}^{+}$, Theorem 6.31 implies that

$$
f(\lambda(A+B)) \prec_{w} \lambda(f(A)+f(B)) .
$$

Now, replace $A$ and $B$ by $g(A)$ and $g(B)$, respectively. Then we have

$$
f(\lambda(g(A)+g(B))) \prec_{w} \lambda(A+B) .
$$

Since $f$ is concave and hence $g$ is convex (and increasing), we have by Example 6.4

$$
\lambda(g(A)+g(B)) \prec_{w} g(\lambda(A+B))=\lambda(g(A+B)),
$$

which means by Theorem 6.24 that $\|\mid g(A)+g(B)\|\|\leq\|\|g(A+B)\| \|$.
The above theorem can be extended to the next theorem due to Kosem [52], which is the first main result of this section. The simpler proof below is from [28].

Theorem 6.33 Let $g: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$be a continuous convex function with $g(0)=0$. Then (6.28) holds for all $A, B$ and $|\|\cdot \mid\|$ as above.

Proof: First, note that a convex function $g \geq 0$ on $[0, \infty)$ with $g(0)=0$ is non-decreasing. Let $\Gamma$ denote the set of all non-negative functions $g$ on $[0, \infty)$ for which the conclusion of the theorem holds. It is obvious that $\Gamma$ is closed under pointwise convergence and multiplication by non-negative scalars. When $f, g \in \Gamma$, for the Ky Fan norms $\|\cdot\|_{(k)}, 1 \leq k \leq n$, and for $A, B \in \mathbb{M}_{n}^{+}$we have

$$
\begin{aligned}
\|(f+g)(A+B)\|_{(k)} & =\|f(A+B)\|_{(k)}+\|g(A+B)\|_{(k)} \\
& \geq\|f(A)+f(B)\|_{(k)}+\|g(A)+g(B)\|_{(k)} \\
& \geq\|(f+g)(A)+(f+g)(B)\|_{(k)},
\end{aligned}
$$

where the above equality is guaranteed by the non-decreasingness of $f, g$ and the latter inequality is the triangle inequality. Hence $f+g \in \Gamma$ by Theorem 6.24 so that $\Gamma$ is a convex cone. Notice that any convex function $g \geq 0$ on $[0, \infty)$ with $g(0)=0$ is the pointwise limit of an increasing sequence of functions of the form $\sum_{l=1}^{m} c_{l} \gamma_{a_{l}}(x)$ with $c_{l}, a_{l}>0$, where $\gamma_{a}$ is the angle function at $a>0$ given as $\gamma_{a}(x):=\max \{x-a, 0\}$. Hence it suffices to show that $\gamma_{a} \in \Gamma$ for all $a>0$. To do this, for $a, r>0$ we define

$$
h_{a, r}(x):=\frac{1}{2}\left(\sqrt{(x-a)^{2}+r}+x-\sqrt{a^{2}+r}\right), \quad x \geq 0
$$

which is an increasing bijective function on $[0, \infty)$ and whose inverse is

$$
\begin{equation*}
x-\frac{r / 2}{2 x+\sqrt{a^{2}+r}-a}+\frac{\sqrt{a^{2}+r}+a}{2} . \tag{6.29}
\end{equation*}
$$

Since (6.29) is operator monotone on $[0, \infty)$, we have $h_{a, r} \in \Gamma$ by Theorem 6.32. Therefore, $\gamma_{a} \in \Gamma$ since $h_{a, r} \rightarrow \gamma_{a}$ as $r \searrow 0$.

The next subadditivity inequality extending Theorem 6.31 was proved by Bourin and Uchiyama [28], which is the second main result.

Theorem 6.34 Let $f:[0, \infty) \rightarrow[0, \infty)$ be a continuous concave function. Then (6.24) holds for all $A, B$ and $\|\|\cdot\||\mid$ as above.

Proof: Let $\lambda_{i}$ and $u_{i}, 1 \leq i \leq n$, be taken as in the proof of Lemma 6.30, and $P_{k}, 1 \leq k \leq n$, be also as there. We may prove the weak majorization

$$
\sum_{i=1}^{k} f\left(\lambda_{i}\right) \leq \sum_{i=1}^{k} \lambda_{i}(f(A)+f(B)), \quad 1 \leq k \leq n
$$

To do this, it suffices to show that

$$
\begin{equation*}
\operatorname{Tr} f(A+B) P_{k} \leq \operatorname{Tr}(f(A)+f(B)) P_{k} \tag{6.30}
\end{equation*}
$$

Indeed, since $f$ is necessarily increasing, the left-hand side of (6.30) is $\sum_{i=1}^{k} f\left(\lambda_{i}\right)$ and the right-hand side is less than or equal to $\sum_{i=1}^{k} \lambda_{i}(f(A)+f(B))$. Here, note by Exercise 13 that $f$ is the pointwise limit of a sequence of functions of the form $\alpha+\beta x-g(x)$ where $\alpha \geq 0, \beta>0$, and $g \geq 0$ is a continuous convex function on $[0, \infty)$ with $g(0)=0$. Hence, to prove (6.30), it suffices to show that

$$
\operatorname{Tr} g(A+B) P_{k} \geq \operatorname{Tr}(g(A)+g(B)) P_{k}
$$

for any continuous convex function $g \geq 0$ on $[0, \infty)$ with $g(0)=0$. In fact, this is seen as follows:

$$
\operatorname{Tr} g(A+B) P_{k}=\|g(A+B)\|_{(k)} \geq\|g(A)+g(B)\|_{(k)} \geq \operatorname{Tr}(g(A)+g(B)) P_{k},
$$

where the above equality is due to the increasingness of $g$ and the first inequality follows from Theorem 6.33.

The subadditivity inequality of Theorem 6.33 was further extended by Bourin in such a way that if $f$ is a positive continuous concave function on $[0, \infty)$ then

$$
|||f(|A+B|)|\|\leq|\|f(|A|)+f(|B|)|\||
$$

for all normal matrices $A, B \in \mathbb{M}_{n}$ and for any unitarily invariant norm $\|\|\cdot\| \mid$. In particular,

$$
|\|f(|Z|)|\||\leq\|||f(|A|)+f(|B|)| \|
$$

when $Z=A+i B$ is the Descartes decomposition of $Z$.

In the second part of this section, we prove the inequality between norms of $f(|A-B|)$ and $f(A)-f(B)$ (or the weak majorization for their singular values) when $f$ is a positive operator monotone function on $[0, \infty)$ and $A, B \in \mathbb{M}_{n}^{+}$. We first prepare some simple facts for the next theorem.

Lemma 6.35 For self-adjoint $X, Y \in \mathbb{M}_{n}$, let $X=X_{+}-X_{-}$and $Y=$ $Y_{+}-Y_{-}$be the Jordan decompositions.
(1) If $X \leq Y$ then $s_{i}\left(X_{+}\right) \leq s_{i}\left(Y_{+}\right)$for all $i$.
(2) If $s\left(X_{+}\right) \prec_{w} s\left(Y_{+}\right)$and $s\left(X_{-}\right) \prec_{w} s\left(Y_{-}\right)$, then $s(X) \prec_{w} s(Y)$.

Proof: (1) Let $Q$ be the support projection of $X_{+}$. Since

$$
X_{+}=Q X Q \leq Q Y Q \leq Q Y_{+} Q
$$

we have $s_{i}\left(X_{+}\right) \leq s_{i}\left(Q Y_{+} Q\right) \leq s_{i}\left(Y_{+}\right)$by Theorem $6.7(7)$.
(2) It is rather easy to see that $s(X)$ is the decreasing rearrangement of the combination of $s\left(X_{+}\right)$and $s\left(X_{-}\right)$. Hence for each $k \in \mathbb{N}$ we can choose $0 \leq m \leq k$ so that

$$
\sum_{i=1}^{k} s_{i}(X)=\sum_{i=1}^{m} s_{i}\left(X_{+}\right)+\sum_{i=1}^{k-m} s_{i}\left(X_{-}\right) .
$$

Hence

$$
\sum_{i=1}^{k} s_{i}(X) \leq \sum_{i=1}^{m} s_{i}\left(Y_{+}\right)+\sum_{i=1}^{k-m} s_{i}\left(Y_{-}\right) \leq \sum_{i=1}^{k} s_{i}(Y)
$$

as desired.

Theorem 6.36 Let $f: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$be a matrix monotone function. Then

$$
|\|f(A)-f(B)|\|\leq\|\|f(|A-B|) \mid\|
$$

for all $A, B \in \mathbb{M}_{n}^{+}$and for any unitarily invariant norm $\|\|\cdot\|\|$. Equivalently,

$$
\begin{equation*}
s(f(A)-f(B)) \prec_{w} s(f(|A-B|)) \tag{6.31}
\end{equation*}
$$

holds.
Proof: First assume that $A \geq B \geq 0$ and let $C:=A-B \geq 0$. In view of Theorem 6.24, it suffices to prove that

$$
\begin{equation*}
\|f(B+C)-f(B)\|_{(k)} \leq\|f(C)\|_{(k)}, \quad 1 \leq k \leq n \tag{6.32}
\end{equation*}
$$

For each $\lambda \in(0, \infty)$ let

$$
h_{\lambda}(x)=\frac{x}{x+\lambda}=1-\frac{\lambda}{x+\lambda},
$$

which is increasing on $[0, \infty)$ with $h_{\lambda}(0)=0$. According to the integral representation for $f$ with $a, b \geq 0$ and a positive finite measure $m$ on $(0, \infty)$, we have

$$
\begin{aligned}
s_{i}(f(C)) & =f\left(s_{i}(C)\right) \\
& =a+b s_{i}(C)+\int_{(0, \infty)} \frac{s_{i}(C)(1+\lambda)}{s_{i}(C)+\lambda} d m(\lambda) \\
& =a+b s_{i}(C)+\int_{(0, \infty)}(1+\lambda) s_{i}\left(h_{\lambda}(C)\right) d m(\lambda)
\end{aligned}
$$

so that

$$
\begin{equation*}
\|f(C)\|_{(k)} \geq b\|C\|_{(k)}+\int_{(0, \infty)}(1+\lambda)\left\|h_{\lambda}(C)\right\|_{(k)} d m(\lambda) \tag{6.33}
\end{equation*}
$$

On the other hand, since

$$
f(B+C)=a I+b(B+C)+\int_{(0, \infty)}(1+\lambda) h_{\lambda}(B+C) d m(\lambda)
$$

as well as the analogous expression for $f(B)$, we have

$$
f(B+C)-f(B)=b C+\int_{(0, \infty)}(1+\lambda)\left(h_{\lambda}(B+C)-h_{\lambda}(B)\right) d m(\lambda)
$$

so that
$\|f(B+C)-f(B)\|_{(k)} \leq b\|C\|_{(k)}+\int_{(0, \infty)}(1+\lambda)\left\|h_{\lambda}(B+C)-h_{\lambda}(B)\right\|_{(k)} d m(\lambda)$.
By this inequality and (6.33), it suffices for (6.32) to show that

$$
\left\|h_{\lambda}(B+C)-h_{\lambda}(B)\right\|_{(k)} \leq\left\|h_{\lambda}(C)\right\|_{(k)} \quad(\lambda \in(0, \infty), 1 \leq k \leq n)
$$

As $h_{\lambda}(x)=h_{1}(x / \lambda)$, it is enough to show this inequality for the case $\lambda=1$ since we may replace $B$ and $C$ by $\lambda^{-1} B$ and $\lambda^{-1} C$, respectively. Thus, what remains to prove is the following:

$$
\begin{equation*}
\left\|(B+I)^{-1}-(B+C+I)^{-1}\right\|_{(k)} \leq\left\|I-(C+I)^{-1}\right\|_{(k)} \quad(1 \leq k \leq n) \tag{6.34}
\end{equation*}
$$

Since
$(B+I)^{-1}-(B+C+I)^{-1}=(B+I)^{-1 / 2} h_{1}\left((B+I)^{-1 / 2} C(B+I)^{-1 / 2}\right)(B+I)^{-1 / 2}$
and $\left\|(B+I)^{-1 / 2}\right\| \leq 1$, we obtain

$$
\begin{aligned}
s_{i}\left((B+I)^{-1}-(B+C+I)^{-1}\right) & \leq s_{i}\left(h_{1}\left((B+I)^{-1 / 2} C(B+I)^{-1 / 2}\right)\right) \\
& =h_{1}\left(s_{i}\left((B+I)^{-1 / 2} C(B+I)^{-1 / 2}\right)\right) \\
& \leq h_{1}\left(s_{i}(C)\right)=s_{i}\left(I-(C+I)^{-1}\right)
\end{aligned}
$$

by repeated use of Theorem $6.7(7)$. Therefore, (6.34) is proved.
Next, let us prove the assertion in the general case $A, B \geq 0$. Since $0 \leq A \leq B+(A-B)_{+}$, it follows that

$$
f(A)-f(B) \leq f\left(B+(A-B)_{+}\right)-f(B)
$$

which implies by Lemma 6.35 (1) that

$$
\left\|(f(A)-f(B))_{+}\right\|_{(k)} \leq\left\|f\left(B+(A-B)_{+}\right)-f(B)\right\|_{(k)}
$$

Applying (6.32) to $B+(A-B)_{+}$and $B$, we have

$$
\left\|f\left(B+(A-B)_{+}\right)-f(B)\right\|_{(k)} \leq\left\|f\left((A-B)_{+}\right)\right\|_{(k)} .
$$

Therefore,

$$
\begin{equation*}
s\left((f(A)-f(B))_{+}\right) \prec_{w} s\left(f\left((A-B)_{+}\right)\right) . \tag{6.35}
\end{equation*}
$$

Exchanging the role of $A, B$ gives

$$
\begin{equation*}
s\left((f(A)-f(B))_{-}\right) \prec_{w} s\left(f\left((A-B)_{-}\right)\right) . \tag{6.36}
\end{equation*}
$$

Here, we may assume that $f(0)=0$ since $f$ can be replaced by $f-f(0)$. Then it is immediate to see that

$$
f\left((A-B)_{+}\right) f\left((A-B)_{-}\right)=0, \quad f\left((A-B)_{+}\right)+f\left((A-B)_{-}\right)=f(|A-B|)
$$

Hence $s(f(A)-f(B)) \prec_{w} s(f(|A-B|))$ follows from (6.35) and (6.36) thanks to Lemma 6.35 (2).

When $f(x)=x^{\theta}$ with $0<\theta<1$, the weak majorization (6.31) gives the norm inequality formerly proved by Birman, Koplienko and Solomyak:

$$
\left\|A^{\theta}-B^{\theta}\right\|_{p / \theta} \leq\|A-B\|_{p}^{\theta}
$$

for all $A, B \in \mathbb{M}_{n}^{+}$and $\theta \leq p \leq \infty$. The case where $\theta=1 / 2$ and $p=1$ is known as the Powers-Størmer inequality.

The following is an immediate corollary of Theorem 6.36, whose proof is similar to that of Theorem 6.32.

Corollary 6.37 Let $g: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$be an increasing bijective function whose inverse function is operator monotone. Then

$$
\|\|g(A)-g(B)|\|\geq|\|g(|A-B|)|\||
$$

for all $A, B$ and $|\| \cdot||\mid$ as above.
In [12], Audenaert and Aujla pointed out that Theorem 6.36 is not true in the case where $f: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$is a general continuous concave function and that Corollary 6.37 is not true in the case where $g: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$is a general continuous convex function.

In the last part of this section we prove log-majorizations results, which give inequalities strengthening or complementing the Golden-Thompson inequality. The following log-majorization is due to Araki.

Theorem 6.38 For every $A, B \in \mathbb{M}_{n}^{+}$,

$$
\begin{equation*}
s\left(\left(A^{1 / 2} B A^{1 / 2}\right)^{r}\right) \prec_{(\log )} s\left(A^{r / 2} B^{r} A^{r / 2}\right), \quad r \geq 1, \tag{6.37}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
s\left(\left(A^{p / 2} B^{p} A^{p / 2}\right)^{1 / p}\right) \prec_{(\log )} s\left(\left(A^{q / 2} B^{q} A^{q / 2}\right)^{1 / q}\right), \quad 0<p \leq q . \tag{6.38}
\end{equation*}
$$

Proof: We can pass to the limit from $A+\varepsilon I$ and $B+\varepsilon I$ as $\varepsilon \searrow 0$ by Theorem 6.7 (10). So we may assume that $A$ and $B$ are invertible.

First we show that

$$
\begin{equation*}
\left\|\left(A^{1 / 2} B A^{1 / 2}\right)^{r}\right\| \leq\left\|A^{r / 2} B^{r} A^{r / 2}\right\|, \quad r \geq 1 \tag{6.39}
\end{equation*}
$$

It is enough to check that $A^{r / 2} B^{r} A^{r / 2} \leq I$ implies $A^{1 / 2} B A^{1 / 2} \leq I$ which is equivalent to a monotonicity: $B^{r} \leq A^{-r}$ implies $B \leq A^{-1}$.

We have

$$
\begin{aligned}
\left(\left(A^{1 / 2} B A^{1 / 2}\right)^{r}\right)^{\wedge k} & =\left(\left(A^{\wedge k}\right)^{1 / 2}\left(B^{\wedge k}\right)\left(A^{\wedge k}\right)^{1 / 2}\right)^{r}, \\
\left(A^{r / 2} B^{r} A^{r / 2}\right)^{\wedge k} & =\left(A^{\wedge k}\right)^{r / 2}\left(B^{\wedge k}\right)^{r}\left(A^{\wedge k}\right)^{r / 2}
\end{aligned}
$$

and instead of $A, B$ in (6.39) we put $A^{\wedge k}, B^{\wedge k}$ :

$$
\left\|\left(\left(A^{1 / 2} B A^{1 / 2}\right)^{r}\right)^{\wedge k}\right\| \leq\left\|\left(A^{r / 2} B^{r} A^{r / 2}\right)^{\wedge k}\right\| .
$$

This means, thanks to Lemma 1.62, that

$$
\prod_{i=1}^{k} s_{i}\left(\left(A^{1 / 2} B A^{1 / 2}\right)^{r}\right) \leq \prod_{i=1}^{k} s_{i}\left(A^{r / 2} B^{r} A^{r / 2}\right)
$$

Moreover,

$$
\prod_{i=1}^{n} s_{i}\left(\left(A^{1 / 2} B A^{1 / 2}\right)^{r}\right)=(\operatorname{det} A \cdot \operatorname{det} B)^{r}=\prod_{i=1}^{n} s_{i}\left(A^{r / 2} B^{r} A^{r / 2}\right)
$$

Hence (6.37) is proved. If we replace $A, B$ by $A^{p}, B^{p}$ and take $r=q / p$, then

$$
s\left(\left(A^{p / 2} B^{p} A^{p / 2}\right)^{q / p}\right) \prec \prec_{(\log )} s\left(A^{q / 2} B^{q} A^{q / 2}\right)
$$

which implies (6.38) by Theorem 6.7 (11).
Let $0 \leq A, B \in \mathbb{M}_{m}, s, t \in \mathbb{R}^{+}$and $t \geq 1$. Then the theorem implies

$$
\begin{equation*}
\operatorname{Tr}\left(A^{1 / 2} B A^{1 / 2}\right)^{s t} \leq \operatorname{Tr}\left(A^{t / 2} B A^{t / 2}\right)^{s} \tag{6.40}
\end{equation*}
$$

which is called Araki-Lieb-Thirring inequality. The case $s=1$ and integer $t$ was the Lieb-Thirring inequality.

Theorems 6.24 and 6.38 yield:
Corollary 6.39 Let $A, B \in \mathbb{M}_{n}^{+}$and $|\|\cdot \mid\|$ be any unitarily invariant norm. If $f$ is a continuous increasing function on $[0, \infty)$ such that $f(0) \geq 0$ and $f\left(e^{t}\right)$ is convex, then

$$
\left\|\left\|f\left(\left(A^{1 / 2} B A^{1 / 2}\right)^{r}\right)\right\|\right\| \leq\left\|\mid f\left(A^{r / 2} B^{r} A^{r / 2}\right)\right\| \|, \quad r \geq 1
$$

In particular,

$$
\left\|\left\|\left(A^{1 / 2} B A^{1 / 2}\right)^{r}\right\|\right\| \leq\| \| A^{r / 2} B^{r} A^{r / 2}\| \|, \quad r \geq 1
$$

The next corollary is the strengthened Golden-Thompson inequality to the form of log-majorization.

Corollary 6.40 For every self-adjoint $H, K \in \mathbb{M}_{n}$,

$$
s\left(e^{H+K}\right) \prec_{(\log )} s\left(\left(e^{r H / 2} e^{r K} e^{r H / 2}\right)^{1 / r}\right), \quad r>0 .
$$

Hence, for every unitarily invariant norm ||| •\|\|,

$$
\left\|\left|e^{H+K}\right|\right\| \leq\left\|\mid\left(e^{r H / 2} e^{r K} e^{r H / 2}\right)^{1 / r}\right\| \|, \quad r>0
$$

and the above right-hand side decreases to $\left\|\mid e^{H+K}\right\| \|$ as $r \searrow 0$. In particular,

$$
\begin{equation*}
\left\|\left\|e^{H+K}\right\|\right\| \leq\| \| e^{H / 2} e^{K} e^{H / 2}\| \| \leq\| \| e^{H} e^{K}\| \| \tag{6.41}
\end{equation*}
$$

Proof: The log-majorization follows by letting $p \searrow 0$ in (6.38) thanks to the above lemma. The second assertion follows from the first and Theorem 6.24. Thanks to Theorem 6.7 (3) and Theorem 6.38 the second inequality of (6.41) is seen as

$$
\left\|\left|\left\|e^{H} e^{K}\right\|\|=\|\left\|\left|e^{K} e^{H}\right|\right\|\|=\|\left\|\left(e^{H} e^{2 K} e^{H}\right)^{1 / 2}\right\|\|\geq\|\right| e^{H / 2} e^{K} e^{H / 2}\right\| \| .
$$

The specialization of the inequality (6.41) to the trace-norm $\|\cdot\|_{1}$ is the Golden-Thompson trace inequality $\operatorname{Tr} e^{H+K} \leq \operatorname{Tr} e^{H} e^{K}$. It was shown in [74] that $\operatorname{Tr} e^{H+K} \leq \operatorname{Tr}\left(e^{H / n} e^{K / n}\right)^{n}$ for every $n \in \mathbb{N}$. The extension (6.41) was given in $[56,75]$. Also (6.41) for the operator norm is known as Segal's inequality (see [72, p. 260]).

Theorem 6.41 If $A, B, X \in \mathbb{M}_{n}$ and for the block-matrix

$$
0 \leq\left[\begin{array}{cc}
A & X \\
X & B
\end{array}\right]
$$

then we have

$$
\lambda\left(\left[\begin{array}{cc}
A & X \\
X & B
\end{array}\right]\right) \prec \lambda\left(\left[\begin{array}{cc}
A+B & 0 \\
0 & 0
\end{array}\right]\right)
$$

Proof: By Example 2.6 and the Ky Fan majorization (Corollary 6.11), we have

$$
\lambda\left(\left[\begin{array}{cc}
A & X \\
X & B
\end{array}\right]\right) \prec \lambda\left(\left[\begin{array}{cc}
\frac{A+B}{2} & 0 \\
0 & 0
\end{array}\right]\right)+\lambda\left(\left[\begin{array}{cc}
0 & 0 \\
0 & \frac{A+B}{2}
\end{array}\right]\right)=\lambda\left(\left[\begin{array}{cc}
A+B & 0 \\
0 & 0
\end{array}\right]\right) .
$$

This is the result.
The following statement is a special case of the previous theorem.
Example 6.42 For every $X, Y \in \mathbb{M}_{n}$ such that $X^{*} Y$ is Hermitian, we have

$$
\lambda\left(X X^{*}+Y Y^{*}\right) \prec \lambda\left(X^{*} X+Y^{*} Y\right)
$$

Since

$$
\left[\begin{array}{cc}
X X^{*}+Y Y^{*} & 0 \\
0 & 0
\end{array}\right]=\left[\begin{array}{cc}
X & Y \\
0 & 0
\end{array}\right]\left[\begin{array}{cc}
X^{*} & 0 \\
Y^{*} & 0
\end{array}\right]
$$

is unitarily conjugate to

$$
\left[\begin{array}{ll}
X^{*} & 0 \\
Y^{*} & 0
\end{array}\right]\left[\begin{array}{cc}
X & Y \\
0 & 0
\end{array}\right]=\left[\begin{array}{ll}
X^{*} X & X^{*} Y \\
Y^{*} X & Y^{*} Y
\end{array}\right]
$$

and $X^{*} Y$ is Hermitian by assumption, the above corollary implies that

$$
\lambda\left(\left[\begin{array}{cc}
X X^{*}+Y Y^{*} & 0 \\
0 & 0
\end{array}\right]\right) \prec \lambda\left(\left[\begin{array}{cc}
X^{*} X+Y^{*} Y & 0 \\
0 & 0
\end{array}\right]\right) .
$$

So the statement follows.

Next we study log-majorizations and norm inequalities. These involve the weighted geometric means

$$
A \#_{\alpha} B=A^{1 / 2}\left(A^{-1 / 2} B A^{-1 / 2}\right)^{\alpha} A^{1 / 2}
$$

where $0 \leq \alpha \leq 1$. The log-majorization in the next theorem is due to Ando and Hiai, $[7]$ which is considered as complementary to Theorem 6.38.

Theorem 6.43 For every $A, B \in \mathbb{M}_{n}^{+}$,

$$
\begin{equation*}
s\left(A^{r} \#_{\alpha} B^{r}\right) \prec_{(\log )} s\left(\left(A \#_{\alpha} B\right)^{r}\right), \quad r \geq 1, \tag{6.42}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
s\left(\left(A^{p} \#_{\alpha} B^{p}\right)^{1 / p}\right) \prec_{(\log )} s\left(\left(A^{q} \#_{\alpha} B^{q}\right)^{1 / q}\right), \quad p \geq q>0 . \tag{6.43}
\end{equation*}
$$

Proof: First assume that both $A$ and $B$ are invertible. Note that

$$
\operatorname{det}\left(A^{r} \#_{\alpha} B^{r}\right)=(\operatorname{det} A)^{r(1-\alpha)}(\operatorname{det} B)^{r \alpha}=\operatorname{det}\left(A \#_{\alpha} B\right)^{r} .
$$

For every $k=1, \ldots, n$, it is easily verified from the properties of the antisymmetric tensor powers that

$$
\begin{aligned}
\left(A^{r} \#_{\alpha} B^{r}\right)^{\wedge k} & =\left(A^{\wedge k}\right)^{r} \#_{\alpha}\left(B^{\wedge k}\right)^{r}, \\
\left(\left(A \#_{\alpha} B\right)^{r}\right)^{\wedge k} & =\left(\left(A^{\wedge k}\right) \#_{\alpha}\left(B^{\wedge k}\right)\right)^{r} .
\end{aligned}
$$

So it suffices to show that

$$
\begin{equation*}
\left\|A^{r} \#_{\alpha} B^{r}\right\| \leq\left\|\left(A \#_{\alpha} B\right)^{r}\right\| \quad(r \geq 1) \tag{6.44}
\end{equation*}
$$

because (6.42) follows from Lemma 1.62 by taking $A^{\wedge k}, B^{\wedge k}$ instead of $A, B$ in (6.44). To show (6.44), we may prove that $A \#_{\alpha} B \leq I$ implies $A^{r} \#_{\alpha} B^{r} \leq I$. When $1 \leq r \leq 2$, let us write $r=2-\varepsilon$ with $0 \leq \varepsilon \leq 1$. Let $C:=A^{-1 / 2} B A^{-1 / 2}$. Suppose that $A \#_{\alpha} B \leq I$. Then $C^{\alpha} \leq A^{-1}$ and

$$
\begin{equation*}
A \leq C^{-\alpha} \tag{6.45}
\end{equation*}
$$

so that thanks to $0 \leq \varepsilon \leq 1$

$$
\begin{equation*}
A^{1-\varepsilon} \leq C^{-\alpha(1-\varepsilon)} . \tag{6.46}
\end{equation*}
$$

Now we have

$$
\begin{aligned}
A^{r} \#_{\alpha} B^{r} & =A^{1-\frac{\varepsilon}{2}}\left\{A^{-1+\frac{\varepsilon}{2}} B \cdot B^{-\varepsilon} \cdot B A^{-1+\frac{\varepsilon}{2}}\right\}^{\alpha} A^{1-\frac{\varepsilon}{2}} \\
& =A^{1-\frac{\varepsilon}{2}}\left\{A^{-\frac{1-\varepsilon}{2}} C A^{1 / 2}\left(A^{-1 / 2} C^{-1} A^{-1 / 2}\right)^{\varepsilon} A^{1 / 2} C A^{-\frac{1-\varepsilon}{2}}\right\}^{\alpha} A^{1-\frac{\varepsilon}{2}} \\
& =A^{1 / 2}\left\{A^{1-\varepsilon} \#_{\alpha}\left[C\left(A \#_{\varepsilon} C^{-1}\right) C\right]\right\} A^{1 / 2} \\
& \leq A^{1 / 2}\left\{C^{-\alpha(1-\varepsilon)} \#_{\alpha}\left[C\left(C^{-\alpha} \#_{\varepsilon} C^{-1}\right) C\right]\right\} A^{1 / 2}
\end{aligned}
$$

by using (6.45), (6.46), and the joint monotonicity of power means. Since

$$
C^{-\alpha(1-\varepsilon)} \#_{\alpha}\left[C\left(C^{-\alpha} \#_{\varepsilon} C^{-1}\right) C\right]=C^{-\alpha(1-\varepsilon)(1-\alpha)}\left[C\left(C^{-\alpha(1-\varepsilon)} C^{-\varepsilon}\right) C\right]^{\alpha}=C^{\alpha},
$$

we have

$$
A^{r} \#_{\alpha} B^{r} \leq A^{1 / 2} C^{\alpha} A^{1 / 2}=A \#_{\alpha} B \leq I
$$

Therefore (6.42) is proved when $1 \leq r \leq 2$. When $r>2$, write $r=2^{m} s$ with $m \in \mathbb{N}$ and $1 \leq s \leq 2$. Repeating the above argument we have

$$
\begin{array}{cl}
s\left(A^{r} \#_{\alpha} B^{r}\right) \quad & \prec_{w(\log )} s\left(A^{2^{m-1} s} \#_{\alpha} B^{2^{m-1} s}\right)^{2} \\
& \vdots \\
& \prec_{w(\log )} s\left(A^{s} \#_{\alpha} B^{s}\right)^{2^{m}} \\
& \prec_{w(\log )} s\left(A \#_{\alpha} B\right)^{r} .
\end{array}
$$

For general $A, B \in B(\mathcal{H})^{+}$let $A_{\varepsilon}:=A+\varepsilon I$ and $B_{\varepsilon}:=B+\varepsilon I$ for $\varepsilon>0$. Since

$$
A^{r} \#_{\alpha} B^{r}=\lim _{\varepsilon \searrow 0} A_{\varepsilon}^{r} \#_{\alpha} B_{\varepsilon}^{r} \quad \text { and } \quad\left(A \#_{\alpha} B\right)^{r}=\lim _{\varepsilon \searrow 0}\left(A_{\varepsilon} \#_{\alpha} B_{\varepsilon}\right)^{r},
$$

we have (6.42) by the above case and Theorem 6.7 (10). Finally, (6.43) readily follows from (6.42) as in the last part of the proof of Theorem 6.38.

By Theorems 6.43 and 6.24 we have:
Corollary 6.44 Let $A, B \in \mathbb{M}_{n}^{+}$and $\|\|\cdot\| \mid$ be any unitarily invariant norm. If $f$ is a continuous increasing function on $[0, \infty)$ such that $f(0) \geq 0$ and $f\left(e^{t}\right)$ is convex, then

$$
\mid\left\|f\left(A^{r} \#_{\alpha} B^{r}\right)\right\|\|\leq\|\left\|f\left(\left(A \#_{\alpha} B\right)^{r}\right)\right\| \|, \quad r \geq 1
$$

In particular,

$$
\left\|\left|\left\|A^{r} \#_{\alpha} B^{r} \mid\right\| \leq\| \|\left(A \#_{\alpha} B\right)^{r}\| \|, \quad r \geq 1 .\right.\right.
$$

Corollary 6.45 For every self-adjoint $H, K \in \mathbb{M}_{n}$,

$$
s\left(\left(e^{r H} \#_{\alpha} e^{r K}\right)^{1 / r}\right) \prec_{w(\log )} s\left(e^{(1-\alpha) H+\alpha K}\right), \quad r>0 .
$$

Hence, for every unitarily invariant norm $\|\|\cdot\|\|$,

$$
\left\|\left\|\left(e^{r H} \#_{\alpha} e^{r K}\right)^{1 / r}\right\|\right\| \leq\| \| e^{(1-\alpha) H+\alpha K}\| \|, \quad r>0
$$

and the above left-hand side increases to $\|\left|e^{(1-\alpha) H+\alpha K}\right|| |$ as $r \searrow 0$.
Specializing to trace inequality we have

$$
\operatorname{Tr}\left(e^{r H} \#_{\alpha} e^{r K}\right)^{1 / r} \leq \operatorname{Tr} e^{(1-\alpha) H+\alpha K}, \quad r>0,
$$

which was first proved in [42]. The following logarithmic trace inequalities are also known for every $A, B \in B(\mathcal{H})^{+}$and every $r>0$ :

$$
\begin{gathered}
\frac{1}{r} \operatorname{Tr} A \log B^{r / 2} A^{r} B^{r / 2} \leq \operatorname{Tr} A(\log A+\log B) \leq \frac{1}{r} \operatorname{Tr} A \log A^{r / 2} B^{r} A^{r / 2} \\
\frac{1}{r} \operatorname{Tr} A \log \left(A^{r} \# B^{r}\right)^{2} \leq \operatorname{Tr} A(\log A+\log B)
\end{gathered}
$$

The exponential function has generalization:

$$
\begin{equation*}
\exp _{p}(X)=(I+p X)^{\frac{1}{p}} \tag{6.47}
\end{equation*}
$$

where $X=X^{*} \in \mathbb{M}_{n}(\mathbb{C})$ and $p \in(0,1]$. (If $p \rightarrow 0$, then the limit is $\exp X$.) There is an extension of the Golden-Thompson trace inequality.

Theorem 6.46 For $0 \leq X, Y \in \mathbb{M}_{n}(\mathbb{C})$ and $n \in(0,1]$ the following inequalities hold:

$$
\begin{aligned}
& \operatorname{Tr} \exp _{p}(X+Y) \leq \operatorname{Tr} \exp _{p}\left(X+Y+p Y^{1 / 2} X Y^{1 / 2}\right) \\
& \quad \leq \operatorname{Tr} \exp _{\nu}(X+Y+p X Y) \leq \operatorname{Tr} \exp _{p}(X) \exp _{p}(Y)
\end{aligned}
$$

Proof: Let $X_{1}:=p X, Y_{1}:=p Y$ and $q:=1 / p$. Then

$$
\begin{aligned}
\operatorname{Tr} \exp _{p}(X+Y) & \leq \operatorname{Tr} \exp _{p}\left(X+Y+p Y^{1 / 2} X Y^{1 / 2}\right) \\
& =\operatorname{Tr}\left[\left(I+X_{1}+Y_{1}+Y_{1}^{1 / 2} X_{1} Y_{1}^{1 / 2}\right)^{q}\right] \\
& \leq \operatorname{Tr}\left[\left(I+X_{1}+Y_{1}+X_{1} Y_{1}\right)^{q}\right] \\
& =\operatorname{Tr}\left[\left(\left(I+X_{1}\right)\left(I+Y_{1}\right)\right)^{q}\right]
\end{aligned}
$$

The first inequality is immediate from the monotonicity of the function $(1+$ $p x)^{1 / p}$ and the second is by Lemma 6.47 below. Next we take

$$
\operatorname{Tr}\left[\left(\left(I+X_{1}\right)\left(I+Y_{1}\right)\right)^{q}\right] \leq \operatorname{Tr}\left[\left(I+X_{1}\right)^{q}\left(I+y_{1}\right)^{q}\right]=\operatorname{Tr}\left[\exp _{p}(X) \exp _{p}(Y)\right],
$$

which is by the Araki-Lieb-Thirring inequality (6.40).

Lemma 6.47 For $X, Y \in \mathbb{M}_{n}^{+}$we have the following:
$\operatorname{Tr}\left[\left(I+X+Y+Y^{1 / 2} X Y^{1 / 2}\right)^{p}\right] \leq \operatorname{Tr}\left[(I+X+Y+X Y)^{p}\right] \quad$ if $p \geq 1$, $\operatorname{Tr}\left[\left(I+X+Y+Y^{1 / 2} X Y^{1 / 2}\right)^{p}\right] \geq \operatorname{Tr}\left[(I+X+Y+X Y)^{p}\right] \quad$ if $0 \leq p \leq 1$.

Proof: For every $A, B \in \mathbb{M}_{n}^{s a}$, let $X=A$ and $Z=(B A)^{k}$ for any $k \in \mathbb{N}$. Since $X^{*} Z=A(B A)^{k}$ is Hermitian, we have

$$
\begin{equation*}
\lambda\left(A^{2}+(B A)^{k}(A B)^{k}\right) \prec \lambda\left(A^{2}+(A B)^{k}(B A)^{k}\right) . \tag{6.48}
\end{equation*}
$$

When $k=1$, by Theorem 6.1 this majorization yields the trace inequalities:

$$
\begin{aligned}
& \operatorname{Tr}\left[\left(A^{2}+B A^{2} B\right)^{p}\right] \leq \operatorname{Tr}\left[\left(A^{2}+A B^{2} A\right)^{p}\right] \quad \text { if } p \geq 1, \\
& \operatorname{Tr}\left[\left(A^{2}+B A^{2} B\right)^{p}\right] \geq \operatorname{Tr}\left[\left(A^{2}+A B^{2} A\right)^{p}\right] \quad \text { if } 0 \leq p \leq 1 .
\end{aligned}
$$

Moreover, for every $X, Y \in \mathbb{M}_{n}^{+}$, let $A=(I+X)^{1 / 2}$ and $B=Y^{1 / 2}$. Notice that

$$
\operatorname{Tr}\left[\left(A^{2}+B A^{2} B\right)^{p}\right]=\operatorname{Tr}\left[\left(I+X+Y+Y^{1 / 2} X Y^{1 / 2}\right)^{p}\right]
$$

and

$$
\begin{aligned}
\operatorname{Tr}\left[\left(A^{2}+B A^{2} B\right)^{p}\right] & =\operatorname{Tr}\left[\left((I+X)^{1 / 2}(I+Y)(I+X)^{1 / 2}\right)^{p}\right] \\
& =\operatorname{Tr}\left[((I+X)(I+Y))^{p}\right]=\operatorname{Tr}\left[(I+X+Y+X Y)^{p}\right],
\end{aligned}
$$

where $(I+X)(I+Y)$ has the eigenvalues in $(0, \infty)$ so that $((I+X)(I+Y))^{p}$ is defined via the analytic functional calculus (3.17). Therefore the statement follows.

The inequalities of Theorem 6.46 can be extended to the symmetric norm inequality, as shown below together with the complementary inequality with geometric mean.

Theorem 6.48 Let $\left\|\|\cdot\| \mid\right.$ be a symmetric norm on $\mathbb{M}_{n}$ and $p \in(0,1]$. For every $X, Y \in \mathbb{M}_{n}^{+}$we have

$$
\begin{aligned}
\left\|\left\|\exp _{p}(2 X) \# \exp _{p}(2 Y)\right\|\right\| & \leq\| \| \exp _{p}(X+Y)\| \| \\
& \leq\| \| \exp _{p}(X)^{1 / 2} \exp _{p}(Y) \exp _{p}(X)^{1 / 2}\| \| \\
& \leq\left\|\exp _{p}(X) \exp _{p}(Y)\right\| \|
\end{aligned}
$$

Proof: We have

$$
\begin{aligned}
\lambda\left(\exp _{p}(2 X) \# \exp _{p}(2 Y)\right) & =\quad \lambda\left((I+2 p X)^{1 / p} \#(I+2 p Y)^{1 / p}\right) \\
\prec(\log ) & \left(((I+2 p X) \#(I+2 p Y))^{1 / p}\right)
\end{aligned}
$$

$$
\leq \quad \lambda\left(\exp _{p}(X+Y)\right)
$$

where the log-majorization is due to (6.42) and the inequality is due to the arithmetic-geometric mean inequality:

$$
(I+2 p X) \#(I+2 p Y) \leq \frac{(I+2 p X)+(I+2 p Y)}{2}=I+p(X+Y)
$$

On the other hand, let $A:=(I+p X)^{1 / 2}$ and $B:=(p Y)^{1 / 2}$. We can use (6.48) and Theorem 6.38:

$$
\begin{aligned}
\lambda\left(\exp _{p}(X+Y)\right) & \leq \lambda\left(\left(A^{2}+B A^{2} B\right)^{1 / p}\right) \\
& \prec \lambda\left(\left(A^{2}+A B^{2} A\right)^{1 / p}\right) \\
& =\lambda\left(\left((I+p X)^{1 / 2}(I+p Y)(I+p X)^{1 / 2}\right)^{1 / p}\right) \\
& \prec(\log ) \\
& =\lambda\left((I+p X)^{1 / 2 p}(I+p Y)^{1 / p}(I+p X)^{1 / 2 p}\right) \\
& \prec_{(\log )} \lambda\left(\left(\exp _{p}(X)^{1 / 2} \exp _{p}(Y) \exp _{p}(X)^{1 / 2}\right)\right. \\
& =\lambda\left(\left|\exp _{p}(X) \exp _{p}(Y)^{2} \exp _{p}(X)\right|\right) .
\end{aligned}
$$

The above majorizations give the stated norm inequalities.

### 6.5 Notes and remarks

The first sentence of the chapter is from the paper of John von Neumann, Some matrix inequalities and metrization of matric-space, Tomsk. Univ. Rev. 1(1937), 286-300. (The paper is also in the book John von Neumann collected works.) Theorem 6.17 and the duality of the $\ell_{p}$ norm appeared also in this paper.

Example 6.2 is from the paper M. A. Nielsen and J. Kempe: Separable states are more disordered globally than locally, Phys. Rev. Lett., 86, 51845187 (2001). The most comprehensive literature on majorization theory for vectors and matrices is Marshall and Olkin's monograph [61]. [61] (There is a recently reprinted version: A. W. Marshall, I. Olkin and B. C. Arnold, Inequalities: Theory of Majorization and Its Applications, Second ed., Springer, New York, 2011.) The contents presented here are mostly based on Fumio Hiai [40]. Two survey articles of Tsuyoshi Ando are the best sources on majorizations for the eigenvalues and the singular values of matrices $[4,5]$.

The first complete proof of the Lidskii-Wielandt theorem was obtained by Helmut Wielandt in 1955 and the mini-max representation was proved by
induction. There were some other involved but a surprisingly elemetnary and short proofs. The proof presented here is from the paper C.-K. Li and R. Mathias, The Lidskii-Mirsky-Wielandt theorem - additive and multiplicative versions, Numer. Math. 81 (1999), 377-413.

Theorem 6.46 is in the paper S. Furuichi and M. Lin, A matrix trace inequality and its application, Linear Algebra Appl. 433(2010), 1324-1328.

Here is a brief remark on the famous Horn conjecture that was affirmatively solved just before 2000. The conjecture is related to three real vectors $a=$ $\left(a_{1}, \ldots, a_{n}\right), b=\left(b_{1}, \ldots, b_{n}\right)$, and $c=\left(c_{1}, \ldots, c_{n}\right)$. If there are two $n \times n$ Hermitian matrices $A$ and $B$ such that $a=\lambda(A), b=\lambda(B)$, and $c=\lambda(A+B)$, that is, $a, b, c$ are the eigenvalues of $A, B, A+B$, then the three vectors obey many inequalities of the type

$$
\sum_{k \in K} c_{k} \leq \sum_{i \in I} a_{i}+\sum_{j \in J} b_{j}
$$

for certain triples $(I, J, K)$ of subsets of $\{1, \ldots, n\}$, including those coming from the Lidskii-Wielandt theorem, together with the obvious equality

$$
\sum_{i=1}^{n} c_{i}=\sum_{i=1}^{n} a_{i}+\sum_{i=1}^{n} b_{i} .
$$

Horn [47] proposed the procedure how to produce such triples $(I, J, K)$ and conjectured that all the inequalities obtained in that way are sufficient to characterize $a, b, c$ that are the eigenvalues of Hermitian matrices $A, B, A+B$. This long-standing Horn conjecture was solved by two papers put together, one by Klyachko [50] and the other by Knuston and Tao [51].

The Lieb-Thirring inequality was proved in 1976 by Elliott H. Lieb and Walter Thirring in a physical journal. It is interesting that Bellmann proved the particular case $\operatorname{Tr}(A B)^{2} \leq \operatorname{Tr} A^{2} B^{2}$ in 1980 and he conjectured $\operatorname{Tr}(A B)^{n} \leq$ $\operatorname{Tr} A^{n} B^{n}$. The extension was by Huzihiro Araki (On an inequality of Lieb and Thirring, Lett. Math. Phys. 19(1990), 167-170.)

Theorem 6.26 is also in the paper J.S. Aujla and F.C. Silva, Weak majorization inequalities and convex functions, Linear Algebra Appl. 369(2003), 217-233. The subadditivity inequality in Theorem 6.31 and Theorem 6.36 was first obtained by T. Ando and X. Zhan. The proof of Theorem 6.31 presented here is simpler and it is due to Uchiyama [77].

In the papers [7, 42] there are more details about the logarithmic trace inequalities.

### 6.6 Exercises

1. Let $S$ be a doubly substochastic $n \times n$ matrix. Show that there exists a doubly stochastic $n \times n$ matrix $D$ such that $S_{i j} \leq D_{i j}$ for all $1 \leq i, j \leq n$.

2 Let $\Delta_{n}$ denote the set of all probability vectors in $\mathbb{R}^{n}$, i.e.,

$$
\Delta_{n}:=\left\{p=\left(p_{1}, \ldots, p_{n}\right): p_{i} \geq 0, \sum_{i=1}^{n} p_{i}=1\right\}
$$

Prove that

$$
(1 / n, 1 / n, \ldots, 1 / n) \prec p \prec(1,0, \ldots, 0) \quad\left(p \in \Delta_{n}\right) .
$$

The Shannon entropy of $p \in \Delta_{n}$ is $H(p):=-\sum_{i=1}^{n} p_{i} \log p_{i}$. Show that $H(q) \leq H(p) \leq \log n$ for all $p \prec q$ in $\Delta_{n}$ and $H(p)=\log n$ if and only if $p=(1 / n, \ldots, 1 / n)$.
3. Let $A \in B(\mathcal{H})$ be self-adjoint. Show the mini-max expression

$$
\begin{aligned}
& \lambda_{k}(A)= \min \left\{\max \left\{\langle x, A x\rangle: x \in \mathcal{M}^{\perp},\|x\|=1\right\}:\right. \\
&\mathcal{M} \text { is a subspace of } \mathcal{H}, \operatorname{dim} \mathcal{M}=k-1\}\}
\end{aligned}
$$

for $1 \leq k \leq n$.
4. Let $A \in \mathbb{M}_{n}^{s a}$. Prove the expression

$$
\sum_{i=1}^{k} \lambda_{i}(A)=\max \{\operatorname{Tr} A P: P \text { is a projection, } \operatorname{rank} P=k\}
$$

for $1 \leq k \leq n$.
5. Let $A, B \in \mathbb{M}_{n}^{s a}$. Show that $A \leq B$ implies $\lambda_{k}(A) \leq \lambda_{k}(B)$ for $1 \leq k \leq$ $n$.
6. Show that statement of Theorem 6.13 is equivalent with the inequality

$$
\prod_{j=1}^{k}\left(s_{n+1-j}(A) s_{i_{j}}(B)\right) \leq \prod_{j=1}^{k} s_{i_{j}}(A B)
$$

for any choice of $1 \leq i_{1}<\cdots<i_{k} \leq n$.
7. Give an example that for the generalized inverse $(A B)^{\dagger}=B^{\dagger} A^{\dagger}$ is not always true.
8. Describe the generalized inverse for a row matrix.
9. What is the generalized inverse of an orthogonal projection?
10. Let $A \in B(\mathcal{H})$ with the polar decomposition $A=U|A|$. Prove that

$$
|\langle x, A x\rangle| \leq \frac{\langle x,| A|x\rangle+\langle x, U| A\left|U^{*} x\right\rangle}{2}
$$

for $x \in \mathcal{H}$.
11. Show that $|\operatorname{Tr} A| \leq\|A\|_{1}$ for $A \in B(\mathcal{H})$.
12. Let $0<p, p_{1}, p_{2} \leq \infty$ and $1 / p=1 / p_{1}+1 / p_{2}$. Prove the Hölder inequality for the vectors $a, b \in \mathbb{R}^{n}$ :

$$
\Phi_{p}(a b) \leq \Phi_{p_{1}}(a) \Phi_{p_{2}}(b),
$$

where $a b=\left(a_{i} b_{i}\right)$.
13. Show that a continuous concave function $f: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$is the pointwise limit of a sequence of functions of the form

$$
\alpha+\beta x-\sum_{\ell=1}^{m} c_{\ell} \gamma_{a_{\ell}}(x),
$$

where $\alpha \geq 0, \beta, c_{\ell}, a_{\ell}>0$ and $\gamma_{a}$ is as given in the proof of Theorem 6.33.
14. Prove for self-adjoint matrices $H, K$ the Lie-Trotter formula:

$$
\lim _{r \rightarrow 0}\left(e^{r H / 2} e^{r K} e^{r H / 2}\right)^{1 / r}=e^{H+K} .
$$

15. Prove for self-adjoint matrices $H, K$ that

$$
\lim _{r \rightarrow 0}\left(e^{r H} \not \#_{\alpha} e^{r K}\right)^{1 / r}=e^{(1-\alpha) H+\alpha K}
$$

16. Let $f$ be a real function on $[a, b]$ with $a \leq 0 \leq b$. Prove the converse of Corollary 4.27, that is, if

$$
\operatorname{Tr} f\left(Z^{*} A Z\right) \leq \operatorname{Tr} Z^{*} f(A) Z
$$

for every $A \in \mathbb{M}_{2}^{s a}$ with $\sigma(A) \subset[a, b]$ and every contraction $Z \in \mathbb{M}_{2}$, then $f$ is convex on $[a, b]$ and $f(0) \leq 0$.
17. Prove Theorem 4.28 in a direct way similar to the proof of Theorem 4.26 .
18. Provide an example of a pair $A, B$ of $2 \times 2$ Hermitian matrices such that

$$
\lambda_{1}(|A+B|)<\lambda_{1}(|A|+|B|) \quad \text { and } \quad \lambda_{2}(|A+B|)>\lambda_{2}(|A|+|B|) .
$$

From this, show that Theorems 4.26 and 4.28 are not true for a simple convex function $f(x)=|x|$.

## Chapter 7

## Some applications

Matrices are of important use in many areas of both pure and applied mathematics. In particular, they are playing essential roles in quantum probability and quantum information. A discrete classical probability is a vector $\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ of $p_{i} \geq 0$ with $\sum_{i=1}^{n} p_{i}=1$. Its counterpart in quantum theory is a matrix $D \in \mathbb{M}_{n}(\mathbb{C})$ such that $D \geq 0$ and $\operatorname{Tr} D=1$; such matrices are called density matrices. Then matrix analysis is a basis of quantum probability/statistics and quantum information. A point here is that classical theory is included in quantum theory as a special case where relevant matrices are restricted to diagonal ones. On the other hand, there are concepts in classical probability theory which are formulated with matrices, for instance, covariance matrices typical in Gaussian probabilities and Fisher information matrices in the Cramér-Rao inequality.

This chapter is devoted to some aspects in application sides of matrices. One of the most important concepts in probability theory is the Markov property. This concept is discussed in the first section in the setting of Gaussian probabilities. The structure of covariance matrices for Gaussian probabilities with the Markov property is clarified in connection with the Boltzmann entropy. Its quantum analogue in the setting of CCR-algebras $\operatorname{CCR}(\mathcal{H})$ is the subject of Section 7.3. The counterpart of the notion of Gaussian probabilities is that of Gaussian or quasi-free states $\omega_{A}$ induced by positive operators $A$ (similar to covariance matrices) on the underlying Hilbert space $\mathcal{H}$. In the situation of the triplet CCR-algebra

$$
\operatorname{CCR}\left(\mathcal{H}_{1} \oplus \mathcal{H}_{2} \oplus \mathcal{H}_{3}\right)=\operatorname{CCR}\left(\mathcal{H}_{1}\right) \otimes \operatorname{CCR}\left(\mathcal{H}_{2}\right) \otimes \operatorname{CCR}\left(\mathcal{H}_{3}\right),
$$

the special structure of $A$ on $\mathcal{H}_{1} \oplus \mathcal{H}_{2} \oplus \mathcal{H}_{3}$ and equality in the strong subadditivity of the von Neumann entropy of $\omega_{A}$ come out as equivalent conditions for the Markov property of $\omega_{A}$.

The most useful entropy in both classical and quantum probabilities is the relative entropy $S\left(D_{1} \| D_{2}\right):=\operatorname{Tr} D_{1}\left(\log D_{1}-\log D_{2}\right)$ for density matrices $D_{1}, D_{2}$, which was already discussed in Sections 3.2 and 4.5. (It is also known as the Kullback-Leibler divergence in the classical case.) The notion was extended to the quasi-entropy:

$$
S_{f}^{A}\left(D_{1} \| D_{2}\right):=\left\langle A D_{2}^{1 / 2}, f\left(\Delta\left(D_{1} / D_{2}\right)\right)\left(A D_{2}^{1 / 2}\right)\right\rangle
$$

associated with a certain function $f:[0, \infty) \rightarrow \mathbb{R}$ and a reference matrix $A$, where $\Delta\left(D_{1} / D_{2}\right) X:=D_{1} X D_{2}^{-1}=\mathbb{L}_{D_{1}} \mathbb{R}_{D_{2}}^{-1}(X)$. (Recall that $M_{f}\left(\mathbb{L}_{A}, \mathbb{R}_{B}\right)=$ $f\left(\mathbb{L}_{A} \mathbb{R}_{B}^{-1}\right) \mathbb{R}_{B}$ was used for the matrix mean transformation in Section 5.4.) The original relative entropy $S\left(D_{1} \| D_{2}\right)$ is recovered by taking $f(x)=x \log x$ and $A=I$. The monotonicity and the joint convexity properties are two major properties of the quasi-entropies, which are the subject of Section 7.2. Another important topic in the section is the monotone Riemannian metrics on the manifold of invertible positive density matrices.

In a quantum system with a state $D$, several measurements are performed to recover $D$, that is the subject of the quantum state tomography. Here, a measurements is given by a POVM (positive operator-valued measure) $\{F(x): x \in \mathcal{X}\}$, i.e., a finite set of positive matrices $F(x) \in \mathbb{M}_{n}(\mathbb{C})$ such that $\sum_{x \in \mathcal{X}} F(x)=I$. In Section 7.4 we study a few results concerning how to construct optimal quantum measurements.

The last section is concerned with the quantum version of the Cramér-Rao inequality, that is a certain matrix inequality between a sort of generalized variance and the quantum Fisher information. The subject belongs to the quantum estimation theory and is also related to the monotone Riemannian metrics.

### 7.1 Gaussian Markov property

In probability theory the matrices have typically real entries, but the content of this section can be modified for the complex case.

Given a positive definite real matrix $M \in \mathbb{M}_{n}(\mathbb{R})$ a Gaussian probability density is defined on $\mathbb{R}^{n}$ as

$$
p(x):=\sqrt{\frac{\operatorname{det} M}{(2 \pi)^{n}}} \exp \left(-\frac{1}{2}\langle x, M x\rangle\right) \quad\left(x \in \mathbb{R}^{n}\right)
$$

Obviously $p(x)>0$ is obvious and the integral

$$
\int_{\mathbb{R}^{n}} p(x) d x=1
$$

follows due to the constant factor. Since

$$
\int_{\mathbb{R}^{n}}\langle x, B x\rangle p(x) d x=\operatorname{Tr} B M^{-1},
$$

and the particular case $B=E(i j)$ gives

$$
\int_{\mathbb{R}^{n}} x_{i} x_{j} p(x) d x=\int_{\mathbb{R}^{n}}\langle x, E(i j) x\rangle p(x) d x=\operatorname{Tr} E(i j) M^{-1}=\left(M^{-1}\right)_{i j} .
$$

Thus the inverse of the matrix $M$ is the covariance matrix.
The Boltzmann entropy is

$$
\begin{equation*}
S(p)=-\int_{\mathbb{R}^{n}} p(x) \log p(x) d x=\frac{n}{2} \log (2 \pi e)-\frac{1}{2} \operatorname{Tr} \log M . \tag{7.1}
\end{equation*}
$$

(Instead of $\operatorname{Tr} \log M$, the formulation $\log \operatorname{det} M$ is often used.)
If $\mathbb{R}^{n}=\mathbb{R}^{k} \times \mathbb{R}^{\ell}$, then the probability density $p(x)$ has a reduction $p_{1}(y)$ on $\mathbb{R}^{k}$ :

$$
p_{1}(y):=\sqrt{\frac{\operatorname{det} M_{1}}{(2 \pi)^{k}}} \exp \left(-\frac{1}{2}\left\langle y, M_{1} y\right\rangle\right) \quad\left(y \in \mathbb{R}^{k}\right)
$$

To describe the relation of $M$ and $M_{1}$ we take the block matrix form

$$
M=\left[\begin{array}{ll}
M_{11} & M_{12}  \tag{7.2}\\
M_{12}^{*} & M_{22}
\end{array}\right],
$$

where $M_{11} \in \mathbb{M}_{k}(\mathbb{R})$. The we have

$$
\begin{equation*}
p_{1}(y)=\sqrt{\frac{\operatorname{det} M}{(2 \pi)^{m} \operatorname{det} M_{22}}} \exp \left(-\frac{1}{2}\left\langle y,\left(M_{11}-M_{12} M_{22}^{-1} M_{12}^{*}\right) y\right\rangle\right) \tag{7.3}
\end{equation*}
$$

see Example 2.7. Therefore $M_{1}=M_{11}-M_{12} M_{22}^{-1} M_{12}^{*}=M / M_{22}$, which is called the Schur complement of $M_{22}$ in $M$. We have $\operatorname{det} M_{1} \times \operatorname{det} M_{22}=$ $\operatorname{det} M$.

Let $p_{2}(z)$ be the reduction of $p(x)$ to $\mathbb{R}^{\ell}$ and denote the Gaussian matrix by $M_{2}$. In this case $M_{2}=M_{22}-M_{12}^{*} M_{11}^{-1} M_{12}=M / M_{11}$. The following equivalent conditions hold:
(1) $S(p) \leq S\left(p_{1}\right)+S\left(p_{2}\right)$
(2) $-\operatorname{Tr} \log M \leq-\operatorname{Tr} \log M_{1}-\operatorname{Tr} \log M_{2}$
(3) $\operatorname{Tr} \log M \leq \operatorname{Tr} \log M_{11}+\operatorname{Tr} \log M_{22}$
(1) is known as the subadditivity of the Boltzmann entropy. The equivalence of (1) and (2) follows directly from formula (7.1). (2) can be rewritten as
$-\log \operatorname{det} M \leq-\left(\log \operatorname{det} M-\log \operatorname{det} M_{22}\right)-\left(\log \operatorname{det} M-\log \operatorname{det} M_{11}\right)$ and we have (3). The equality condition is $M_{12}=0$. If

$$
M^{-1}=S=\left[\begin{array}{ll}
S_{11} & S_{12} \\
S_{12}^{*} & S_{22}
\end{array}\right]
$$

then $M_{12}=0$ is obviously equivalent with $S_{12}=0$. It is an interesting remark that (2) is equivalent to the inequality
(2*) $\operatorname{Tr} \log S \leq \operatorname{Tr} \log S_{11}+\operatorname{Tr} \log S_{22}$.
The three-fold factorization $\mathbb{R}^{n}=\mathbb{R}^{k} \times \mathbb{R}^{\ell} \times \mathbb{R}^{m}$ is more interesting and includes essential properties. The Gaussian matrix of the probability density $p$ is

$$
M=\left[\begin{array}{lll}
M_{11} & M_{12} & M_{13}  \tag{7.4}\\
M_{12}^{*} & M_{22} & M_{23} \\
M_{13}^{*} & M_{23}^{*} & M_{33}
\end{array}\right],
$$

where $M_{11} \in \mathbb{M}_{k}(\mathbb{R})$, $M_{22} \in \mathbb{M}_{\ell}(\mathbb{R}), M_{33} \in \mathbb{M}_{m}(\mathbb{R})$ and denote the reduced probability densities of $p$ by $p_{1}, p_{2}, p_{3}, p_{12}, p_{23}$. The strong subadditivity of the Boltzmann entropy

$$
\begin{equation*}
S(p)+S\left(p_{2}\right) \leq S\left(p_{12}\right)+S\left(p_{23}\right) \tag{7.5}
\end{equation*}
$$

is equivalent to the inequality

$$
\operatorname{Tr} \log S+\operatorname{Tr} \log S_{22} \leq \operatorname{Tr} \log \left[\begin{array}{ll}
S_{11} & S_{12}  \tag{7.6}\\
S_{12}^{*} & S_{22}
\end{array}\right]+\operatorname{Tr} \log \left[\begin{array}{ll}
S_{22} & S_{23} \\
S_{23}^{*} & S_{33}
\end{array}\right]
$$

where

$$
M^{-1}=S=\left[\begin{array}{ccc}
S_{11} & S_{12} & S_{13} \\
S_{12}^{*} & S_{22} & S_{23} \\
S_{13}^{*} & S_{23}^{*} & S_{33}
\end{array}\right]
$$

The Markov property in probability theory is typically defined as

$$
\frac{p\left(x_{1}, x_{2}, x_{3}\right)}{p_{12}\left(x_{1}, x_{2}\right)}=\frac{p_{23}\left(x_{2}, x_{3}\right)}{p_{2}\left(x_{2}\right)} \quad\left(x_{1} \in \mathbb{R}^{k}, x_{2} \in \mathbb{R}^{\ell}, x_{3} \in \mathbb{R}^{m}\right) .
$$

Taking the logarithm and integrating with respect to $d p$, we obtain

$$
\begin{equation*}
-S(p)+S\left(p_{12}\right)=-S\left(p_{23}\right)+S\left(p_{2}\right) \tag{7.7}
\end{equation*}
$$

and this is the equality case in (7.5) and in (7.6). The equality case of (7.6) is described in Theorem 4.49, so we have the following:

Theorem 7.1 The Gaussian probability density described by the block matrix (7.4) has the Markov property if and only if $S_{13}=S_{12} S_{22}^{-1} S_{23}$ for the inverse.

Another condition comes from the inverse property of a $3 \times 3$ block matrix.
Theorem 7.2 Let $S=\left[S_{i j}\right]_{i, j=1}^{3}$ be an invertible block matrix and assume that $S_{22}$ and $\left[S_{i j}\right]_{i, j=2}^{3}$ are invertible. Then the $(1,3)$-entry of the inverse $S^{-1}=\left[M_{i j}\right]_{i, j=1}^{3}$ is given by the following formula:

$$
\begin{aligned}
& \left(S_{11}-\left[\begin{array}{ll}
S_{12}, & S_{13}
\end{array}\right]\left[\begin{array}{cc}
S_{22}, & S_{23} \\
S_{32} & S_{33}
\end{array}\right]^{-1}\left[\begin{array}{l}
S_{12} \\
S_{13}
\end{array}\right]\right)^{-1} \\
& \quad \times\left(S_{12} S_{22}^{-1} S_{23}-S_{13}\right)\left(S_{33}-S_{32} S_{22}^{-1} S_{23}\right)^{-1}
\end{aligned}
$$

Hence $M_{13}=0$ if and only if $S_{13}=S_{12} S_{22}^{-1} S_{23}$.
It follows that the Gaussian block matrix (7.4) has the Markov property if and only if $M_{13}=0$.

### 7.2 Entropies and monotonicity

Entropy and relative entropy have been important notions in information theory. The quantum versions are in matrix theory. Recall that $0 \leq D \in \mathbb{M}_{m}$ is a density matrix if $\operatorname{Tr} D=1$. This means that the eigenvalues $\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$ form a probabilistic set: $\lambda_{i} \geq 0, \sum_{i} \lambda_{i}=1$. The von Neumann entropy $S(D)=-\operatorname{Tr} D \log D$ of the density matrix $D$ is the Shannon entropy of the probabilistic set, $-\sum_{i} \lambda_{i} \log \lambda_{i}$.

The partial trace $\operatorname{Tr}_{1}: \mathbb{M}_{k} \otimes \mathbb{M}_{m} \rightarrow \mathbb{M}_{m}$ is a linear mapping which is defined by the formula $\operatorname{Tr}_{1}(A \otimes B)=(\operatorname{Tr} A) B$ on elementary tensors. It is called partial trace, since trace of the first tensor factor was taken. $\operatorname{Tr}_{2}: \mathbb{M}_{k} \otimes \mathbb{M}_{m} \rightarrow \mathbb{M}_{k}$ is similarly defined. When $D \in \mathbb{M}_{k} \otimes \mathbb{M}_{m}$ is a density matrix, then $\operatorname{Tr}_{2} D:=D_{1}$ and $\operatorname{Tr}_{1} D:=D_{2}$ are the partial densities. The next theorem has an elementary proof, but the result was not known for several years.

The first example includes the strong subadditivity of the von Neumann entropy and a condition of the equality is also included. (Other conditions will appear in Lemma 7.6.)

Example 7.3 We shall need here the concept for three-fold tensor product and reduced densities. Let $D_{123}$ be a density matrix in $\mathbb{M}_{k} \otimes \mathbb{M}_{\ell} \otimes \mathbb{M}_{m}$. The reduced density matrices are defined by the partial traces:
$D_{12}:=\operatorname{Tr}_{1} D_{123} \in \mathbb{M}_{k} \otimes \mathbb{M}_{\ell}, \quad D_{2}:=\operatorname{Tr}_{13} D_{123} \in \mathbb{M}_{\ell}, \quad D_{23}:=\operatorname{Tr}_{1} D_{123} \in \mathbb{M}_{k}$.

The strong subadditivity is the inequality

$$
\begin{equation*}
S\left(D_{123}\right)+S\left(D_{2}\right) \leq S\left(D_{12}\right)+S\left(D_{23}\right) \tag{7.8}
\end{equation*}
$$

which is equivalent to

$$
\operatorname{Tr} D_{123}\left(\log D_{123}-\left(\log D_{12}-\log D_{2}+\log D_{23}\right)\right) \geq 0
$$

The operator

$$
\exp \left(\log D_{12}-\log D_{2}+\log D_{23}\right)
$$

is positive and can be written as $\lambda D$ for a density matrix $D$. Actually,

$$
\lambda=\operatorname{Tr} \exp \left(\log D_{12}-\log D_{2}+\log D_{23}\right)
$$

We have

$$
\begin{align*}
S\left(D_{12}\right)+ & S\left(D_{23}\right)-S\left(D_{123}\right)-S\left(D_{2}\right) \\
& =\operatorname{Tr} D_{123}\left(\log D_{123}-\left(\log D_{12}-\log D_{2}+\log D_{23}\right)\right) \\
& =S\left(D_{123} \| \lambda D\right)=S\left(D_{123} \| D\right)-\log \lambda \tag{7.9}
\end{align*}
$$

Here $S(X \| Y):=\operatorname{Tr} X(\log X-\log Y)$ is the relative entropy. If $X$ and $Y$ are density matrices, then $S(X \| Y) \geq 0$, see the Streater inequality (3.23).

Therefore, $\lambda \leq 1$ implies the positivity of the left-hand side (and the strong subadditivity). Due to Theorem 4.55, we have
$\left.\operatorname{Tr} \exp \left(\log D_{12}-\log D_{2}+\log D_{23}\right)\right) \leq \int_{0}^{\infty} \operatorname{Tr} D_{12}\left(t I+D_{2}\right)^{-1} D_{23}\left(t I+D_{2}\right)^{-1} d t$ Applying the partial traces we have

$$
\operatorname{Tr} D_{12}\left(t I+D_{2}\right)^{-1} D_{23}\left(t I+D_{2}\right)^{-1}=\operatorname{Tr} D_{2}\left(t I+D_{2}\right)^{-1} D_{2}\left(t I+D_{2}\right)^{-1}
$$

and that can be integrated out. Hence

$$
\int_{0}^{\infty} \operatorname{Tr} D_{12}\left(t I+D_{2}\right)^{-1} D_{23}\left(t I+D_{2}\right)^{-1} d t=\operatorname{Tr} D_{2}=1
$$

and $\lambda \leq 1$ is obtained and the strong subadditivity is proven.
If the equality holds in (7.8), then $\exp \left(\log D_{12}-\log D_{2}+\log D_{23}\right)$ is a density matrix and

$$
S\left(D_{123} \| \exp \left(\log D_{12}-\log D_{2}+\log D_{23}\right)\right)=0
$$

implies

$$
\begin{equation*}
\log D_{123}=\log D_{12}-\log D_{2}+\log D_{23} . \tag{7.10}
\end{equation*}
$$

This is the necessary and sufficient condition for the equality.

For a density matrix $D$ one can define the $q$-entropy as

$$
\begin{equation*}
S_{q}(D)=\frac{1-\operatorname{Tr} D^{q}}{q-1}=\frac{\operatorname{Tr}\left(D^{q}-D\right)}{1-q} \quad(q>1) \tag{7.11}
\end{equation*}
$$

This is also called the quantum Tsallis entropy. The limit $q \rightarrow 1$ is the von Neumann entropy.

If $D$ is a state on a Hilbert space $\mathcal{H}_{1} \otimes \mathcal{H}_{2}$, then it has reduced states $D_{1}$ and $D_{2}$ on the spaces $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$. The subadditivity is $S_{q}(D) \leq S_{q}\left(D_{1}\right)+S_{q}\left(D_{2}\right)$, or equivalently

$$
\begin{equation*}
\operatorname{Tr} D_{1}^{q}+\operatorname{Tr} D_{2}^{q}=\left\|D_{1}\right\|_{q}^{q}+\left\|D_{2}\right\|_{q}^{q} \leq 1+\|D\|_{q}^{q}=1+\operatorname{Tr} D^{q} . \tag{7.12}
\end{equation*}
$$

Theorem 7.4 When the density matrix $D \in \mathbb{M}_{k} \otimes \mathbb{M}_{m}$ has the partial densities $D_{1}:=\operatorname{Tr}_{2} D$ and $D_{2}:=\operatorname{Tr}_{1} D$, then the subadditivity inequality (7.12) holds for $q \geq 1$.

Proof: It is enough to show the case $q>1$. First we use the $q$-norms and we prove

$$
\begin{equation*}
1+\|D\|_{q} \geq\left\|D_{1}\right\|_{q}+\left\|D_{2}\right\|_{q} \tag{7.13}
\end{equation*}
$$

Lemma 7.5 below will be used.
If $1 / q+1 / q^{\prime}=1$, then for $A \geq 0$ we have

$$
\|A\|_{q}:=\max \left\{\operatorname{Tr} A B: B \geq 0,\|B\|_{q^{\prime}} \leq 1\right\}
$$

It follows that

$$
\left\|D_{1}\right\|_{q}=\operatorname{Tr} X D_{1} \quad \text { and } \quad\left\|D_{2}\right\|_{q}=\operatorname{Tr} Y D_{2}
$$

with some $X \geq 0$ and $Y \geq 0$ such that $\|X\|_{q^{\prime}} \leq 1$ and $\|Y\|_{q^{\prime}} \leq 1$. It follows from Lemma 7.5 that

$$
\left\|\left(X \otimes I_{k}+I_{m} \otimes Y-I_{m} \otimes I_{k}\right)_{+}\right\|_{q^{\prime}} \leq 1
$$

and we have $Z \geq 0$ such that

$$
Z \geq X \otimes I_{k}+I_{m} \otimes Y-I_{m} \otimes I_{k}
$$

and $\|Z\|_{q^{\prime}}=1$. It follows that

$$
\operatorname{Tr}(Z D)+1 \geq \operatorname{Tr}\left(X \otimes I_{k}+I_{m} \otimes Y\right) D=\operatorname{Tr} X D_{1}+\operatorname{Tr} Y D_{2} .
$$

Since

$$
\|D\|_{q} \geq \operatorname{Tr}(Z D)
$$

we have the inequality (7.13).
We examine the maximum of the function $f(x, y)=x^{q}+y^{q}$ in the domain

$$
M:=\left\{(x, y): 0 \leq x \leq 1,0 \leq y \leq 1, x+y \leq 1+\|D\|_{q}\right\} .
$$

Since $f$ is convex, it is sufficient to check the extreme points $(0,0),(1,0)$, $\left(1,\|D\|_{q}\right),\left(\|D\|_{q}, 1\right),(0,1)$. It follows that $f(x, y) \leq 1+\|D\|_{q}^{q}$. The inequality (7.13) gives that $\left(\left\|D_{1}\right\|_{q},\left\|D_{2}\right\|_{q}\right) \in M$ and this gives $f\left(\left\|D_{1}\right\|_{q},\left\|D_{2}\right\|_{q}\right) \leq$ $1+\|D\|_{q}^{q}$ and this is the statement.

Lemma 7.5 For $q \geq 1$ and for the positive matrices $0 \leq X \in \mathbb{M}_{n}(\mathbb{C})$ and $0 \leq Y \in \mathbb{M}_{k}(\mathbb{C})$ assume that $\|X\|_{q},\|Y\|_{q} \leq 1$. Then the quantity

$$
\begin{equation*}
\left\|\left(X \otimes I_{k}+I_{n} \otimes Y-I_{n} \otimes I_{k}\right)_{+}\right\|_{q} \leq 1 \tag{7.14}
\end{equation*}
$$

holds.
Proof: It is enough to compute in the case $\|X\|_{q}=\|Y\|_{q}=1$. Let $\left\{x_{i}: 1 \leq i \leq l\right\}$ and $\left\{y_{j}: 1 \leq j \leq m\right\}$ be the positive spectrum of $X$ and $Y$. Then

$$
\sum_{i=1}^{l} x_{i}^{q}=1, \quad \sum_{j=1}^{m} y_{j}^{q}=1
$$

and

$$
\left\|\left(X \otimes I_{k}+I_{n} \otimes Y-I_{n} \otimes I_{k}\right)_{+}\right\|_{q}^{q}=\sum_{i, j}\left(\left(x_{i}+y_{j}-1\right)_{+}\right)^{q} .
$$

The function $a \mapsto(a+b-1)_{+}$is convex for any real value of $b$ :

$$
\left(\frac{a_{1}+a_{2}}{2}+b-1\right)_{+} \leq \frac{1}{2}\left(a_{1}+b-1\right)_{+}+\frac{1}{2}\left(a_{2}+b-1\right)_{+}
$$

It follows that the vector-valued function

$$
a \mapsto\left(\left(a+y_{j}-1\right)_{+}: j\right)
$$

is convex as well. Since the $\ell^{q}$ norm for positive real vectors is convex and monotonously increasing, we conclude that

$$
f(a):=\left(\sum_{j}\left(\left(a+y_{j}-1\right)_{+}\right)^{q}\right)^{1 / q}
$$

is a convex function. Since $f(0)=0$ and $f(1)=1$, we hav the inequality $f(a) \leq a$ for $0 \leq a \leq 1$. Actually, we need this for $x_{i}$. Since $0 \leq x_{i} \leq 1$, $f\left(x_{i}\right) \leq x_{i}$ follows and

$$
\sum_{i} \sum_{j}\left(\left(x_{i}+y_{j}-1\right)_{+}\right)^{q}=\sum_{i} f\left(x_{i}\right)^{q} \leq \sum_{i} x_{i}^{q}=1
$$

So (7.14) is proved.
The next lemma is stated in the setting of Example 7.3.
Lemma 7.6 The following conditions are equivalent:
(i) $S\left(D_{123}\right)+S\left(D_{2}\right)=S\left(D_{12}\right)+S\left(D_{23}\right)$
(ii) $D_{123}^{\mathrm{i} t} D_{23}^{-\mathrm{i} t}=D_{12}^{\mathrm{it}} D_{2}^{-\mathrm{i} t}$ for every real $t$
(iii) $D_{123}^{1 / 2} D_{23}^{-1 / 2}=D_{12}^{1 / 2} D_{2}^{-1 / 2}$,
(iv) $\log D_{123}-\log D_{23}=\log D_{12}-\log D_{2}$,
(v) There are positive matrices $X \in M_{k} \otimes M_{\ell}$ and $Y \in M_{\ell} \otimes M_{m}$ such that $D_{123}=\left(X \otimes I_{m}\right)\left(I_{k} \otimes Y\right)$.

In the mathematical formalism of quantum mechanics, instead of $n$-tuples of numbers one works with $n \times n$ complex matrices. They form an algebra and this allows an algebraic approach.

For positive definite matrices $D_{1}, D_{2} \in \mathbb{M}_{n}$, for $A \in \mathbb{M}_{n}$ and a function $f: \mathbb{R}^{+} \rightarrow \mathbb{R}$, the quasi-entropy is defined as

$$
\begin{align*}
S_{f}^{A}\left(D_{1} \| D_{2}\right) & :=\left\langle A D_{2}^{1 / 2}, f\left(\Delta\left(D_{1} / D_{2}\right)\right)\left(A D_{2}^{1 / 2}\right)\right\rangle \\
& =\operatorname{Tr} D_{2}^{1 / 2} A^{*} f\left(\Delta\left(D_{1} / D_{2}\right)\right)\left(A D_{2}^{1 / 2}\right) \tag{7.15}
\end{align*}
$$

where $\langle B, C\rangle:=\operatorname{Tr} B^{*} C$ is the so-called Hilbert-Schmidt inner product and $\Delta\left(D_{1} / D_{2}\right): \mathbb{M}_{n} \rightarrow \mathbb{M}_{n}$ is a linear mapping acting on matrices:

$$
\Delta\left(D_{1} / D_{2}\right) A=D_{1} A D_{2}^{-1}
$$

This concept was introduced by Petz in [65, 67]. An alternative terminology is the quantum $f$-divergence.

If we set

$$
\begin{equation*}
\mathbb{L}_{D}(X)=D X, \quad \mathbb{R}_{D}(X)=X D \quad \text { and } \quad \mathbb{J}_{D_{1}, D_{2}}^{f}=f\left(\mathbb{L}_{D_{1}} \mathbb{R}_{D_{2}}^{-1}\right) \mathbb{R}_{D_{2}} \tag{7.16}
\end{equation*}
$$

then the quasi-entropy has the form

$$
\begin{equation*}
S_{f}^{A}\left(D_{1} \| D_{2}\right)=\left\langle A, \mathbb{J}_{D_{1}, D_{2}}^{f} A\right\rangle . \tag{7.17}
\end{equation*}
$$

It is clear from the definition that

$$
S_{f}^{A}\left(\lambda D_{1} \| \lambda D_{2}\right)=\lambda S_{f}^{A}\left(D_{1} \| D_{2}\right)
$$

for positive number $\lambda$.
Let $\alpha: \mathbb{M}_{n} \rightarrow \mathbb{M}_{m}$ be a mapping between two matrix algebras. The dual $\alpha^{*}: \mathbb{M}_{m} \rightarrow \mathbb{M}_{n}$ with respect to the Hilbert-Schmidt inner product is positive if and only if $\alpha$ is positive. Moreover, $\alpha$ is unital if and only if $\alpha^{*}$ is trace preserving. $\alpha: \mathbb{M}_{n} \rightarrow \mathbb{M}_{m}$ is called a Schwarz mapping if

$$
\begin{equation*}
\alpha\left(B^{*} B\right) \geq \alpha\left(B^{*}\right) \alpha(B) \tag{7.18}
\end{equation*}
$$

for every $B \in \mathbb{M}_{n}$.
The quasi-entropies are monotone and jointly convex.
Theorem 7.7 Assume that $f: \mathbb{R}^{+} \rightarrow \mathbb{R}$ is a matrix monotone function with $f(0) \geq 0$ and $\alpha: \mathbb{M}_{n} \rightarrow \mathbb{M}_{m}$ is a unital Schwarz mapping. Then

$$
\begin{equation*}
S_{f}^{A}\left(\alpha^{*}\left(D_{1}\right) \| \alpha^{*}\left(D_{2}\right)\right) \geq S_{f}^{\alpha(A)}\left(D_{1} \| D_{2}\right) \tag{7.19}
\end{equation*}
$$

holds for $A \in \mathbb{M}_{n}$ and for invertible density matrices $D_{1}$ and $D_{2}$ from the matrix algebra $\mathbb{M}_{m}$.

Proof: The proof is based on inequalities for matrix monotone and matrix concave functions. First note that

$$
S_{f+c}^{A}\left(\alpha^{*}\left(D_{1}\right) \| \alpha^{*}\left(D_{2}\right)\right)=S_{f}^{A}\left(\alpha^{*}\left(D_{1}\right) \| \alpha^{*}\left(D_{2}\right)\right)+c \operatorname{Tr} D_{1} \alpha\left(A^{*} A\right)
$$

and

$$
S_{f+c}^{\alpha(A)}\left(D_{1} \| D_{2}\right)=S_{f}^{\alpha(A)}\left(D_{1} \| D_{2}\right)+c \operatorname{Tr} D_{1}\left(\alpha(A)^{*} \alpha(A)\right)
$$

for a positive constant $c$. Due to the Schwarz inequality (7.18), we may assume that $f(0)=0$.

Let $\Delta:=\Delta\left(D_{1} / D_{2}\right)$ and $\Delta_{0}:=\Delta\left(\alpha^{*}\left(D_{1}\right) / \alpha^{*}\left(D_{2}\right)\right)$. The operator

$$
\begin{equation*}
V X \alpha^{*}\left(D_{2}\right)^{1 / 2}=\alpha(X) D_{2}^{1 / 2} \quad\left(X \in \mathcal{M}_{0}\right) \tag{7.20}
\end{equation*}
$$

is a contraction:

$$
\left\|\alpha(X) D_{2}^{1 / 2}\right\|^{2}=\operatorname{Tr} D_{2}\left(\alpha(X)^{*} \alpha(X)\right)
$$

$$
\leq \operatorname{Tr} D_{2}\left(\alpha\left(X^{*} X\right)=\operatorname{Tr} \alpha^{*}\left(D_{2}\right) X^{*} X=\left\|X \alpha^{*}\left(D_{2}\right)^{1 / 2}\right\|^{2}\right.
$$

since the Schwarz inequality is applicable to $\alpha$. A similar simple computation gives that

$$
\begin{equation*}
V^{*} \Delta V \leq \Delta_{0} \tag{7.21}
\end{equation*}
$$

Since $f$ is matrix monotone, we have $f\left(\Delta_{0}\right) \geq f\left(V^{*} \Delta V\right)$. Recall that $f$ is matrix concave, therefore $f\left(V^{*} \Delta V\right) \geq V^{*} f(\Delta) V$ and we conclude

$$
\begin{equation*}
f\left(\Delta_{0}\right) \geq V^{*} f(\Delta) V \tag{7.22}
\end{equation*}
$$

Application to the vector $A \alpha^{*}\left(D_{2}\right)^{1 / 2}$ gives the statement.
It is remarkable that for a multiplicative $\alpha$ (i.e., $\alpha$ is a $*$-homomorphism) we do not need the condition $f(0) \geq 0$. Moreover, since $V^{*} \Delta V=\Delta_{0}$, we do not need the operator monotony of the function $f$. In this case the operator concavity is the only condition to obtain the result analogous to Theorem 7.7. If we apply the monotonicity (7.19) (with $-f$ in place of $f$ ) to the embedding $\alpha(X)=X \oplus X$ of $\mathbb{M}_{n}$ into $\mathbb{M}_{n} \oplus \mathbb{M}_{n} \subset \mathbb{M}_{n} \otimes \mathbb{M}_{2}$ and to the densities $D_{1}=\lambda E_{1} \oplus(1-\lambda) F_{1}, D_{2}=\lambda E_{2} \oplus(1-\lambda) F_{2}$, then we obtain the joint convexity of the quasi-entropy:

Theorem 7.8 If $f: \mathbb{R}^{+} \rightarrow \mathbb{R}$ is an operator convex, then $S_{f}^{A}\left(D_{1} \| D_{2}\right)$ is jointly convex in the variables $D_{1}$ and $D_{2}$.

If we consider the quasi-entropy in the terminology of means, then we can have another proof. The joint convexity of the mean is the inequality

$$
f\left(\mathbb{L}_{\left(A_{1}+A_{2}\right) / 2} \mathbb{R}_{\left(B_{1}+B_{2}\right) / 2}^{-1}\right) \mathbb{R}_{\left(B_{1}+B_{2}\right) / 2} \leq \frac{1}{2} f\left(\mathbb{L}_{A_{1}} \mathbb{R}_{B_{1}}^{-1}\right) \mathbb{R}_{B_{1}}+\frac{1}{2} f\left(\mathbb{L}_{A_{2}} \mathbb{R}_{B_{2}}^{-1}\right) \mathbb{R}_{B_{2}}
$$

which can be simplified as

$$
\begin{aligned}
f\left(\mathbb{L}_{A_{1}+A_{2}} \mathbb{R}_{B_{1}+B_{2}}^{-1}\right) \leq & \mathbb{R}_{B_{1}+B_{2}}^{-1 / 2} \mathbb{R}_{B_{1}}^{1 / 2} f\left(\mathbb{L}_{A_{1}} \mathbb{R}_{B_{1}}^{-1}\right) \mathbb{R}_{B_{1}}^{1 / 2} \mathbb{R}_{B_{1}+B_{2}}^{-1 / 2} \\
& +\mathbb{R}_{B_{1}+B_{2}}^{-1 / 2} \mathbb{R}_{B_{2}}^{1 / 2} f\left(\mathbb{L}_{A_{2}} \mathbb{R}_{B_{2}}^{-1}\right) \mathbb{R}_{B_{2}}^{1 / 2} \mathbb{R}_{B_{1}+B_{2}}^{-1 / 2} \\
= & C f\left(\mathbb{L}_{A_{1}} \mathbb{R}_{B_{1}}^{-1}\right) C^{*}+D f\left(\mathbb{L}_{A_{2}} \mathbb{R}_{B_{2}}^{-1}\right) D^{*}
\end{aligned}
$$

Here $C C^{*}+D D^{*}=I$ and

$$
C\left(\mathbb{L}_{A_{1}} \mathbb{R}_{B_{1}}^{-1}\right) C^{*}+D\left(\mathbb{L}_{A_{2}} \mathbb{R}_{B_{2}}^{-1}\right) D^{*}=\mathbb{L}_{A_{1}+A_{2}} \mathbb{R}_{B_{1}+B_{2}}^{-1}
$$

So the joint convexity of the quasi-entropy has the form

$$
f\left(C X C^{*}+D Y D^{*}\right) \leq C f(X) C^{*}+D f(Y) D^{*}
$$

which is true for an operator convex function $f$, see Theorem 4.22.

Example 7.9 The concept of quasi-entropy includes some important special cases. If $f(t)=t^{\alpha}$, then

$$
S_{f}^{A}\left(D_{1} \| D_{2}\right)=\operatorname{Tr} A^{*} D_{1}^{\alpha} A D_{2}^{1-\alpha}
$$

If $0<\alpha<1$, then $f$ is matrix monotone. The joint concavity in $\left(D_{1}, D_{2}\right)$ is the famous Lieb's concavity theorem [58].

If $D_{2}$ and $D_{1}$ are different and $A=I$, then we have a kind of relative entropy. For $f(x)=x \log x$ we have Umegaki's relative entropy $S\left(D_{1} \| D_{2}\right)=$ $\operatorname{Tr} D_{1}\left(\log D_{1}-\log D_{2}\right)$. (If we want a matrix monotone function, then we can take $f(x)=\log x$ and then we get $S\left(D_{2} \| D_{1}\right)$.) Umegaki's relative entropy is the most important example; therefore the function $f$ will be chosen to be matrix convex. This makes the probabilistic and non-commutative situation compatible as one can see in the next argument.

Let

$$
f_{\alpha}(x)=\frac{1}{\alpha(1-\alpha)}\left(1-x^{\alpha}\right) .
$$

This function is matrix monotone decreasing for $\alpha \in(-1,1)$. (For $\alpha=0$, the limit is taken and it is $-\log x$.) Then the relative entropies of degree $\alpha$ are produced:

$$
S_{\alpha}\left(D_{2} \| D_{1}\right):=\frac{1}{\alpha(1-\alpha)} \operatorname{Tr}\left(I-D_{1}^{\alpha} D_{2}^{-\alpha}\right) D_{2}
$$

These quantities are essential in the quantum case.
Let $\mathcal{M}_{n}$ be the set of positive definite density matrices in $\mathbb{M}_{n}$. This is a differentiable manifold and the set of tangent vectors is $\left\{A=A^{*} \in \mathbb{M}_{n}\right.$ : $\operatorname{Tr} A=0\}$. A Riemannian metric is a family of real inner products $\gamma_{D}(A, B)$ on the tangent vectors. The possible definition is similar to (7.17):

$$
\begin{equation*}
\gamma_{D}^{f}(A, B):=\operatorname{Tr} A\left(\mathbb{J}_{D}^{f}\right)^{-1}(B) \tag{7.23}
\end{equation*}
$$

(Here $\mathbb{J}_{D}^{f}=\mathbb{J}_{D, D}^{f}$.) The condition $x f\left(x^{-1}\right)=f(x)$ implies the existence of real inner product. By monotone metrics we mean a family of inner products for all manifolds $\mathcal{M}_{n}$ such that

$$
\begin{equation*}
\gamma_{\beta(D)}^{f}(\beta(A), \beta(A)) \leq \gamma_{D}^{f}(A, A) \tag{7.24}
\end{equation*}
$$

for every completely positive trace-preserving mapping $\beta: \mathbb{M}_{n} \rightarrow \mathbb{M}_{m}$. If $f$ is matrix monotone, then this monotonicity holds.

Let $\beta: \mathbb{M}_{n} \otimes \mathbb{M}_{2} \rightarrow \mathbb{M}_{n}$ be defined as

$$
\left[\begin{array}{ll}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{array}\right] \mapsto B_{11}+B_{22} .
$$

This is completely positive and trace-preserving, it is a so-called partial trace. For

$$
D=\left[\begin{array}{cc}
\lambda D_{1} & 0 \\
0 & (1-\lambda) D_{2}
\end{array}\right], \quad A=\left[\begin{array}{cc}
\lambda A_{1} & 0 \\
0 & (1-\lambda) A_{2}
\end{array}\right]
$$

the inequality (7.24) gives

$$
\begin{aligned}
& \gamma_{\lambda D_{1}+(1-\lambda) D_{2}}\left(\lambda A_{1}+(1-\lambda) A_{2}, \lambda A_{1}+(1-\lambda) A_{2}\right) \\
& \quad \leq \gamma_{\lambda D_{1}}\left(\lambda A_{1}, \lambda A_{1}\right)+\gamma_{(1-\lambda) D_{2}}\left((1-\lambda) A_{2},(1-\lambda) A_{2}\right) .
\end{aligned}
$$

Since $\gamma_{t D}(t A, t B)=t \gamma_{D}(A, B)$, we obtain the joint convexity:
Theorem 7.10 For a matrix monotone function $f$, the monotone metric $\gamma_{D}^{f}(A, A)$ is a jointly convex function of $(D, A)$ of positive definite $D$ and general $A \in \mathbb{M}_{n}$.

The difference between two parameters in $\mathbb{J}_{D_{1}, D_{2}}^{f}$ and one parameter in $\mathbb{J}_{D, D}^{f}$ is not essential if the matrix size can be changed. We need the next lemma.

Lemma 7.11 For $D_{1}, D_{2}>0$ and general $X$ in $\mathbb{M}_{n}$ let

$$
D:=\left[\begin{array}{cc}
D_{1} & 0 \\
0 & D_{2}
\end{array}\right], \quad Y:=\left[\begin{array}{cc}
0 & X \\
0 & 0
\end{array}\right], \quad A:=\left[\begin{array}{cc}
0 & X \\
X^{*} & 0
\end{array}\right] .
$$

Then

$$
\begin{align*}
& \left\langle Y,\left(\mathbb{J}_{D}^{f}\right)^{-1} Y\right\rangle=\left\langle X,\left(\mathbb{J}_{D_{1}, D_{2}}^{f}\right)^{-1} X\right\rangle,  \tag{7.25}\\
& \left\langle A,\left(\mathbb{J}_{D}^{f}\right)^{-1} A\right\rangle=2\left\langle X,\left(\mathbb{J}_{D_{1}, D_{2}}^{h}\right)^{-1} X\right\rangle . \tag{7.26}
\end{align*}
$$

Proof: First we show that

$$
\left(\mathbb{J}_{D}^{f}\right)^{-1}\left[\begin{array}{ll}
X_{11} & X_{12}  \tag{7.27}\\
X_{21} & X_{22}
\end{array}\right]=\left[\begin{array}{cc}
\left(J_{D_{1}}^{f}\right)^{-1} X_{11} & \left(\mathbb{J}_{D_{1}, D_{2}}^{f}\right)^{-1} X_{12} \\
\left(\mathbb{J}_{D_{2}, D_{1}}^{f}\right)^{-1} X_{21} & \left(\mathbb{J}_{D_{2}}^{f}\right)^{-1} X_{22}
\end{array}\right] .
$$

Since continuous functions can be approximated by polynomials, it is enough to check (7.27) for $f(x)=x^{k}$, which is easy. From (7.27), (7.25) is obvious and

$$
\left\langle A,\left(\mathbb{J}_{D}^{f}\right)^{-1} A\right\rangle=\left\langle X,\left(\mathbb{J}_{D_{1}, D_{2}}^{f}\right)^{-1} X\right\rangle+\left\langle X^{*},\left(\mathbb{J}_{D_{2}, D_{1}}^{f}\right)^{-1} X^{*}\right\rangle .
$$

From the spectral decompositions

$$
D_{1}=\sum_{i} \lambda_{i} P_{i} \quad \text { and } \quad D_{2}=\sum_{j} \mu_{j} Q_{j}
$$

we have

$$
\mathbb{J}_{D_{1}, D_{2}}^{f} A=\sum_{i, j} m_{f}\left(\lambda_{i}, \mu_{j}\right) P_{i} A Q_{j}
$$

and

$$
\begin{align*}
\left\langle X,\left(\mathbb{J}_{D_{1}, D_{2}}^{g}\right)^{-1} X\right\rangle & =\sum_{i, j} m_{g}\left(\lambda_{i}, \mu_{j}\right) \operatorname{Tr} X^{*} P_{i} X Q_{j} \\
& =\sum_{i, j} m_{f}\left(\mu_{j}, \lambda_{i}\right) \operatorname{Tr} X Q_{j} X^{*} P_{i} \\
& =\left\langle X^{*},\left(\mathbb{J}_{D_{2}, D_{1}}^{f}\right)^{-1} X^{*}\right\rangle . \tag{7.28}
\end{align*}
$$

Therefore,

$$
\left\langle A,\left(\mathbb{J}_{D}^{f}\right)^{-1} A\right\rangle=\left\langle X,\left(\mathbb{J}_{D_{1}, D_{2}}^{f}\right)^{-1} X\right\rangle+\left\langle X,\left(\mathbb{J}_{D_{1}, D_{2}}^{g}\right)^{-1} X\right\rangle=2\left\langle X,\left(\mathbb{D}_{D_{1}, D_{2}}^{h}\right)^{-1} X\right\rangle .
$$

Now let $f:(0, \infty) \rightarrow(0, \infty)$ be a continuous function; the definition of $f$ at 0 is not necessary here. Define $g, h:(0, \infty) \rightarrow(0, \infty)$ by $g(x):=x f\left(x^{-1}\right)$ and

$$
h(x):=\left(\frac{f(x)^{-1}+g(x)^{-1}}{2}\right)^{-1}, \quad x>0
$$

Obviously, $h$ is symmetric, i.e., $h(x)=x h\left(x^{-1}\right)$ for $x>0$, so we may call $h$ the harmonic symmetrization of $f$.

Theorem 7.12 In the above situation consider the following conditions:
(i) $f$ is matrix monotone,
(ii) $(D, A) \mapsto\left\langle A,\left(\mathbb{J}_{D}^{f}\right)^{-1} A\right\rangle$ is jointly convex in positive definite $D$ and general $A$ in $\mathbb{M}_{n}$ for every $n$,
(iii) $\left(D_{1}, D_{2}, A\right) \mapsto\left\langle A,\left(\mathbb{J}_{D_{1}, D_{2}}^{f}\right)^{-1} A\right\rangle$ is jointly convex in positive definite $D_{1}, D_{2}$ and general $A$ in $\mathbb{M}_{n}$ for every $n$,
(iv) $(D, A) \mapsto\left\langle A,\left(\mathbb{J}_{D}^{f}\right)^{-1} A\right\rangle$ is jointly convex in positive definite $D$ and selfadjoint $A$ in $\mathbb{M}_{n}$ for every $n$,
(v) $h$ is matrix monotone.

Then (i) $\Leftrightarrow$ (ii) $\Leftrightarrow$ (iii) $\Rightarrow$ (iv) $\Leftrightarrow$ (v).

Proof: (i) $\Rightarrow$ (ii) is Theorem 7.10 and (ii) $\Rightarrow$ (iii) follows from (7.25). We prove (iii) $\Rightarrow$ (i). For each $\xi \in \mathbb{C}^{n}$ let $X_{\xi}:=[\xi 0 \cdots 0] \in \mathbb{M}_{n}$, i.e., the first column of $X_{\xi}$ is $\xi$ and all other entries of $X_{\xi}$ are zero. When $D_{2}=I$ and $X=X_{\xi}$, we have for $D>0$ in $\mathbb{M}_{n}$

$$
\left\langle X_{\xi},\left(\mathbb{D}_{D, I}^{f}\right)^{-1} X_{\xi}\right\rangle=\left\langle X_{\xi}, f(D)^{-1} X_{\xi}\right\rangle=\left\langle\xi, f(D)^{-1} \xi\right\rangle .
$$

Hence it follows from (iii) that $\left\langle\xi, f(D)^{-1} \xi\right\rangle$ is jointly convex in $D>0$ in $\mathbb{M}_{n}$ and $\xi \in \mathbb{C}^{n}$. By a standard convergence argument we see that $(D, \xi) \mapsto\left\langle\xi, f(D)^{-1} \xi\right\rangle$ is jointly convex for positive invertible $D \in B(\mathcal{H})$ and $\xi \in \mathcal{H}$, where $B(\mathcal{H})$ is the set of bounded operators on a separable infinitedimensional Hilbert space $\mathcal{H}$. Now Theorem 3.1 in [8] is used to conclude that $1 / f$ is operator monotone decreasing, so $f$ is operator monotone.
(ii) $\Rightarrow$ (iv) is trivial. Assume (iv); then it follows from (7.26) that (iii) holds for $h$ instead of $f$, so (v) holds thanks to (iii) $\Rightarrow$ (i) for $h$. From (7.28) when $A=A^{*}$ and $D_{1}=D_{2}=D$, it follows that

$$
\left\langle A,\left(\mathbb{J}_{D}^{f}\right)^{-1} A\right\rangle=\left\langle A,\left(\mathbb{J}_{D}^{g}\right)^{-1} A\right\rangle=\left\langle A,\left(\mathbb{J}_{D}^{h}\right)^{-1} A\right\rangle
$$

Hence (v) implies (iv) by applying (i) $\Rightarrow$ (ii) to $h$.

## Example 7.13 The $\chi^{2}$-divergence

$$
\chi^{2}(p, q):=\sum_{i} \frac{\left(p_{i}-q_{i}\right)^{2}}{q_{i}}=\sum_{i}\left(\frac{p_{i}}{q_{i}}-1\right)^{2} q_{i}
$$

was first introduced by Karl Pearson in 1900 for probability densities $p$ and $q$. Since

$$
\left(\sum_{i}\left|p_{i}-q_{i}\right|\right)^{2}=\left(\sum_{i}\left|\frac{p_{i}}{q_{i}}-1\right| q_{i}\right)^{2} \leq \sum_{i}\left(\frac{p_{i}}{q_{i}}-1\right)^{2} q_{i}
$$

we have

$$
\begin{equation*}
\|p-q\|_{1}^{2} \leq \chi^{2}(p, q) . \tag{7.29}
\end{equation*}
$$

A quantum generalization was introduced very recently:

$$
\begin{aligned}
\chi_{\alpha}^{2}(\rho, \sigma) & =\operatorname{Tr}\left((\rho-\sigma) \sigma^{-\alpha}(\rho-\sigma) \sigma^{\alpha-1}\right)=\operatorname{Tr} \rho \sigma^{-\alpha} \rho \sigma^{\alpha-1}-1 \\
& =\left\langle\rho,\left(\mathbb{J}_{\sigma}^{f}\right)^{-1} \rho\right\rangle-1,
\end{aligned}
$$

where $\alpha \in[0,1]$ and $f(x)=x^{\alpha}$. If $\rho$ and $\sigma$ commute, then this formula is independent of $\alpha$.

The monotonicity of the $\chi^{2}$-divergence follows from (7.24).

The monotonicity and the classical inequality (7.29) imply that

$$
\|\rho-\sigma\|_{1}^{2} \leq \chi^{2}(\rho, \sigma)
$$

Indeed, if $E$ is the conditional expectation onto the commutative algebra generated by $\rho-\sigma$, then

$$
\|\rho-\sigma\|_{1}^{2}=\|E(\rho)-E(\sigma)\|_{1}^{2} \leq \chi^{2}(E(\rho), E(\sigma)) \leq \chi^{2}(\rho, \sigma) .
$$

### 7.3 Quantum Markov triplets

The CCR-algebra used in this section is an infinite dimensional $\mathrm{C}^{*}$-algebra, but its parametrization will be by a finite dimensional Hilbert space $\mathcal{H}$. (CCR is the abbreviation of "canonical commutation relation" and the book [64] contains the details.)

Assume that for every $f \in \mathcal{H}$ a unitary operator $W(f)$ is given so that the relations

$$
\begin{gathered}
W\left(f_{1}\right) W\left(f_{2}\right)=W\left(f_{1}+f_{2}\right) \exp \left(\mathrm{i} \sigma\left(f_{1}, f_{2}\right)\right), \\
W(-f)=W(f)^{*}
\end{gathered}
$$

hold for $f_{1}, f_{2}, f \in \mathcal{H}$ with $\sigma\left(f_{1}, f_{2}\right):=\operatorname{Im}\left\langle f_{1}, f_{2}\right\rangle$. The $\mathrm{C}^{*}$-algebra generated by these unitaries is unique and denoted by $\operatorname{CCR}(\mathcal{H})$. Given a positive operator $A \in B(\mathcal{H})$, a functional $\omega_{A}: \operatorname{CCR}(\mathcal{H}) \rightarrow \mathbb{C}$ can be defined as

$$
\begin{equation*}
\omega_{A}(W(f)):=\exp \left(-\|f\|^{2} / 2-\langle f, A f\rangle\right) \tag{7.30}
\end{equation*}
$$

This is called a Gaussian or quasi-free state. In the so-called Fock representation of $\operatorname{CCR}(\mathcal{H})$ the quasi-free state $\omega_{A}$ has a statistical operator $D_{A}$, $D_{A} \geq 0$ and $\operatorname{Tr} D_{A}=1$. We do not describe here $D_{A}$ but we remark that if $\lambda_{i}$ 's are the eigenvalues of $A$, then $D_{A}$ has the eigenvalues

$$
\prod_{i} \frac{1}{1+\lambda_{i}}\left(\frac{\lambda_{i}}{1+\lambda_{i}}\right)^{n_{i}}
$$

where $n_{i} \in \mathbb{Z}_{+}$. Therefore the von Neumann entropy is

$$
\begin{equation*}
S\left(\omega_{A}\right):=-\operatorname{Tr} D_{A} \log D_{A}=\operatorname{Tr} \kappa(A), \tag{7.31}
\end{equation*}
$$

where $\kappa(t):=-t \log t+(t+1) \log (t+1)$ is an interesting special function.

Assume that $\mathcal{H}=\mathcal{H}_{1} \oplus \mathcal{H}_{2}$ and write the positive mapping $A \in B(\mathcal{H})$ in the form of block matrix:

$$
A=\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]
$$

If $f \in \mathcal{H}_{1}$, then

$$
\omega_{A}(W(f \oplus 0))=\exp \left(-\|f\|^{2} / 2-\left\langle f, A_{11} f\right\rangle\right) .
$$

Therefore the restriction of the quasi-free state $\omega_{A}$ to $\operatorname{CCR}\left(\mathcal{H}_{1}\right)$ is the quasifree state $\omega_{A_{11}}$.

Let $\mathcal{H}=\mathcal{H}_{1} \oplus \mathcal{H}_{2} \oplus \mathcal{H}_{3}$ be a finite dimensional Hilbert space and consider the CCR-algebras $\operatorname{CCR}\left(\mathcal{H}_{i}\right)(1 \leq i \leq 3)$. Then

$$
\operatorname{CCR}(\mathcal{H})=\operatorname{CCR}\left(\mathcal{H}_{1}\right) \otimes \operatorname{CCR}\left(\mathcal{H}_{2}\right) \otimes \operatorname{CCR}\left(\mathcal{H}_{3}\right)
$$

holds. Assume that $D_{123}$ is a statistical operator in $\operatorname{CCR}(\mathcal{H})$ and we denote by $D_{12}, D_{2}, D_{23}$ its reductions into the subalgebras $\operatorname{CCR}\left(\mathcal{H}_{1}\right) \otimes \operatorname{CCR}\left(\mathcal{H}_{2}\right)$, $\operatorname{CCR}\left(\mathcal{H}_{2}\right), \operatorname{CCR}\left(\mathcal{H}_{2}\right) \otimes \operatorname{CCR}\left(\mathcal{H}_{3}\right)$, respectively. These subalgebras form a Markov triplet with respect to the state $D_{123}$ if

$$
\begin{equation*}
S\left(D_{123}\right)-S\left(D_{23}\right)=S\left(D_{12}\right)-S\left(D_{2}\right) \tag{7.32}
\end{equation*}
$$

where $S$ denotes the von Neumann entropy and we assume that both sides are finite in the equation. (Note (7.32) is the quantum analogue of (7.7).)

Now we concentrate on the Markov property of a quasi-free state $\omega_{A} \equiv$ $\omega_{123}$ with a density matrix $D_{123}$, where $A$ is a positive operator acting on $\mathcal{H}=\mathcal{H}_{1} \oplus \mathcal{H}_{2} \oplus \mathcal{H}_{3}$ and it has a block matrix form

$$
A=\left[\begin{array}{lll}
A_{11} & A_{12} & A_{13}  \tag{7.33}\\
A_{21} & A_{22} & A_{23} \\
A_{31} & A_{32} & A_{33}
\end{array}\right]
$$

Then the restrictions $D_{23}, D_{12}$ and $D_{2}$ are also Gaussian states with the positive operators

$$
D=\left[\begin{array}{ccc}
I & 0 & 0 \\
0 & A_{22} & A_{23} \\
0 & A_{32} & A_{33}
\end{array}\right], \quad B=\left[\begin{array}{ccc}
A_{11} & A_{12} & 0 \\
A_{21} & A_{22} & 0 \\
0 & 0 & I
\end{array}\right], \quad \text { and } \quad C=\left[\begin{array}{ccc}
I & 0 & 0 \\
0 & A_{22} & 0 \\
0 & 0 & I
\end{array}\right],
$$

respectively. Formula (7.31) tells that the Markov condition (7.32) is equivalent to

$$
\operatorname{Tr} \kappa(A)+\operatorname{Tr} \kappa(C)=\operatorname{Tr} \kappa(B)+\operatorname{Tr} \kappa(D) .
$$

(This kind of condition appeared already in the study of strongly subadditive functions.)

Denote by $P_{i}$ the orthogonal projection from $\mathcal{H}$ onto $\mathcal{H}_{i}, 1 \leq i \leq 3$. Of course, $P_{1}+P_{2}+P_{3}=I$ and we use also the notation $P_{12}:=P_{1}+P_{2}$ and $P_{23}:=P_{2}+P_{3}$.

Theorem 7.14 Assume that $A \in B(\mathcal{H})$ is a positive invertible operator and the corresponding quasi-free state is denoted as $\omega_{A} \equiv \omega_{123}$ on $\operatorname{CCR}(\mathcal{H})$. Then the following conditions are equivalent.
(a) $S\left(\omega_{123}\right)+S\left(\omega_{2}\right)=S\left(\omega_{12}\right)+S\left(\omega_{23}\right)$.
(b) $\operatorname{Tr} \kappa(A)+\operatorname{Tr} \kappa\left(P_{2} A P_{2}\right)=\operatorname{Tr} \kappa\left(P_{12} A P_{12}\right)+\operatorname{Tr} \kappa\left(P_{23} A P_{23}\right)$.
(c) There is a projection $P \in B(\mathcal{H})$ such that $P_{1} \leq P \leq P_{1}+P_{2}$ and $P A=A P$.

Proof: Due to the formula (7.31), (a) and (b) are equivalent.
Condition (c) tells that the matrix $A$ has a special form:

$$
A=\left[\begin{array}{ccc}
A_{11} & {\left[\begin{array}{ll}
a & 0
\end{array}\right]} & 0  \tag{7.34}\\
{\left[\begin{array}{c}
a^{*} \\
0
\end{array}\right]} & {\left[\begin{array}{ll}
c & 0 \\
0 & d
\end{array}\right]} & {\left[\begin{array}{l}
0 \\
b
\end{array}\right]} \\
0 & {\left[\begin{array}{ll}
0 & b^{*}
\end{array}\right]} & A_{33}
\end{array}\right]=\left[\begin{array}{cc}
{\left[\begin{array}{cc}
A_{11} & a \\
a^{*} & c
\end{array}\right]} & 0 \\
& \\
0 & {\left[\begin{array}{cc}
d & b \\
b^{*} & A_{33}
\end{array}\right]}
\end{array}\right]
$$

where the parameters $a, b, c, d$ (and 0 ) are operators. This is a block diagonal matrix, $A=\operatorname{Diag}\left(A_{1}, A_{2}\right)$,

$$
\left[\begin{array}{cc}
A_{1} & 0 \\
0 & A_{2}
\end{array}\right]
$$

and the projection $P$ is

$$
\left[\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right]
$$

in this setting.
The Hilbert space $\mathcal{H}_{2}$ is decomposed as $\mathcal{H}_{2}^{L} \oplus \mathcal{H}_{2}^{R}$, where $\mathcal{H}_{2}^{L}$ is the range of the projection $P P_{2}$. Therefore,

$$
\begin{equation*}
\operatorname{CCR}(\mathcal{H})=\operatorname{CCR}\left(\mathcal{H}_{1} \oplus \mathcal{H}_{2}^{L}\right) \otimes \operatorname{CCR}\left(\mathcal{H}_{2}^{R} \oplus \mathcal{H}_{3}\right) \tag{7.35}
\end{equation*}
$$

and $\omega_{123}$ becomes a product state $\omega_{L} \otimes \omega_{R}$. This shows that the implication $(c) \Rightarrow(a)$ is obvious.

The essential part is the proof $(a) \Rightarrow(c)$. The inequality

$$
\begin{equation*}
\operatorname{Tr} \log (A)+\operatorname{Tr} \log \left(A_{22}\right) \leq \operatorname{Tr} \log (B)+\operatorname{Tr} \log (C) \tag{7.36}
\end{equation*}
$$

is equivalent to (7.6) and Theorem 7.1 tells that the necessary and sufficient condition for equality is $A_{13}=A_{12} A_{22}^{-1} A_{23}$.

The integral representation

$$
\begin{equation*}
\kappa(x)=\int_{1}^{\infty} t^{-2} \log (t x+1) d t \tag{7.37}
\end{equation*}
$$

shows that the function $\kappa(x)=-x \log x+(x+1) \log (x+1)$ is matrix monotone and (7.31) implies the inequality

$$
\begin{equation*}
\operatorname{Tr} \kappa(A)+\operatorname{Tr} \kappa\left(A_{22}\right) \leq \operatorname{Tr} \kappa(B)+\operatorname{Tr} \kappa(C) \tag{7.38}
\end{equation*}
$$

The equality holds if and only if

$$
t A_{13}=t A_{12}\left(t A_{22}+I\right)^{-1} t A_{23}
$$

for almost every $t>1$. The continuity gives that actually for every $t>1$ we have

$$
A_{13}=A_{12}\left(A_{22}+t^{-1} I\right)^{-1} A_{23} .
$$

The right-hand-side, $A_{12}\left(A_{22}+z I\right)^{-1} A_{23}$, is an analytic function on $\{z \in \mathbb{C}$ : $\operatorname{Re} z>0\}$, therefore we have

$$
A_{13}=0=A_{12}\left(A_{22}+s I\right)^{-1} A_{23} \quad\left(s \in \mathbb{R}^{+}\right),
$$

as the $s \rightarrow \infty$ case shows. Since $A_{12} s\left(A_{22}+s I\right)^{-1} A_{23} \rightarrow A_{12} A_{23}$ as $s \rightarrow \infty$, we have also $0=A_{12} A_{23}$. The latter condition means that $\operatorname{Ran} A_{23} \subset \operatorname{Ker} A_{12}$, or equivalently $\left(\operatorname{Ker} A_{12}\right)^{\perp} \subset \operatorname{Ker} A_{23}^{*}$.

The linear combinations of the functions $x \mapsto 1 /(s+x)$ form an algebra and due to the Stone-Weierstrass theorem $A_{12} g\left(A_{22}\right) A_{23}=0$ for any continuous function $g$.

We want to show that the equality implies the structure (7.34) of the operator $A$. We have $A_{23}: \mathcal{H}_{3} \rightarrow \mathcal{H}_{2}$ and $A_{12}: \mathcal{H}_{2} \rightarrow \mathcal{H}_{1}$. To show the structure (7.34), we have to find a subspace $H \subset \mathcal{H}_{2}$ such that

$$
A_{22} H \subset H, \quad H^{\perp} \subset \operatorname{Ker} A_{12}, \quad H \subset \operatorname{Ker} A_{23}^{*},
$$

or alternatively $\left(H^{\perp}=\right) K \subset \mathcal{H}_{2}$ should be an invariant subspace of $A_{22}$ such that

$$
\operatorname{Ran} A_{23} \subset K \subset \operatorname{Ker} A_{12}
$$

Let

$$
K:=\left\{\sum_{i} A_{22}^{n_{i}} A_{23} x_{i}: x_{i} \in \mathcal{H}_{3}, n_{i} \in \mathbb{Z}^{+}\right\}
$$

be a set of finite sums. It is a subspace of $\mathcal{H}_{2}$. The property $\operatorname{Ran} A_{23} \subset K$ and the invariance under $A_{22}$ are obvious. Since

$$
A_{12} A_{22}^{n} A_{23} x=0,
$$

$K \subset \operatorname{Ker} A_{12}$ also follows. The proof is complete.
In the theorem it was assumed that $\mathcal{H}$ is a finite dimensional Hilbert space, but the proof works also in infinite dimension. In the theorem the formula (7.34) shows that $A$ should be a block diagonal matrix. There are nontrivial Markovian Gaussian states which are not a product in the time localization. However, the first and the third subalgebras are always independent.

The next two theorems give different descriptions (but they are not essentially different).

Theorem 7.15 For a quasi-free state $\omega_{A}$ the Markov property (7.32) is equivalent to the condition

$$
\begin{equation*}
A^{\mathrm{it}}(I+A)^{-\mathrm{i} t} D^{-\mathrm{i} t}(I+D)^{\mathrm{it}}=B^{\mathrm{i} t}(I+B)^{-\mathrm{i} t} C^{-\mathrm{i} t}(I+C)^{\mathrm{i} t} \tag{7.39}
\end{equation*}
$$

for every real $t$.
Theorem 7.16 The block matrix

$$
A=\left[\begin{array}{lll}
A_{11} & A_{12} & A_{13} \\
A_{21} & A_{22} & A_{23} \\
A_{31} & A_{32} & A_{33}
\end{array}\right]
$$

gives a Gaussian state with the Markov property if and only if

$$
A_{13}=A_{12} f\left(A_{22}\right) A_{23}
$$

for any continuous function $f: \mathbb{R} \rightarrow \mathbb{R}$.
This shows that the CCR condition is much more restrictive than the classical one.

### 7.4 Optimal quantum measurements

In the matrix formalism the state of a quantum system is a density matrix $0 \leq \rho \in \mathbb{M}_{d}(\mathbb{C})$ with the property $\operatorname{Tr} \rho=1$. A finite set $\{F(x): x \in \mathbb{X}\}$ of
positive matrices is called positive operator-valued measure (POVM) if

$$
\begin{equation*}
\sum_{x \in \mathbb{X}} F(x)=I \tag{7.40}
\end{equation*}
$$

and $F(x) \neq 0$ can be assumed. The quantum state tomography can recover the state $\rho$ from the probability set $\{\operatorname{Tr} \rho F(x): x \in \mathbb{X}\}$. In this section there are arguments for the optimal POVM set. There are a few rules from quantum theory, but the essential part is the frames in the Hilbert space $\mathbb{M}_{d}(\mathbb{C})$.

The space $\mathbb{M}_{d}(\mathbb{C})$ of matrices equipped with the Hilbert-Schmidt inner product $\langle A \mid B\rangle=\operatorname{Tr} A^{*} B$ is a Hilbert space. We use the bra-ket notation for operators: $\langle A|$ is an operator bra and $|B\rangle$ is an operator ket. Then $|A\rangle\langle B|$ is a linear mapping $\mathbb{M}_{d}(\mathbb{C}) \rightarrow \mathbb{M}_{d}(\mathbb{C})$. For example,

$$
\begin{gathered}
|A\rangle\langle B| C=\left(\operatorname{Tr} B^{*} C\right) A, \quad(|A\rangle\langle B|)^{*}=|B\rangle\langle A|, \\
\left|\mathbf{A}_{1} A\right\rangle\left\langle\mathbf{A}_{2} B\right|=\mathbf{A}_{1}|A\rangle\langle B| \mathbf{A}_{2}^{*}
\end{gathered}
$$

when $\mathbf{A}_{1}, \mathbf{A}_{2}: \mathbb{M}_{d}(\mathbb{C}) \rightarrow \mathbb{M}_{d}(\mathbb{C})$.
For an orthonormal basis $\left\{\left|E_{k}\right\rangle: 1 \leq k \leq d^{2}\right\}$ of $\mathbb{M}_{d}(\mathbb{C})$, a linear superoperator $\mathbf{S}: \mathbb{M}_{d}(\mathbb{C}) \rightarrow \mathbb{M}_{d}(\mathbb{C})$ can then be written as $\mathbf{S}=\sum_{j, k} s_{j k}\left|E_{j}\right\rangle\left\langle E_{k}\right|$ and its action is defined as

$$
\mathbf{S}|A\rangle=\sum_{j, k} s_{j k}\left|E_{j}\right\rangle\left\langle E_{k} \mid A\right\rangle=\sum_{j, k} s_{j k} E_{j} \operatorname{Tr}\left(E_{k}^{*} A\right) .
$$

We denote the identity superoperator as $\mathbf{I}$, and so $\mathbf{I}=\sum_{k}\left|E_{k}\right\rangle\left\langle E_{k}\right|$.
The Hilbert space $\mathbb{M}_{d}(\mathbb{C})$ has an orthogonal decomposition

$$
\{c I: c \in \mathbb{C}\} \oplus\left\{A \in \mathbb{M}_{d}(\mathbb{C}): \operatorname{Tr} A=0\right\}
$$

In the block-matrix form under this decomposition,

$$
\mathbf{I}=\left[\begin{array}{cc}
1 & 0 \\
0 & I_{d^{2}-1}
\end{array}\right] \quad \text { and } \quad|I\rangle\langle I|=\left[\begin{array}{ll}
d & 0 \\
0 & 0
\end{array}\right] .
$$

Let $\mathbb{X}$ be a finite set. An operator frame is a family of operators $\{A(x)$ : $x \in \mathbb{X}\}$ for which there exists a constant $0<a$ such that

$$
\begin{equation*}
a\langle C \mid C\rangle \leq \sum_{x \in \mathbb{X}}|\langle A(x) \mid C\rangle|^{2} \tag{7.41}
\end{equation*}
$$

for all $C \in \mathbb{M}_{d}(\mathbb{C})$. The frame superoperator is defined as

$$
\begin{equation*}
\mathbf{A}=\sum_{x \in \mathbb{X}}|A(x)\rangle\langle A(x)| \tag{7.42}
\end{equation*}
$$

It has the properties

$$
\begin{gather*}
\mathbf{A} B=\sum_{x \in \mathbb{X}}|A(x)\rangle\langle A(x) \mid B\rangle=\sum_{x \in \mathbb{X}}|A(x)\rangle \operatorname{Tr} A(x)^{*} B \\
\operatorname{Tr} \mathbf{A}^{2}=\sum_{x, y \in \mathbb{X}}|\langle A(x) \mid A(y)\rangle|^{2} \tag{7.43}
\end{gather*}
$$

The operator $\mathbf{A}$ is positive (and self-adjoint), since

$$
\langle B| \mathbf{A}|B\rangle=\sum_{x \in \mathbb{X}}|\langle A(x) \mid B\rangle|^{2} \geq 0 .
$$

Since this formula shows that (7.41) is equivalent to

$$
\begin{equation*}
a \mathbf{I} \leq \mathbf{A}, \tag{7.44}
\end{equation*}
$$

it follows that (7.41) holds if and only if $\mathbf{A}$ has an inverse. The frame is called tight if $\mathbf{A}=a \mathbf{I}$.

Let $\tau: X \rightarrow(0, \infty)$. Then $\{A(x): x \in \mathbb{X}\}$ is an operator frame if and only if $\{\tau(x) A(x): x \in \mathbb{X}\}$ is an operator frame.

Let $\left\{A_{i} \in \mathbb{M}_{d}(\mathbb{C}): 1 \leq i \leq k\right\}$ be a subset of $\mathbb{M}_{d}(\mathbb{C})$ such that the linear span is $\mathbb{M}_{d}(\mathbb{C})$. (Then $k \geq d^{2}$.) This is a simple example of an operator frame. If $k=d^{2}$, then the operator frame is tight if and only if $\left\{A_{i} \in \mathbb{M}_{d}(\mathbb{C}): 1 \leq\right.$ $\left.i \leq d^{2}\right\}$ is an orthonormal basis up to a multiple constant.

A set $A: \mathbb{X} \rightarrow \mathbb{M}_{d}(\mathbb{C})^{+}$of positive matrices is informationally complete (IC) if for each pair of distinct quantum states $\rho \neq \sigma$ there exists an event $x \in \mathbb{X}$ such that $\operatorname{Tr} A(x) \rho \neq \operatorname{Tr} A(x) \sigma$. When $A(x)$ 's are of unit rank we call $A$ a rank-one. It is clear that for numbers $\lambda(x)>0$ the set $\{A(x): x \in \mathbb{X}\}$ is IC if and only if $\{\lambda(x) A(x): x \in \mathbb{X}\}$ is IC.

Theorem 7.17 Let $F: \mathbb{X} \rightarrow \mathbb{M}_{d}(\mathbb{C})^{+}$be a POVM. Then $F$ is informationally complete if and only if $\{F(x): x \in \mathbb{X}\}$ is an operator frame.

Proof: We use the notation

$$
\begin{equation*}
\mathbf{A}=\sum_{x \in \mathbb{X}}|F(x)\rangle\langle F(x)|, \tag{7.45}
\end{equation*}
$$

which is a positive operator.
Suppose that $F$ is informationally complete and take an operator $A=$ $A_{1}+\mathrm{i} A_{2}$ in self-adjoint decomposition such that

$$
\langle A| \mathbf{A}|A\rangle=\sum_{x \in \mathbb{X}}|\operatorname{Tr} F(x) A|^{2}=\sum_{x \in \mathbb{X}}\left|\operatorname{Tr} F(x) A_{1}\right|^{2}+\sum_{x \in \mathbb{X}}\left|\operatorname{Tr} F(x) A_{2}\right|^{2}=0,
$$

then we must have $\operatorname{Tr} F(x) A_{1}=\operatorname{Tr} F(x) A_{2}=0$. The operators $A_{1}$ and $A_{2}$ are traceless:

$$
\operatorname{Tr} A_{i}=\sum_{x \in \mathbb{X}} \operatorname{Tr} F(x) A_{i}=0 \quad(i=1,2)
$$

Take a positive definite state $\rho$ and a small number $\varepsilon>0$. Then $\rho+\varepsilon A_{i}$ can be a state and we have

$$
\operatorname{Tr} F(x)\left(\rho+\varepsilon A_{i}\right)=\operatorname{Tr} F(x) \rho \quad(x \in \mathbb{X})
$$

The informationally complete property gives $A_{1}=A_{2}=0$ and so $A=0$. It follows that $\mathbf{A}$ is invertible and the operator frame property comes.

For the converse, assume that for the distinct quantum states $\rho \neq \sigma$ we have

$$
\langle\rho-\sigma| \mathbf{A}|\rho-\sigma\rangle=\sum_{x \in \mathbb{X}}|\operatorname{Tr} F(x)(\rho-\sigma)|^{2}>0 .
$$

Then there must exist an $x \in \mathbb{X}$ such that

$$
\operatorname{Tr}(F(x)(\rho-\sigma)) \neq 0
$$

or equivalently, $\operatorname{Tr} F(x) \rho \neq \operatorname{Tr} F(x) \sigma$, which means $F$ is informationally complete.

Suppose that a POVM $\{F(x): x \in \mathbb{X}\}$ is used for quantum measurement when the state is $\rho$. The outcome of the measurement is an element $x \in \mathbb{X}$ and its probability is $p(x)=\operatorname{Tr} \rho F(x)$. If $N$ measurements are performed on $N$ independent quantum systems (in the same state), then the results are $y_{1}, \ldots, y_{N}$. The outcome $x \in \mathbb{X}$ occurs with some multiplicity and the estimate for the probability is

$$
\begin{equation*}
\hat{p}(x)=\hat{p}\left(x ; y_{1}, \ldots, y_{N}\right):=\frac{1}{N} \sum_{k=1}^{N} \delta\left(x, y_{k}\right) . \tag{7.46}
\end{equation*}
$$

From this information the state estimation has the form

$$
\hat{\rho}=\sum_{x \in \mathbb{X}} \hat{p}(x) Q(x),
$$

where $\{Q(x): x \in \mathbb{X}\}$ is a set of matrices. If we require that

$$
\rho=\sum_{x \in \mathbb{X}} \operatorname{Tr}(\rho F(x)) Q(x),
$$

should hold for every state $\rho$, then $\{Q(x): x \in \mathbb{X}\}$ should satisfy some conditions. This idea will need the concept of dual frame.

For a frame $\{A(x): x \in \mathbb{X}\}$, a dual frame $\{B(x): x \in \mathbb{X}\}$ is such, that

$$
\sum_{x \in \mathbb{X}}|B(x)\rangle\langle A(x)|=\mathbf{I}
$$

or equivalently for all $C \in \mathbb{M}_{d}(\mathbb{C})$ we have

$$
C=\sum_{x \in \mathbb{X}}\langle A(x) \mid C\rangle B(x)=\sum_{x \in \mathbb{X}}\langle B(x) \mid C\rangle A(x) .
$$

The existence of a dual frame is equivalent to the frame inequality, but we also have a canonical construction: The canonical dual frame is defined by the operators

$$
\begin{equation*}
|\tilde{A}(x)\rangle=\mathbf{A}^{-1}|A(x)\rangle \tag{7.47}
\end{equation*}
$$

Recall that the inverse of $\mathbf{A}$ exists whenever $\{A(x): x \in \mathbb{X}\}$ is an operator frame. Note that given any operator frame $\{A(x): x \in \mathbb{X}\}$ we can construct a tight frame as $\left\{\mathbf{A}^{-1 / 2}|A(x)\rangle: x \in \mathbb{X}\right\}$.

Theorem 7.18 If the canonical dual of an operator frame $\{A(x): x \in \mathbb{X}\}$ with superoperator $\mathbf{A}$ is $\{\tilde{A}(x): x \in \mathbb{X}\}$, then

$$
\begin{equation*}
\mathbf{A}^{-1}=\sum_{x \in \mathbb{X}}|\tilde{A}(x)\rangle\langle\tilde{A}(x)| \tag{7.48}
\end{equation*}
$$

and the canonical dual of $\{\tilde{A}(x): x \in \mathbb{X}\}$ is $\{A(x): x \in \mathbb{X}\}$. For an arbitrary dual frame $\{B(x): x \in \mathbb{X}\}$ of $\{A(x): x \in \mathbb{X}\}$ the inequality

$$
\begin{equation*}
\sum_{x \in \mathbb{X}}|B(x)\rangle\langle B(x)| \geq \sum_{x \in \mathbb{X}}|\tilde{A}(x)\rangle\langle\tilde{A}(x)| \tag{7.49}
\end{equation*}
$$

holds and equality only if $B \equiv \tilde{A}$.
Proof: A and $\mathbf{A}^{-1}$ are self-adjoint superoperators and we have

$$
\begin{aligned}
\sum_{x \in \mathbb{X}}|\tilde{A}(x)\rangle\langle\tilde{A}(x)| & =\sum_{x \in \mathbb{X}}\left|\mathbf{A}^{-1} A(x)\right\rangle\left\langle\mathbf{A}^{-1} A(x)\right| \\
& =\mathbf{A}^{-1}\left(\sum_{x \in \mathbb{X}}|A(x)\rangle\langle A(x)|\right) \mathbf{A}^{-1} \\
& =\mathbf{A}^{-1} \mathbf{A} \mathbf{A}^{-1}=\mathbf{A}^{-1}
\end{aligned}
$$

The second statement is $\mathbf{A}|\tilde{A}(x)\rangle=|A(x)\rangle$, which comes immediately from $|\tilde{A}(x)\rangle=\mathbf{A}^{-1}|A(x)\rangle$.

Define $D \equiv B-\tilde{A}$. Then

$$
\begin{aligned}
\sum_{x \in \mathbb{X}}|\tilde{A}(x)\rangle\langle D(x)| & =\sum_{x \in \mathbb{X}}(|\tilde{A}(x)\rangle\langle B(x)|-|\tilde{A}(x)\rangle\langle\tilde{A}(x)|) \\
& =\mathbf{A}^{-1} \sum_{x \in \mathbb{X}}|A(x)\rangle\langle B(x)|-\mathbf{A}^{-1} \sum_{x \in \mathbb{X}}|A(x)\rangle\langle A(x)| \mathbf{A}^{-1} \\
& =\mathbf{A}^{-1} \mathbf{I}-\mathbf{A}^{-1} \mathbf{A} \mathbf{A}^{-1}=0 .
\end{aligned}
$$

The adjoint gives

$$
\sum_{x \in \mathbb{X}}|D(x)\rangle\langle\tilde{A}(x)|=0
$$

and

$$
\begin{aligned}
\sum_{x \in \mathbb{X}}|B(x)\rangle\langle B(x)|= & \sum_{x \in \mathbb{X}}|\tilde{A}(x)\rangle\langle\tilde{A}(x)|+\sum_{x \in \mathbb{X}}|\tilde{A}(x)\rangle\langle D(x)| \\
& +\sum_{x \in \mathbb{X}}|D(x)\rangle\langle\tilde{A}(x)|+\sum_{x \in \mathbb{X}}|D(x)\rangle\langle D(x)| \\
= & \sum_{x \in \mathbb{X}}|\tilde{A}(x)\rangle\langle\tilde{A}(x)|+\sum_{x \in \mathbb{X}}|D(x)\rangle\langle D(x)| \\
\geq & \sum_{x \in \mathbb{X}}|\tilde{A}(x)\rangle\langle\tilde{A}(x)|
\end{aligned}
$$

with equality if and only if $D \equiv 0$.
We have the following inequality, also known as the frame bound.
Theorem 7.19 Let $\{A(x): x \in \mathbb{X}\}$ be an operator frame with superoperator A. Then the inequality

$$
\begin{equation*}
\sum_{x, y \in \mathbb{X}}|\langle A(x) \mid A(y)\rangle|^{2} \geq \frac{(\operatorname{Tr} \mathbf{A})^{2}}{d^{2}} \tag{7.50}
\end{equation*}
$$

holds, and we have equality if and only if $\{A(x): x \in \mathbb{X}\}$ is a tight operator frame.

Proof: Due to (7.43) the left hand side is $\operatorname{Tr} \mathbf{A}^{2}$, so the inequality holds. The condition for equality is the fact that all eigenvalues of $\mathbf{A}$ are the same, that is, $\mathbf{A}=c \mathbf{I}$.

Let $\tau(x)=\operatorname{Tr} F(x)$. The useful superoperator is

$$
\mathbf{F}=\sum_{x \in \mathbb{X}}|F(x)\rangle\langle F(x)|(\tau(x))^{-1} .
$$

Formally this is different from the frame superoperator (7.45). Therefore, we express the POVM as

$$
F(x)=P_{0}(x) \sqrt{\tau(x)} \quad(x \in \mathbb{X})
$$

where $\left\{P_{0}(x): x \in \mathbb{X}\right\}$ is called the positive operator-valued density (POVD). Then

$$
\begin{equation*}
\mathbf{F}=\sum_{x \in \mathbb{X}}\left|P_{0}(x)\right\rangle\left\langle P_{0}(x)\right|=\sum_{x \in \mathbb{X}}|F(x)\rangle\langle F(x)|(\tau(x))^{-1} . \tag{7.51}
\end{equation*}
$$

$\mathbf{F}$ is invertible if and only if $\mathbf{A}$ in (7.45) is invertible. As a corollary, we see, that for an informationally complete POVM $F$, the POVD $P_{0}$ can be considered as a generalized operator frame. The canonical dual frame (in the sense of (7.47)) then defines a reconstruction operator-valued density

$$
\begin{equation*}
\left|R_{0}(x)\right\rangle=\mathbf{F}^{-1}\left|P_{0}(x)\right\rangle \quad(x \in \mathbb{X}) \tag{7.52}
\end{equation*}
$$

We use also the notation $R(x):=R_{0}(x) \tau(x)^{-1 / 2}$. The identity

$$
\begin{equation*}
\sum_{x \in \mathbb{X}}|R(x)\rangle\langle F(x)|=\sum_{x \in \mathbb{X}}\left|R_{0}(x)\right\rangle\left\langle P_{0}(x)\right|=\sum_{x \in \mathbb{X}} \mathbf{F}^{-1}\left|P_{0}(x)\right\rangle\left\langle P_{0}(x)\right|=\mathbf{F}^{-1} \mathbf{F}=\mathbf{I} \tag{7.53}
\end{equation*}
$$

then allows state reconstruction in terms of the measurement statistics:

$$
\begin{equation*}
\rho=\left(\sum_{x \in \mathbb{X}}|R(x)\rangle\langle F(x)|\right) \rho=\sum_{x \in \mathbb{X}}(\operatorname{Tr} F(x) \rho) R(x) . \tag{7.54}
\end{equation*}
$$

So this state-reconstruction formula is an immediate consequence of the action of (7.53) on $\rho$.

Theorem 7.20 We have

$$
\begin{equation*}
\mathbf{F}^{-1}=\sum_{x \in \mathbb{X}}|R(x)\rangle\langle R(x)| \tau(x) \tag{7.55}
\end{equation*}
$$

and the operators $R(x)$ are self-adjoint and $\operatorname{Tr} R(x)=1$.
Proof: From the mutual canonical dual relation of $\left\{P_{0}(x): x \in \mathbb{X}\right\}$ and $\left\{R_{0}(x): x \in \mathbb{X}\right\}$ we have

$$
\mathbf{F}^{-1}=\sum_{x \in \mathbb{X}}\left|R_{0}(x)\right\rangle\left\langle R_{0}(x)\right|
$$

and this is (7.55).
$R(x)$ is self-adjoint since $\mathbf{F}$, and thus $\mathbf{F}^{-1}$, maps self-adjoint operators to self-adjoint operators. For an arbitrary POVM, the identity operator is always an eigenvector of the POVM superoperator:

$$
\begin{equation*}
\mathbf{F}|I\rangle=\sum_{x \in \mathbb{X}}|F(x)\rangle\langle F(x) \mid I\rangle(\tau(x))^{-1}=\sum_{x \in \mathbb{X}}|F(x)\rangle=|I\rangle . \tag{7.56}
\end{equation*}
$$

Thus $|I\rangle$ is also an eigenvector of $\mathbf{F}^{-1}$, and we obtain

$$
\begin{aligned}
\operatorname{Tr} R(x) & =\langle I \mid R(x)\rangle=\tau(x)^{-1 / 2}\left\langle I \mid R_{0}(x)\right\rangle=\tau(x)^{-1 / 2}\left\langle I \mid \mathbf{F}^{-1} P_{0}(x)\right\rangle \\
& =\tau(x)^{-1 / 2}\left\langle I \mid P_{0}(x)\right\rangle=\tau(x)^{-1}\langle I \mid F(x)\rangle=\tau(x)^{-1} \tau(x)=1 .
\end{aligned}
$$

Note that we need $|\mathbb{X}| \geq d^{2}$ for $F$ to be informationally complete. If this were not the case then $\mathbf{F}$ could not have full rank. An IC-POVM with $|\mathbb{X}|=d^{2}$ is called minimal. In this case the reconstruction OVD is unique. In general, however, there will be many different choices.

Example 7.21 Let $x_{1}, x_{2}, \ldots, x_{d}$ be an orthonormal basis. Then $Q_{i}=\left|x_{i}\right\rangle\left\langle x_{i}\right|$ are projections and $\left\{Q_{i}: 1 \leq i \leq d\right\}$ is a POVM. However, it is not informationally complete. The subset

$$
\mathcal{A}:=\left\{\sum_{i=1}^{d} \lambda_{i}\left|x_{i}\right\rangle\left\langle x_{i}\right|: \lambda_{1}, \lambda_{2}, \ldots, \lambda_{d} \in \mathbb{C}\right\} \subset \mathbb{M}_{d}(\mathbb{C})
$$

is a maximal abelian ${ }^{*}$-subalgebra, called a MASA.
A good example of an IC-POVM comes from $d+1$ similar sets:

$$
\left\{Q_{k}^{(m)}: 1 \leq k \leq d, 1 \leq m \leq d+1\right\}
$$

consists of projections of rank one and

$$
\operatorname{Tr} Q_{k}^{(m)} Q_{l}^{(n)}= \begin{cases}\delta_{k l} & \text { if } m=n \\ 1 / d & \text { if } m \neq n\end{cases}
$$

The class of POVM is described by

$$
\mathbb{X}:=\{(k, m): 1 \leq k \leq d, 1 \leq m \leq d+1\}
$$

and

$$
F(k, m):=\frac{1}{d+1} Q_{k}^{(m)}, \quad \tau(k, m):=\frac{1}{d+1}
$$

for $(k, m) \in \mathbb{X}$. (Here $\tau$ is constant and this is a uniformity.) We have

$$
\sum_{(k, m) \in \mathbb{X}}|F(k, m)\rangle\langle F(k, m)| Q_{l}^{(n)}=\frac{1}{(d+1)^{2}}\left(Q_{l}^{(n)}+I\right)
$$

This implies

$$
\mathbf{F} A=\left(\sum_{x \in \mathbb{X}}|F(x)\rangle\langle F(x)|(\tau(x))^{-1}\right) A=\frac{1}{(d+1)}(A+(\operatorname{Tr} A) I) .
$$

So $\mathbf{F}$ is rather simple: if $\operatorname{Tr} A=0$, then $\mathbf{F} A=\frac{1}{d+1} A$ and $\mathbf{F} I=I$. (Another formulation is (7.59).)

This example is a complete set of mutually unbiased bases (MUBs) [79, 49]. The definition

$$
\mathcal{A}_{m}:=\left\{\sum_{k=1}^{d} \lambda_{k} Q_{k}^{(m)}: \lambda_{1}, \lambda_{2}, \ldots, \lambda_{d} \in \mathbb{C}\right\} \subset \mathbb{M}_{d}(\mathbb{C})
$$

gives $d+1$ MASAs. These MASAs are quasi-orthogonal in the following sense. If $A_{i} \in \mathcal{A}_{i}$ and $\operatorname{Tr} A_{i}=0(1 \leq i \leq d+1)$, then $\operatorname{Tr} A_{i} A_{j}=0$ for $i \neq j$. The construction of $d+1$ quasi-orthogonal MASAs is known when $d$ is a prime-power (see also [29]). But $d=6$ is already not prime-power and it is a problematic example.

It is straightforward to confirm that we have the decomposition

$$
\begin{equation*}
\mathbf{F}=\frac{1}{d}|I\rangle\langle I|+\sum_{x \in \mathbb{X}}|P(x)-I / d\rangle\langle P(x)-I / d| \tau(x) \tag{7.57}
\end{equation*}
$$

for any POVM superoperator (7.51), where $P(x):=P_{0}(x) \tau(x)^{-1 / 2}=F(x) \tau(x)^{-1}$.

$$
\frac{1}{d}|I\rangle\langle I|=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right]
$$

is the projection onto the subspace $\mathbb{C} I$. With a notation

$$
\mathbf{I}_{0}:=\left[\begin{array}{cc}
0 & 0 \\
0 & I_{d^{2}-1}
\end{array}\right]
$$

an IC-POVM $\{F(x): x \in \mathbb{X}\}$ is tight if

$$
\begin{equation*}
\sum_{x \in \mathbb{X}}|P(x)-I / d\rangle\langle P(x)-I / d| \tau(x)=a \mathbf{I}_{0} . \tag{7.58}
\end{equation*}
$$

Theorem 7.22 $F$ is a tight rank-one IC-POVM if and only if

$$
\mathbf{F}=\frac{\mathbf{I}+|I\rangle\langle I|}{d+1}=\left[\begin{array}{cc}
1 & 0  \tag{7.59}\\
0 & \frac{1}{d+1} I_{d^{2}-1}
\end{array}\right] .
$$

(The later is in the block-matrix formalism.)
Proof: The constant $a$ can be found by taking the superoperator trace:

$$
\begin{aligned}
a & =\frac{1}{d^{2}-1} \sum_{x \in \mathbb{X}}\langle P(x)-I / d \mid P(x)-I / d\rangle \tau(x) \\
& =\frac{1}{d^{2}-1}\left(\sum_{x \in \mathbb{X}}\langle P(x) \mid P(x)\rangle \tau(x)-1\right) .
\end{aligned}
$$

The POVM superoperator of a tight IC-POVM satisfies the identity

$$
\begin{equation*}
\mathbf{F}=a \mathbf{I}+\frac{1-a}{d}|I\rangle\langle I| . \tag{7.60}
\end{equation*}
$$

In the special case of a rank-one POVM $a$ takes its maximum possible value $1 /(d+1)$. Since this is in fact only possible for rank-one POVMs, by noting that (7.60) can be taken as an alternative definition in the general case, we obtain the proposition.

It follows from (7.59) that

$$
\mathbf{F}^{-1}=\left[\begin{array}{cc}
1 & 0  \tag{7.61}\\
0 & (d+1) I_{d^{2}-1}
\end{array}\right]=(d+1) \mathbf{I}-|I\rangle\langle I| .
$$

This shows that Example 7.21 contains a tight rank-one IC-POVM. Here is another example.

Example 7.23 An example of an IC-POVM is the symmetric informationally complete POVM (SIC POVM). The set $\left\{Q_{k}: 1 \leq k \leq d^{2}\right\}$ consists of projections of rank one such that

$$
\operatorname{Tr} Q_{k} Q_{l}=\frac{1}{d+1} \quad(k \neq l)
$$

Then $\mathbb{X}:=\left\{x: 1 \leq x \leq d^{2}\right\}$ and

$$
F(x)=\frac{1}{d} Q_{x}, \quad \mathbf{F}=\frac{1}{d} \sum_{x \in \mathbb{X}}\left|Q_{x}\right\rangle\left\langle Q_{x}\right|
$$

We have some simple computations: $\mathbf{F} I=I$ and

$$
\mathbf{F}\left(Q_{k}-I / d\right)=\frac{1}{d+1}\left(Q_{k}-I / d\right) .
$$

This implies that if $\operatorname{Tr} A=0$, then

$$
\mathbf{F} A=\frac{1}{d+1} A
$$

So the SIC POVM is a tight rank-one IC-POVM.
SIC-POVMs are conjectured to exist in all dimensions [80, 11].
The next theorem will tell that the SIC POVM is characterized by the IC POVM property.

Theorem 7.24 If a set $\left\{Q_{k} \in \mathbb{M}_{d}(\mathbb{C}): 1 \leq k \leq d^{2}\right\}$ consists of projections of rank one such that

$$
\begin{equation*}
\sum_{k=1}^{d^{2}} \lambda_{k}\left|Q_{k}\right\rangle\left\langle Q_{k}\right|=\frac{\mathbf{I}+|I\rangle\langle I|}{d+1} \tag{7.62}
\end{equation*}
$$

with numbers $\lambda_{k}>0$, then

$$
\lambda_{i}=\frac{1}{d}, \quad \operatorname{Tr} Q_{i} Q_{j}=\frac{1}{d+1} \quad(i \neq j) .
$$

Proof: Note that if both sides of (7.62) are applied to $|I\rangle$, then we get

$$
\begin{equation*}
\sum_{i=1}^{d^{2}} \lambda_{i} Q_{i}=I \tag{7.63}
\end{equation*}
$$

First we show that $\lambda_{i}=1 / d$. From (7.62) we have

$$
\begin{equation*}
\sum_{i=1}^{d^{2}} \lambda_{i}\left\langle A \mid Q_{i}\right\rangle\left\langle Q_{i} \mid A\right\rangle=\langle A| \frac{\mathbf{I}+|I\rangle\langle I|}{d+1}|A\rangle \tag{7.64}
\end{equation*}
$$

with

$$
A:=Q_{k}-\frac{1}{d+1} I .
$$

(7.64) becomes

$$
\begin{equation*}
\lambda_{k} \frac{d^{2}}{(d+1)^{2}}+\sum_{j \neq k} \lambda_{j}\left(\operatorname{Tr} Q_{j} Q_{k}-\frac{1}{d+1}\right)^{2}=\frac{d}{(d+1)^{2}} \tag{7.65}
\end{equation*}
$$

The inequality

$$
\lambda_{k} \frac{d^{2}}{(d+1)^{2}} \leq \frac{d}{(d+1)^{2}}
$$

gives $\lambda_{k} \leq 1 / d$ for every $1 \leq k \leq d^{2}$. The trace of (7.63) is

$$
\sum_{i=1}^{d^{2}} \lambda_{i}=d
$$

Hence it follows that $\lambda_{k}=1 / d$ for every $1 \leq k \leq d^{2}$. So from (7.65) we have

$$
\sum_{j \neq k} \lambda_{j}\left(\operatorname{Tr} Q_{j} Q_{k}-\frac{1}{d+1}\right)^{2}=0
$$

and this gives the result.
The state-reconstruction formula for a tight rank-one IC-POVM also takes an elegant form. From (7.54) we have

$$
\rho=\sum_{x \in \mathbb{X}} R(x) p(x)=\sum_{x \in \mathbb{X}} \mathbf{F}^{-1} P(x) p(x)=\sum_{x \in \mathbb{X}}((d+1) P(x)-I) p(x)
$$

and obtain

$$
\begin{equation*}
\rho=(d+1) \sum_{x \in \mathbb{X}} P(x) p(x)-I \tag{7.66}
\end{equation*}
$$

Finally, let us rewrite the frame bound (Theorem 7.19) for the context of quantum measurements.

Theorem 7.25 Let $F: \mathbb{X} \rightarrow \mathbb{M}_{d}(\mathbb{C})^{+}$be a POVM. Then

$$
\begin{equation*}
\sum_{x, y \in \mathbb{X}}\langle P(x) \mid P(y)\rangle^{2} \tau(x) \tau(y) \geq 1+\frac{(\operatorname{Tr} \mathbf{F}-1)^{2}}{d^{2}-1} \tag{7.67}
\end{equation*}
$$

with equality if and only if $F$ is a tight IC-POVM.
Proof: The frame bound (7.50) takes the general form

$$
\operatorname{Tr}\left(\mathbf{A}^{2}\right) \geq(\operatorname{Tr}(\mathbf{A}))^{2} / D
$$

where $D$ is the dimension of the operator space. Setting $\mathbf{A}=\mathbf{F}-\frac{1}{d}|I\rangle\langle I|$ and $D=d^{2}-1$ for $\mathbb{M}_{d}(\mathbb{C}) \ominus \mathbb{C} I$ then gives (7.67) (using (7.56)).

Informationally complete quantum measurements are precisely those measurements which can be used for quantum state tomography. We will show
that, amongst all IC-POVMs, the tight rank-one IC-POVMs are the most robust against statistical error in the quantum tomographic process. We will also find that, for an arbitrary IC-POVM, the canonical dual frame with respect to the trace measure is the optimal dual frame for state reconstruction. These results are shown only for the case of linear quantum state tomography.

Consider a state-reconstruction formula of the form

$$
\begin{equation*}
\rho=\sum_{x \in \mathbb{X}} p(x) Q(x)=\sum_{x \in \mathbb{X}}(\operatorname{Tr} F(x) \rho) Q(x), \tag{7.68}
\end{equation*}
$$

where $Q(x): \mathbb{X} \rightarrow \mathbb{M}_{d}(\mathbb{C})$ is an operator-valued density. If this formula is to remain valid for all $\rho$, then we must have

$$
\begin{equation*}
\sum_{x \in \mathbb{X}}|Q(x)\rangle\langle F(x)|=\mathbf{I}=\sum_{x \in \mathbb{X}}\left|Q_{0}(x)\right\rangle\left\langle P_{0}(x)\right|, \tag{7.69}
\end{equation*}
$$

where $Q_{0}(x)=\tau(x)^{1 / 2} Q(x)$ and $P_{0}(x)=\tau(x)^{-1 / 2} F(x)$. Equation (7.69) restricts $\{Q(x): x \in \mathbb{X}\}$ to a dual frame of $\{F(x): x \in \mathbb{X}\}$. Similarly $\left\{Q_{0}(x): x \in \mathbb{X}\right\}$ is a dual frame of $\left\{P_{0}(x): x \in \mathbb{X}\right\}$. Our first goal is to find the optimal dual frame.

Suppose that we take $N$ independent random samples, $y_{1}, \ldots, y_{N}$, and the outcome $x$ occurs with some unknown probability $p(x)$. Our estimate for this probability is (7.46) which of course obeys the expectation $\mathrm{E}[\hat{p}(x)]=p(x)$. An elementary calculation shows that the expected covariance for two samples is

$$
\begin{equation*}
\mathrm{E}[(p(x)-\hat{p}(x))(p(y)-\hat{p}(y))]=\frac{1}{N}(p(x) \delta(x, y)-p(x) p(y)) \tag{7.70}
\end{equation*}
$$

Now suppose that the $p(x)$ are outcome probabilities for an informationally complete quantum measurement of the state $\rho, p(x)=\operatorname{Tr} F(x) \rho$. The estimate of $\rho$ is

$$
\begin{equation*}
\hat{\rho}=\hat{\rho}\left(y_{1}, \ldots, y_{N}\right):=\sum_{x \in \mathbb{X}} \hat{p}\left(x ; y_{1}, \ldots, y_{N}\right) Q(x), \tag{7.71}
\end{equation*}
$$

and the error can be measured by the squared Hilbert-Schmidt distance:

$$
\|\rho-\hat{\rho}\|_{2}^{2}=\langle\rho-\hat{\rho}, \rho-\hat{\rho}\rangle=\sum_{x, y \in \mathbb{X}}(p(x)-\hat{p}(x))(p(y)-\hat{p}(y))\langle Q(x), Q(y)\rangle,
$$

which has the expectation $\mathrm{E}\left[\|\rho-\hat{\rho}\|_{2}^{2}\right]$. We want to minimize this quantity, but not for an arbitrary $\rho$, but for some average. (Integration will be on the set of unitary matrices with respect to the Haar measure.)

Theorem 7.26 Let $\{F(x): x \in \mathbb{X}\}$ be an informationally complete POVM which has a dual frame $\{Q(x): x \in \mathbb{X}\}$ as an operator-valued density. The quantum system has a state $\sigma$ and $y_{1}, \ldots, y_{N}$ are random samples of the measurements. Then

$$
\hat{p}(x):=\frac{1}{N} \sum_{k=1}^{N} \delta\left(x, y_{k}\right), \quad \hat{\rho}:=\sum_{x \in \mathbb{X}} \hat{p}(x) Q(x) .
$$

Finally let $\rho=\rho(\sigma, U):=U \sigma U^{*}$ parametrized by a unitary $U$. Then for the average squared distance

$$
\begin{align*}
\int_{\mathcal{U}} \mathrm{E}\left[\|\rho-\hat{\rho}\|_{2}^{2}\right] d \mu(U) & \geq \frac{1}{N}\left(\frac{1}{d} \operatorname{Tr}\left(\mathbf{F}^{-1}\right)-\operatorname{Tr}\left(\sigma^{2}\right)\right) \\
& \geq \frac{1}{N}\left(d(d+1)-1-\operatorname{Tr}\left(\sigma^{2}\right)\right) \tag{7.72}
\end{align*}
$$

Equality in the left-hand side of (7.72) occurs if and only if $Q$ is the reconstruction operator-valued density (defined as $|R(x)\rangle=\mathbf{F}^{-1} \mid P(x)$ ) and equality in the right-hand side of (7.72) occurs if and only if $F$ is a tight rank-one ICPOVM.

Proof: For a fixed IC-POVM $F$ we have

$$
\begin{aligned}
\mathrm{E}\left[\|\rho-\hat{\rho}\|_{2}^{2}\right] & =\frac{1}{N} \sum_{x, y \in \mathbb{X}}(p(x) \delta(x, y)-p(x) p(y))\langle Q(x), Q(y)\rangle \\
& =\frac{1}{N}\left(\sum_{x \in \mathbb{X}} p(x)\langle Q(x), Q(x)\rangle-\left\langle\sum_{x \in \mathbb{X}} p(x) Q(x) \sum_{y \in \mathbb{X}} p(y) Q(y)\right\rangle\right) \\
& =\frac{1}{N}\left(\Delta_{p}(Q)-\operatorname{Tr}\left(\rho^{2}\right)\right),
\end{aligned}
$$

where the formulas (7.70) and (7.68) are used, moreover

$$
\begin{equation*}
\Delta_{p}(Q):=\sum_{x \in \mathbb{X}} p(x)\langle Q(x), Q(x)\rangle \tag{7.73}
\end{equation*}
$$

Since we have no control over $\operatorname{Tr} \rho^{2}$, we want to minimize $\Delta_{p}(Q)$. The IC-POVM which minimizes $\Delta_{p}(Q)$ will in general depend on the quantum state under examination. We thus set $\rho=\rho(\sigma, U):=U \sigma U^{*}$, and now remove this dependence by taking the Haar average $\mu(U)$ over all $U \in \mathrm{U}(d)$. Note that

$$
\int_{\mathrm{U}(d)} U P U^{*} d \mu(U)
$$

is the same constant $C$ for any projection of rank 1 . If $\sum_{i=1}^{d} P_{i}=I$, then

$$
d C=\sum_{i=1}^{d} \int_{U(d)} U P U^{*} d \mu(U)=I
$$

and we have $C=I / d$. Therefore for $A=\sum_{i=1}^{d} \lambda_{i} P_{i}$ we have

$$
\int_{\mathrm{U}(d)} U A U^{*} d \mu(U)=\sum_{i=1}^{d} \lambda_{i} C=\frac{I}{d} \operatorname{Tr} A .
$$

This fact implies

$$
\begin{aligned}
\int_{\mathrm{U}(d)} \Delta_{p}(Q) d \mu(U) & =\sum_{x \in \mathbb{X}} \operatorname{Tr}\left(F(x) \int_{\mathrm{U}(d)} U \sigma U^{*} d \mu(U)\right)\langle Q(x), Q(x)\rangle \\
& =\frac{1}{d} \sum_{x \in \mathbb{X}} \operatorname{Tr} F(x) \operatorname{Tr} \sigma\langle Q(x), Q(x)\rangle \\
& =\frac{1}{d} \sum_{x \in \mathbb{X}} \tau(x)\langle Q(x), Q(x)\rangle=: \frac{1}{d} \Delta_{\tau}(Q),
\end{aligned}
$$

where $\tau(x):=\operatorname{Tr} F(x)$. We will now minimize $\Delta_{\tau}(Q)$ over all choices for $Q$, while keeping the IC-POVM $F$ fixed. Our only constraint is that $\{Q(x)$ : $x \in \mathbb{X}\}$ remains a dual frame to $\{F(x): x \in \mathbb{X}\}$ (see (7.69)), so that the reconstruction formula (7.68) remains valid for all $\rho$. Theorem 7.18 shows that the reconstruction OVD $\{R(x): x \in \mathbb{X}\}$ defined as $|R\rangle=\mathbf{F}^{-1}|P\rangle$ is the optimal choice for the dual frame.

Equation (7.20) shows that $\Delta_{\tau}(R)=\operatorname{Tr}\left(\mathbf{F}^{-1}\right)$. We will minimize the quantity

$$
\begin{equation*}
\operatorname{Tr} \mathbf{F}^{-1}=\sum_{k=1}^{d^{2}} \frac{1}{\lambda_{k}} \tag{7.74}
\end{equation*}
$$

where $\lambda_{1}, \ldots, \lambda_{d^{2}}>0$ denote the eigenvalues of $\mathbf{F}$. These eigenvalues satisfy the constraint

$$
\begin{equation*}
\sum_{k=1}^{d^{2}} \lambda_{k}=\operatorname{Tr} \mathbf{F}=\sum_{x \in \mathbb{X}} \tau(x) \operatorname{Tr}|P(x)\rangle\langle P(x)| \leq \sum_{x \in \mathbb{X}} \tau(x)=d \tag{7.75}
\end{equation*}
$$

since $\operatorname{Tr}|P(x)\rangle\langle P(x)|=\operatorname{Tr} P(x)^{2} \leq 1$. We know that the identity operator $I$ is an eigenvalue of $\mathbf{F}$ :

$$
\mathbf{F} I=\sum_{x \in \mathbb{X}} \tau(x)|P(x)\rangle=I
$$

Thus we in fact take $\lambda_{1}=1$ and then $\sum_{k=2}^{d^{2}} \lambda_{k} \leq d-1$. Under this latter constraint it is straightforward to show that the right-hand-side of (7.74) takes its minimum value if and only if $\lambda_{2}=\cdots=\lambda_{d^{2}}=(d-1) /\left(d^{2}-1\right)=1 /(d+1)$, or equivalently,

$$
\begin{equation*}
\mathbf{F}=1 \cdot \frac{|I\rangle\langle I|}{d}+\frac{1}{d+1}\left(\mathbf{I}-\frac{|I\rangle\langle I|}{d}\right) . \tag{7.76}
\end{equation*}
$$

Therefore, by Theorem 7.22, $\operatorname{Tr} \mathbf{F}^{-1}$ takes its minimum value if and only if $F$ is a tight rank-one IC-POVM. The minimum of $\operatorname{Tr} \mathbf{F}^{-1}$ comes from (7.76).

### 7.5 Cramér-Rao inequality

The Cramér-Rao inequality belongs to the estimation theory in mathematical statistics. Assume that we have to estimate the state $\rho_{\theta}$, where $\theta=$ $\left(\theta_{1}, \theta_{2}, \ldots, \theta_{N}\right)$ lies in a subset of $\mathbb{R}^{N}$. There is a sequence of estimates $\Phi_{n}: \mathcal{X}_{n} \rightarrow \mathbb{R}^{N}$. In mathematical statistics the $N \times N$ mean quadratic error matrix

$$
V_{n}(\theta)_{i, j}:=\int_{\mathcal{X}_{n}}\left(\Phi_{n}(x)_{i}-\theta_{i}\right)\left(\Phi_{n}(x)_{j}-\theta_{j}\right) d \mu_{n, \theta}(x) \quad(1 \leq i, j \leq N)
$$

is used to express the efficiency of the $n$th estimation and in a good estimation scheme $V_{n}(\theta)=O\left(n^{-1}\right)$ is expected. An unbiased estimation scheme means

$$
\int_{\mathcal{X}_{n}} \Phi_{n}(x)_{i} d \mu_{n, \theta}(x)=\theta_{i} \quad(1 \leq i \leq N)
$$

and the formula simplifies:

$$
\begin{equation*}
V_{n}(\theta)_{i, j}:=\int_{\mathcal{X}_{n}} \Phi_{n}(x)_{i} \Phi_{n}(x)_{j} d \mu_{n, \theta}(x)-\theta_{i} \theta_{j} . \tag{7.77}
\end{equation*}
$$

(In mathematical statistics, this is sometimes called covariance matrix of the estimate.)

The mean quadratic error matrix is used to measure the efficiency of an estimate. Even if the value of $\theta$ is fixed, for two different estimations the corresponding matrices are not always comparable, because the ordering of positive definite matrices is highly partial. This fact has inconvenient consequences in classical statistics. In the state estimation of a quantum system the very different possible measurements make the situation even more complicated.

Assume that $d \mu_{n, \theta}(x)=f_{n, \theta}(x) d x$ and fix $\theta . f_{n, \theta}$ is called the likelihood function. Let

$$
\partial_{j}=\frac{\partial}{\partial \theta_{j}}
$$

Differentiating the relation

$$
\int_{\mathcal{X}_{n}} f_{n, \theta}(x) d x=1,
$$

we have

$$
\int_{\mathcal{X}_{n}} \partial_{j} f_{n, \theta}(x) d x=0 .
$$

If the estimation scheme is unbiased, then

$$
\int_{\mathcal{X}_{n}} \Phi_{n}(x)_{i} \partial_{j} f_{n, \theta}(x) d x=\delta_{i, j} .
$$

As a combination, we conclude

$$
\int_{\mathcal{X}_{n}}\left(\Phi_{n}(x)_{i}-\theta_{i}\right) \partial_{j} f_{n, \theta}(x) d x=\delta_{i, j}
$$

for every $1 \leq i, j \leq N$. This condition may be written in the slightly different form

$$
\int_{\mathcal{X}_{n}}\left(\left(\Phi_{n}(x)_{i}-\theta_{i}\right) \sqrt{f_{n, \theta}(x)}\right) \frac{\partial_{j} f_{n, \theta}(x)}{\sqrt{f_{n, \theta}(x)}} d x=\delta_{i, j} .
$$

Now the first factor of the integrand depends on $i$ while the second one on $j$. We need the following lemma.

Lemma 7.27 Assume that $u_{i}, v_{i}$ are vectors in a Hilbert space such that

$$
\left\langle u_{i}, v_{j}\right\rangle=\delta_{i, j} \quad(i, j=1,2, \ldots, N)
$$

Then the inequality

$$
A \geq B^{-1}
$$

holds for the $N \times N$ matrices

$$
A_{i, j}=\left\langle u_{i}, u_{j}\right\rangle \quad \text { and } \quad B_{i, j}=\left\langle v_{i}, v_{j}\right\rangle \quad(1 \leq i, j \leq N)
$$

The lemma applies to the vectors

$$
u_{i}=\left(\Phi_{n}(x)_{i}-\theta_{i}\right) \sqrt{f_{n, \theta}(x)} \quad \text { and } \quad v_{j}=\frac{\partial_{j} f_{n, \theta}(x)}{\sqrt{f_{n, \theta}(x)}}
$$

and the matrix $A$ will be exactly the mean square error matrix $V_{n}(\theta)$, while in place of $B$ we have

$$
\mathbf{I}_{n}(\theta)_{i, j}=\int_{\mathcal{X}_{n}} \frac{\partial_{i}\left(f_{n, \theta}(x)\right) \partial_{j}\left(f_{n, \theta}(x)\right)}{f_{n, \theta}^{2}(x)} d \mu_{n, \theta}(x) .
$$

Therefore, the lemma tells us the following.
Theorem 7.28 For an unbiased estimation scheme the matrix inequality

$$
\begin{equation*}
V_{n}(\theta) \geq \mathbf{I}_{n}(\theta)^{-1} \tag{7.78}
\end{equation*}
$$

holds (if the likelihood functions $f_{n, \theta}$ satisfy certain regularity conditions).
This is the classical Cramér-Rao inequality. The right hand side is called the Fisher information matrix. The essential content of the inequality is that the lower bound is independent of the estimate $\Phi_{n}$ but depends on the the classical likelihood function. The inequality is called classical because on both sides classical statistical quantities appear.

Example 7.29 Let $F$ be a measurement with values in the finite set $\mathcal{X}$ and assume that $\rho_{\theta}=\rho+\sum_{i=1}^{n} \theta_{i} B_{i}$, where $B_{i}$ are self-adjoint operators with $\operatorname{Tr} B_{i}=0$. We want to compute the Fisher information matrix at $\theta=0$.

Since

$$
\partial_{i} \operatorname{Tr} \rho_{\theta} F(x)=\operatorname{Tr} B_{i} F(x)
$$

for $1 \leq i \leq n$ and $x \in \mathcal{X}$, we have

$$
\mathbf{I}_{i j}(0)=\sum_{x \in \mathcal{X}} \frac{\operatorname{Tr} B_{i} F(x) \operatorname{Tr} B_{j} F(x)}{\operatorname{Tr} \rho F(x)}
$$

The essential point in the quantum Cramér-Rao inequality compared with Theorem 7.28 is that the lower bound is a quantity determined by the family $\Theta$. Theorem 7.28 allows to compare different estimates for a given measurement but two different measurements are not comparable.

As a starting point we give a very general form of the quantum Cramér-Rao inequality in the simple setting of a single parameter. For $\theta \in(-\varepsilon, \varepsilon) \subset \mathbb{R}$ a statistical operator $\rho_{\theta}$ is given and the aim is to estimate the value of the parameter $\theta$ close to 0 . Formally $\rho_{\theta}$ is an $m \times m$ positive semidefinite matrix of trace 1 which describes a mixed state of a quantum mechanical system and we assume that $\rho_{\theta}$ is smooth (in $\theta$ ). Assume that an estimation
is performed by the measurement of a self-adjoint matrix $A$ playing the role of an observable. (In this case the positive operator-valued measure on $\mathbb{R}$ is the spectral measure of $A$.) $A$ is an unbiased estimator when $\operatorname{Tr} \rho_{\theta} A=\theta$. Assume that the true value of $\theta$ is close to $0 . A$ is called a locally unbiased estimator (at $\theta=0$ ) if

$$
\begin{equation*}
\left.\frac{\partial}{\partial \theta} \operatorname{Tr} \rho_{\theta} A\right|_{\theta=0}=1 \tag{7.79}
\end{equation*}
$$

Of course, this condition holds if $A$ is an unbiased estimator for $\theta$. To require $\operatorname{Tr} \rho_{\theta} A=\theta$ for all values of the parameter might be a serious restriction on the observable $A$ and therefore we prefer to use the weaker condition (7.79).

Example 7.30 Let

$$
\rho_{\theta}:=\frac{\exp (H+\theta B)}{\operatorname{Tr} \exp (H+\theta B)}
$$

and assume that $\rho_{0}=e^{H}$ is a density matrix and $\operatorname{Tr} e^{H} B=0$. The Fréchet derivative of $\rho_{\theta}($ at $\theta=0)$ is $\int_{0}^{1} e^{t H} B e^{(1-t) H} d t$. Hence the self-adjoint operator $A$ is locally unbiased if

$$
\int_{0}^{1} \operatorname{Tr} \rho_{0}^{t} B \rho_{0}^{1-t} A d t=1
$$

(Note that $\rho_{\theta}$ is a quantum analogue of the exponential family, in terms of physics $\rho_{\theta}$ is a Gibbsian family of states.)

Let $\varphi_{\rho}[B, C]=\operatorname{Tr} \mathbb{J}_{\rho}(B) C$ be an inner product on the linear space of selfadjoint matrices. $\varphi_{\rho}[\cdot, \cdot]$ and the corresponding super-operator $\mathbb{J}_{\rho}$ depend on the density matrix $\rho$, the notation reflects this fact. When $\rho_{\theta}$ is smooth in $\theta$, as already was assumed above, then

$$
\begin{equation*}
\left.\frac{\partial}{\partial \theta} \operatorname{Tr} \rho_{\theta} B\right|_{\theta=0}=\varphi_{\rho_{0}}[B, L] \tag{7.80}
\end{equation*}
$$

with some $L=L^{*}$. From (7.79) and (7.80), we have $\varphi_{\rho_{0}}[A, L]=1$ and the Schwarz inequality yields

## Theorem 7.31

$$
\begin{equation*}
\varphi_{\rho_{0}}[A, A] \geq \frac{1}{\varphi_{\rho_{0}}[L, L]} . \tag{7.81}
\end{equation*}
$$

This is the quantum Cramér-Rao inequality for a locally unbiased estimator. It is instructive to compare Theorem 7.31 with the classical CramérRao inequality. If $A=\sum_{i} \lambda_{i} E_{i}$ is the spectral decomposition, then the corresponding von Neumann measurement is $F=\sum_{i} \delta_{\lambda_{i}} E_{i}$. Take the estimate
$\Phi\left(\lambda_{i}\right)=\lambda_{i}$. Then the mean quadratic error is $\sum_{i} \lambda_{i}^{2} \operatorname{Tr} \rho_{0} E_{i}($ at $\theta=0)$ which is exactly the left-hand side of the quantum inequality provided that

$$
\varphi_{\rho_{0}}[B, C]=\frac{1}{2} \operatorname{Tr} \rho_{0}(B C+C B)
$$

Generally, we want to interpret the left-hand side as a sort of generalized variance of $A$. To do this it is useful to assume that

$$
\begin{equation*}
\varphi_{\rho}[B, B]=\operatorname{Tr} \rho B^{2} \quad \text { if } \quad B \rho=\rho B \tag{7.82}
\end{equation*}
$$

However, in the non-commutative situation the statistical interpretation seems to be rather problematic and thus we call this quantity quadratic cost functional.

The right-hand side of (7.81) is independent of the estimator and provides a lower bound for the quadratic cost. The denominator $\varphi_{\rho_{0}}[L, L]$ appears to be in the role of Fisher information here. We call it the quantum Fisher information with respect to the cost function $\varphi_{\rho_{0}}[\cdot, \cdot]$. This quantity depends on the tangent of the curve $\rho_{\theta}$. If the densities $\rho_{\theta}$ and the estimator $A$ commute, then

$$
\begin{gathered}
L=\left.\rho_{0}^{-1} \frac{d \rho_{\theta}}{d \theta}\right|_{\theta=0}=\left.\frac{d}{d \theta} \log \rho_{\theta}\right|_{\theta=0} \\
\varphi_{0}[L, L]=\operatorname{Tr} \rho_{0}^{-1}\left(\left.\frac{d \rho_{\theta}}{d \theta}\right|_{\theta=0}\right)^{2}=\operatorname{Tr} \rho_{0}\left(\left.\rho_{0}^{-1} \frac{d \rho_{\theta}}{d \theta}\right|_{\theta=0}\right)^{2} .
\end{gathered}
$$

The first formula justifies that $L$ is called the logarithmic derivative.
A coarse-graining is an affine mapping sending density matrices into density matrices. Such a mapping extends to all matrices and provides a positivity and trace preserving linear transformation. A common example of coarse-graining sends the density matrix $\rho_{12}$ of a composite system $\mathbb{M}_{m_{1}} \otimes \mathbb{M}_{m_{2}}$ into the (reduced) density matrix $\rho_{1}$ of component $\mathbb{M}_{m_{1}}$. There are several reasons to assume completely positivity for a coarse graining and we do so. Mathematically a coarse-graining is the same as a state transformation in an information channel. The terminology coarse-graining is used when the statistical aspects are focused on. A coarse-graining is the quantum analogue of a statistic.

Assume that $\rho_{\theta}=\rho+\theta B$ is a smooth curve of density matrices with tangent $B:=\dot{\rho}$ at $\rho$. The quantum Fisher information $F_{\rho}(B)$ is an information quantity associated with the pair $(\rho, B)$, it appeared in the Cramér-Rao inequality above and the classical Fisher information gives a bound for the variance of a locally unbiased estimator. Now let $\alpha$ be a coarse-graining. Then $\alpha\left(\rho_{\theta}\right)$ is another curve in the state space. Due to the linearity of $\alpha$, the tangent at $\alpha(\rho)$ is $\alpha(B)$. As it is usual in statistics, information cannot be
gained by coarse graining, therefore we expect that the Fisher information at the density matrix $\rho$ in the direction $B$ must be larger than the Fisher information at $\alpha(\rho)$ in the direction $\alpha(B)$. This is the monotonicity property of the Fisher information under coarse-graining:

$$
\begin{equation*}
F_{\rho}(B) \geq F_{\alpha(\rho)}(\alpha(B)) \tag{7.83}
\end{equation*}
$$

Although we do not want to have a concrete formula for the quantum Fisher information, we require that this monotonicity condition must hold. Another requirement is that $F_{\rho}(B)$ should be quadratic in $B$, in other words there exists a non-degenerate real bilinear form $\gamma_{\rho}(B, C)$ on the self-adjoint matrices such that

$$
\begin{equation*}
F_{\rho}(B)=\gamma_{\rho}(B, B) . \tag{7.84}
\end{equation*}
$$

When $\rho$ is regarded as a point of a manifold consisting of density matrices and $B$ is considered as a tangent vector at the foot point $\rho$, the quadratic quantity $\gamma_{\rho}(B, B)$ may be regarded as a Riemannian metric on the manifold. This approach gives a geometric interpretation to the Fisher information.

The requirements (7.83) and (7.84) are strong enough to obtain a reasonable but still wide class of possible quantum Fisher informations.

We may assume that

$$
\begin{equation*}
\gamma_{\rho}(B, C)=\operatorname{Tr} B \mathbb{J}_{\rho}^{-1}(C) \tag{7.85}
\end{equation*}
$$

for an operator $\mathbb{J}_{\rho}$ acting on all matrices. (This formula expresses the inner product $\gamma_{\rho}$ by means of the Hilbert-Schmidt inner product and the positive linear operator $\mathbb{J}_{\rho}$.) In terms of the operator $\mathbb{J}_{\rho}$ the monotonicity condition reads as

$$
\begin{equation*}
\alpha^{*} \mathbb{J}_{\alpha(\rho)}^{-1} \alpha \leq \mathbb{J}_{\rho}^{-1} \tag{7.86}
\end{equation*}
$$

for every coarse graining $\alpha$. ( $\alpha^{*}$ stands for the adjoint of $\alpha$ with respect to the Hilbert-Schmidt product. Recall that $\alpha$ is completely positive and trace preserving if and only if $\alpha^{*}$ is completely positive and unital.) On the other hand the latter condition is equivalent to

$$
\begin{equation*}
\alpha \mathbb{J}_{\rho} \alpha^{*} \leq \mathbb{J}_{\alpha(\rho)} . \tag{7.87}
\end{equation*}
$$

It is interesting to observe the relevance of a certain quasi-entropy:

$$
\left\langle B \rho^{1 / 2}, f\left(\mathbb{L}_{\rho} \mathbb{R}_{\rho}^{-1}\right) B \rho^{1 / 2}\right\rangle=S_{f}^{B}(\rho \| \rho),
$$

where the linear transformations $\mathbb{L}_{\rho}$ and $\mathbb{R}_{\rho}$ acting on matrices are the left and right multiplications, that is,

$$
\mathbb{L}_{\rho}(X)=\rho X \quad \text { and } \quad \mathbb{R}_{\rho}(X)=X \rho
$$

When $f: \mathbb{R}^{+} \rightarrow \mathbb{R}$ is operator monotone (we always assume $f(1)=1$ ),

$$
\left\langle\alpha^{*}(B) \rho^{1 / 2}, f\left(\mathbb{L}_{\rho} \mathbb{R}_{\rho}^{-1}\right) \alpha^{*}(B) \rho^{1 / 2}\right\rangle \leq\left\langle B \alpha(\rho)^{1 / 2}, f\left(\mathbb{L}_{\alpha(\rho)} \mathbb{R}_{\alpha(\rho)}^{-1}\right) B \alpha(\rho)^{1 / 2}\right\rangle
$$

due to the monotonicity of the quasi-entropy. If we set

$$
\mathbb{J}_{\rho}=\mathbb{R}_{\rho}^{1 / 2} f\left(\mathbb{L}_{\rho} \mathbb{R}_{\rho}^{-1}\right) \mathbb{R}_{\rho}^{1 / 2}
$$

then (7.87) holds. Therefore

$$
\begin{equation*}
\varphi_{\rho}[B, B]:=\operatorname{Tr} B \mathbb{J}_{\rho}(B)=\left\langle B \rho^{1 / 2}, f\left(\mathbb{L}_{\rho} \mathbb{R}_{\rho}^{-1}\right) B \rho^{1 / 2}\right\rangle \tag{7.88}
\end{equation*}
$$

can be called a quadratic cost function and the corresponding monotone quantum Fisher information

$$
\begin{equation*}
\gamma_{\rho}(B, C)=\operatorname{Tr} B \mathbb{J}_{\rho}^{-1}(C) \tag{7.89}
\end{equation*}
$$

will be real for self-adjoint $B$ and $C$ if the function $f$ satisfies the condition $f(t)=t f\left(t^{-1}\right)$.

Example 7.32 In order to understand the action of the operator $\mathbb{J}_{\rho}$, assume that $\rho$ is diagonal, $\rho=\sum_{i} p_{i} E_{i i}$. Then one can check that the matrix units $E_{k l}$ are eigenvectors of $\mathbb{J}_{\rho}$, namely

$$
\mathbb{J}_{\rho}\left(E_{k l}\right)=p_{l} f\left(p_{k} / p_{l}\right) E_{k l} .
$$

The condition $f(t)=t f\left(t^{-1}\right)$ gives that the eigenvectors $E_{k l}$ and $E_{l k}$ have the same eigenvalues. Therefore, the symmetrized matrix units $E_{k l}+E_{l k}$ and $\mathrm{i} E_{k l}-\mathrm{i} E_{l k}$ are eigenvectors as well.

Since

$$
B=\sum_{k<l} \operatorname{Re} B_{k l}\left(E_{k l}+E_{l k}\right)+\sum_{k<l} \operatorname{Im} B_{k l}\left(\mathrm{i} E_{k l}-\mathrm{i} E_{l k}\right)+\sum_{i} B_{i i} E_{i i},
$$

we have

$$
\begin{equation*}
\gamma_{\rho}(B, B)=2 \sum_{k<l} \frac{1}{p_{k} f\left(p_{k} / p_{l}\right)}\left|B_{k l}\right|^{2}+\sum_{i}\left|B_{i i}\right|^{2} \frac{1}{p_{i}} . \tag{7.90}
\end{equation*}
$$

In place of $2 \sum_{k<l}$, we can write $\sum_{k \neq l}$.

Any monotone cost function has the property $\varphi_{\rho}[B, B]=\operatorname{Tr} \rho B^{2}$ for commuting $\rho$ and $B$. The examples below show that it is not so generally.

Example 7.33 The analysis of operator monotone functions leads to the fact that among all monotone quantum Fisher informations there is a smallest one which corresponds to the (largest) function $f_{\max }(t)=(1+t) / 2$. In this case

$$
F_{\rho}^{\min }(B)=\operatorname{Tr} B L=\operatorname{Tr} \rho L^{2}, \quad \text { where } \quad \rho L+L \rho=2 B .
$$

For the purpose of a quantum Cramér-Rao inequality the minimal quantity seems to be the best, since the inverse gives the largest lower bound. In fact, the matrix $L$ has been used for a long time under the name of symmetric logarithmic derivative. In this example the quadratic cost function is

$$
\varphi_{\rho}[B, C]=\frac{1}{2} \operatorname{Tr} \rho(B C+C B)
$$

and we have

$$
\mathbb{J}_{\rho}(B)=\frac{1}{2}(\rho B+B \rho) \quad \text { and } \quad \mathbb{J}_{\rho}^{-1}(C)=2 \int_{0}^{\infty} e^{-t \rho} C e^{-t \rho} d t
$$

for the operator $\mathbb{J}_{\rho}$. Since $\mathbb{J}_{\rho}^{-1}$ is the smallest, $\mathbb{J}_{\rho}$ is the largest (among all possibilities).

There is a largest among all monotone quantum Fisher informations and this corresponds to the function $f_{\text {min }}(t)=2 t /(1+t)$. In this case

$$
\mathbb{J}_{\rho}^{-1}(B)=\frac{1}{2}\left(\rho^{-1} B+B \rho^{-1}\right) \quad \text { and } \quad F_{\rho}^{\max }(B)=\operatorname{Tr} \rho^{-1} B^{2}
$$

It is known that the function

$$
f_{\alpha}(t)=\alpha(1-\alpha) \frac{(t-1)^{2}}{\left(t^{\alpha}-1\right)\left(t^{1-\alpha}-1\right)}
$$

is operator monotone for $\alpha \in(0,1)$. We denote by $F^{\alpha}$ the corresponding Fisher information metric. When $B=\mathrm{i}[\rho, C]$ is orthogonal to the commutator of the foot point $\rho$ in the tangent space, we have

$$
\begin{equation*}
F_{\rho}^{\alpha}(B)=\frac{1}{2 \alpha(1-\alpha)} \operatorname{Tr}\left(\left[\rho^{\alpha}, C\right]\left[\rho^{1-\alpha}, C\right]\right) \tag{7.91}
\end{equation*}
$$

Apart from a constant factor this expression is the skew information proposed by Wigner and Yanase some time ago. In the limiting cases $\alpha \rightarrow 0$ or 1 we have

$$
f_{0}(t)=\frac{1-t}{\log t}
$$

and the corresponding quantum Fisher information

$$
\begin{equation*}
\gamma_{\rho}^{0}(B, C)=K_{\rho}(B, C):=\int_{0}^{\infty} \operatorname{Tr} B(\rho+t)^{-1} C(\rho+t)^{-1} d t \tag{7.92}
\end{equation*}
$$

will be named here after Kubo and Mori. The Kubo-Mori inner product plays a role in quantum statistical mechanics. In this case $\mathbb{J}$ is the so-called Kubo transform $\mathbb{K}$ (and $\mathbb{J}^{-1}$ is the inverse Kubo transform $\mathbb{K}^{-1}$ ),

$$
\mathbb{K}_{\rho}^{-1}(B):=\int_{0}^{\infty}(\rho+t)^{-1} B(\rho+t)^{-1} d t \quad \text { and } \quad \mathbb{K}_{\rho}(C):=\int_{0}^{1} \rho^{t} C \rho^{1-t} d t
$$

Therefore the corresponding generalized variance is

$$
\begin{equation*}
\varphi_{\rho}[B, C]=\int_{0}^{1} \operatorname{Tr} B \rho^{t} C \rho^{1-t} d t \tag{7.93}
\end{equation*}
$$

All Fisher informations discussed in this example are possible Riemannian metrics of manifolds of invertible density matrices. (Manifolds of pure states are rather different.)

A Fisher information appears not only as a Riemannian metric but as an information matrix as well. Let $\mathcal{M}:=\left\{\rho_{\theta}: \theta \in G\right\}$ be a smooth $m$ dimensional manifold of invertible density matrices. The quantum score operators (or logarithmic derivatives) are defined as

$$
L_{i}(\theta):=\mathbb{J}_{\rho_{\theta}}^{-1}\left(\partial_{\theta_{i}} \rho_{\theta}\right) \quad(1 \leq i \leq m)
$$

and

$$
Q_{i j}(\theta):=\operatorname{Tr} L_{i}(\theta) \mathbb{J}_{\rho_{\theta}}\left(L_{j}(\theta)\right) \quad(1 \leq i, j \leq m)
$$

is the quantum Fisher information matrix. This matrix depends on an operator monotone function which is involved in the super-operator $\mathbb{J}$. Historically the matrix $Q$ determined by the symmetric logarithmic derivative (or the function $\left.f_{\max }(t)=(1+t) / 2\right)$ appeared first in the work of Helstrøm. Therefore, we call this Helstrøm information matrix and it will be denoted by $H(\theta)$.

Theorem 7.34 Fix an operator monotone function $f$ to induce quantum Fisher information. Let $\alpha$ be a coarse-graining sending density matrices on the Hilbert space $\mathcal{H}_{1}$ into those acting on the Hilbert space $\mathcal{H}_{2}$ and let $\mathcal{M}:=\left\{\rho_{\theta}: \theta \in G\right\}$ be a smooth m-dimensional manifold of invertible density matrices on $\mathcal{H}_{1}$. For the Fisher information matrix $Q^{(1)}(\theta)$ of $\mathcal{M}$ and for the Fisher information matrix $Q^{(2)}(\theta)$ of $\alpha(\mathcal{M}):=\left\{\alpha\left(\rho_{\theta}\right): \theta \in G\right\}$, we have the monotonicity relation

$$
\begin{equation*}
Q^{(2)}(\theta) \leq Q^{(1)}(\theta) \tag{7.94}
\end{equation*}
$$

(This is an inequality between $m \times m$ positive matrices.)

Proof: Set $B_{i}(\theta):=\partial_{\theta_{i}} \rho_{\theta}$. Then $\mathbb{J}_{\alpha\left(\rho_{\theta}\right)}^{-1} \alpha\left(B_{i}(\theta)\right)$ is the score operator of $\alpha(\mathcal{M})$. Using (7.86), we have

$$
\begin{aligned}
\sum_{i j} Q_{i j}^{(2)}(\theta) a_{i} \overline{a_{j}} & =\operatorname{Tr} \mathbb{J}_{\alpha\left(\rho_{\theta}\right)}^{-1} \alpha\left(\sum_{i} a_{i} B_{i}(\theta)\right) \alpha\left(\sum_{j} \overline{a_{j}} B_{j}(\theta)\right) \\
& \leq \operatorname{Tr} \mathbb{J}_{\rho_{\theta}}^{-1}\left(\sum_{i} a_{i} B_{i}(\theta)\right)\left(\sum_{j} \overline{a_{j}} B_{j}(\theta)\right) \\
& =\sum_{i j} Q_{i j}^{(1)}(\theta) a_{i} \overline{a_{j}}
\end{aligned}
$$

for any numbers $a_{i}$.
Assume that $F_{j}$ are positive operators acting on a Hilbert space $\mathcal{H}_{1}$ on which the family $\mathcal{M}:=\left\{\rho_{\theta}: \theta \in \Theta\right\}$ is given. When $\sum_{j=1}^{n} F_{j}=I$, these operators determine a measurement. For any $\rho_{\theta}$ the formula

$$
\alpha\left(\rho_{\theta}\right):=\operatorname{Diag}\left(\operatorname{Tr} \rho_{\theta} F_{1}, \ldots, \operatorname{Tr} \rho_{\theta} F_{n}\right)
$$

gives a diagonal density matrix. Since this family is commutative, all quantum Fisher informations coincide with the classical (7.78) and the classical Fisher information stand on the left-hand side of (7.94). We hence have

$$
\begin{equation*}
\mathbf{I}(\theta) \leq Q(\theta) \tag{7.95}
\end{equation*}
$$

Combination of the classical Cramér-Rao inequality in Theorem 7.28 and (7.95) yields the Helstrøm inequality:

$$
V(\theta) \geq H(\theta)^{-1} .
$$

Example 7.35 In this example, we want to investigate (7.95) which is equivalently written as

$$
Q(\theta)^{-1 / 2} \mathbf{I}(\theta) Q(\theta)^{-1 / 2} \leq I_{m}
$$

Taking the trace, we have

$$
\begin{equation*}
\operatorname{Tr} Q(\theta)^{-1} \mathbf{I}(\theta) \leq m \tag{7.96}
\end{equation*}
$$

Assume that

$$
\rho_{\theta}=\rho+\sum_{k} \theta_{k} B_{k},
$$

where $\operatorname{Tr} B_{k}=0$ and the self-adjoint matrices $B_{k}$ are pairwise orthogonal with respect to the inner product $(B, C) \mapsto \operatorname{Tr} B \mathbb{J}_{\rho}^{-1}(C)$.

The quantum Fisher information matrix

$$
Q_{k l}(0)=\operatorname{Tr} B_{k} \mathbb{J}_{\rho}^{-1}\left(B_{l}\right)
$$

is diagonal due to our assumption. Example 7.29 tells us about the classical Fisher information matrix:

$$
\mathbf{I}_{k l}(0)=\sum_{j} \frac{\operatorname{Tr} B_{k} F_{j} \operatorname{Tr} B_{l} F_{j}}{\operatorname{Tr} \rho F_{j}}
$$

Therefore,

$$
\begin{aligned}
\operatorname{Tr} Q(0)^{-1} \mathbf{I}(0) & =\sum_{k} \frac{1}{\operatorname{Tr} B_{k} \mathbb{J}_{\rho}^{-1}\left(B_{k}\right)} \sum_{j} \frac{\left(\operatorname{Tr} B_{k} F_{j}\right)^{2}}{\operatorname{Tr} \rho F_{j}} \\
& =\sum_{j} \frac{1}{\operatorname{Tr} \rho F_{j}} \sum_{k}\left(\operatorname{Tr} \frac{B_{k}}{\sqrt{\operatorname{Tr} B_{k} \mathbb{J}_{\rho}^{-1}\left(B_{k}\right)}} \mathbb{J}_{\rho}^{-1}\left(\mathbb{J}_{\rho} F_{j}\right)\right)^{2}
\end{aligned}
$$

We can estimate the second sum using the fact that

$$
\frac{B_{k}}{\sqrt{\operatorname{Tr} B_{k} \mathbb{J}_{\rho}^{-1}\left(B_{k}\right)}}
$$

is an orthonormal system and it remains so when $\rho$ is added to it:

$$
\left(\rho, B_{k}\right)=\operatorname{Tr} B_{k} \mathbb{J}_{\rho}^{-1}(\rho)=\operatorname{Tr} B_{k}=0
$$

and

$$
(\rho, \rho)=\operatorname{Tr} \rho \mathbb{J}_{\rho}^{-1}(\rho)=\operatorname{Tr} \rho=1
$$

Due to the Parseval inequality, we have

$$
\left(\operatorname{Tr} \rho \mathbb{J}_{\rho}^{-1}\left(\mathbb{J}_{\rho} F_{j}\right)\right)^{2}+\sum_{k}\left(\operatorname{Tr} \frac{B_{k}}{\sqrt{\operatorname{Tr} B_{k} \mathbb{J}_{\rho}^{-1}\left(B_{k}\right)}} \mathbb{J}_{\rho}^{-1}\left(\mathbb{J}_{\rho} F_{j}\right)\right)^{2} \leq \operatorname{Tr}\left(\mathbb{J}_{\rho} F_{j}\right) \mathbb{J}_{\rho}^{-1}\left(\mathbb{J}_{\rho} F_{j}\right)
$$

and

$$
\begin{aligned}
\operatorname{Tr} Q(0)^{-1} \mathbf{I}(0) & \leq \sum_{j} \frac{1}{\operatorname{Tr} \rho F_{j}}\left(\operatorname{Tr}\left(\mathbb{J}_{\rho} F_{j}\right) F_{j}-\left(\operatorname{Tr} \rho F_{j}\right)^{2}\right) \\
& =\sum_{j=1}^{n} \frac{\operatorname{Tr}\left(\mathbb{J}_{\rho} F_{j}\right) F_{j}}{\operatorname{Tr} \rho F_{j}}-1 \leq n-1
\end{aligned}
$$

if we show that

$$
\operatorname{Tr}\left(\mathbb{J}_{\rho} F_{j}\right) F_{j} \leq \operatorname{Tr} \rho F_{j} .
$$

To see this we use the fact that the left hand side is a quadratic cost and it can be majorized by the largest one:

$$
\operatorname{Tr}\left(\mathbb{J}_{\rho} F_{j}\right) F_{j} \leq \operatorname{Tr} \rho F_{j}^{2} \leq \operatorname{Tr} \rho F_{j},
$$

because $F_{j}^{2} \leq F_{j}$.
Since $\theta=0$ is not essential in the above argument, we obtained that

$$
\operatorname{Tr} Q(\theta)^{-1} \mathbf{I}(\theta) \leq n-1,
$$

which can be compared with (7.96). This bound can be smaller than the general one. The assumption on $B_{k}$ 's is not very essential, since the orthogonality can be reached by reparameterization.

Let $\mathcal{M}:=\left\{\rho_{\theta}: \theta \in G\right\}$ be a smooth $m$-dimensional manifold and assume that a collection $A=\left(A_{1}, \ldots, A_{m}\right)$ of self-adjoint matrices is used to estimate the true value of $\theta$.

Given an operator $\mathbb{J}$ we have the corresponding cost function $\varphi_{\theta} \equiv \varphi_{\rho_{\theta}}$ for every $\theta$ and the cost matrix of the estimator $A$ is a positive definite matrix, defined by $\varphi_{\theta}[A]_{i j}=\varphi_{\theta}\left[A_{i}, A_{j}\right]$. The bias of the estimator is

$$
\begin{aligned}
b(\theta) & =\left(b_{1}(\theta), b_{2}(\theta), \ldots, b_{m}(\theta)\right) \\
& :=\left(\operatorname{Tr} \rho_{\theta}\left(A_{1}-\theta_{1}\right), \operatorname{Tr} \rho_{\theta}\left(A_{2}-\theta_{2}\right), \ldots, \operatorname{Tr} \rho_{\theta}\left(A_{m}-\theta_{m}\right)\right) .
\end{aligned}
$$

From the bias vector we form a bias matrix

$$
B_{i j}(\theta):=\partial_{\theta_{j}} b_{i}(\theta) \quad(1 \leq i, j \leq m) .
$$

For a locally unbiased estimator at $\theta_{0}$, we have $B\left(\theta_{0}\right)=0$.
The next result is the quantum Cramér-Rao inequality for a biased estimate.

Theorem 7.36 Let $A=\left(A_{1}, \ldots, A_{m}\right)$ be an estimator of $\theta$. Then for the above defined quantities the inequality

$$
\varphi_{\theta}[A] \geq(I+B(\theta)) Q(\theta)^{-1}\left(I+B(\theta)^{*}\right)
$$

holds in the sense of the order on positive semidefinite matrices. (Here I denotes the identity operator.)

Proof: We will use the block-matrix method. Let $X$ and $Y$ be $m \times m$ matrices with $n \times n$ entries and assume that all entries of $Y$ are constant multiples of the unit matrix. ( $A_{i}$ and $L_{i}$ are $n \times n$ matrices.) If $\alpha$ is a positive mapping on $n \times n$ matrices with respect to the Hilbert-Schmidt inner product, then $\tilde{\alpha}:=\operatorname{Diag}(\alpha, \ldots, \alpha)$ is a positive mapping on block matrices and $\tilde{\alpha}(Y X)=Y \tilde{\alpha}(X)$. This implies that $\operatorname{Tr} X \alpha\left(X^{*}\right) Y \geq 0$ when $Y$ is positive. Therefore the $l \times l$ ordinary matrix $M$ which has the $(i, j)$ entry

$$
\operatorname{Tr}\left(X \tilde{\alpha}\left(X^{*}\right)\right)
$$

is positive. In the sequel we restrict ourselves to $m=2$ for the sake of simplicity and apply the above fact to the case $l=4$ with

$$
X=\left[\begin{array}{cccc}
A_{1} & 0 & 0 & 0 \\
A_{2} & 0 & 0 & 0 \\
L_{1}(\theta) & 0 & 0 & 0 \\
L_{2}(\theta) & 0 & 0 & 0
\end{array}\right] \quad \text { and } \quad \alpha=\mathbb{J}_{\rho_{\theta}}
$$

Then we have

$$
M=\left[\begin{array}{cccc}
\operatorname{Tr} A_{1} \mathbb{J}_{\rho}\left(A_{1}\right) & \operatorname{Tr} A_{1} \mathbb{J}_{\rho}\left(A_{2}\right) & \operatorname{Tr} A_{1} \mathbb{J}_{\rho}\left(L_{1}\right) & \operatorname{Tr} A_{1} \mathbb{J}_{\rho}\left(L_{2}\right) \\
\operatorname{Tr} A_{2} \mathbb{J}_{\rho}\left(A_{1}\right) & \operatorname{Tr} A_{2} \mathbb{J}_{\rho}\left(A_{2}\right) & \operatorname{Tr} A_{2} \mathbb{J}_{\rho}\left(L_{1}\right) & \operatorname{Tr} A_{2} \mathbb{J}_{\rho}\left(L_{2}\right) \\
\operatorname{Tr} L_{1} \mathbb{J}_{\rho}\left(A_{1}\right) & \operatorname{Tr} L_{1} \mathbb{J}_{\rho}\left(A_{2}\right) & \operatorname{Tr} L_{1} \mathbb{J}_{\rho}\left(L_{1}\right) & \operatorname{Tr} L_{1} \mathbb{J}_{\rho}\left(L_{2}\right) \\
\operatorname{Tr} L_{2} \mathbb{J}_{\rho}\left(A_{1}\right) & \operatorname{Tr} L_{2} \mathbb{J}_{\rho}\left(A_{2}\right) & \operatorname{Tr} L_{2} \mathbb{J}_{\rho}\left(L_{1}\right) & \operatorname{Tr} L_{2} \mathbb{J}_{\rho}\left(L_{2}\right)
\end{array}\right] \geq 0
$$

Now we rewrite the matrix $M$ in terms of the matrices involved in our Cramér-Rao inequality. The $2 \times 2$ block $M_{11}$ is the generalized covariance, $M_{22}$ is the Fisher information matrix and $M_{12}$ is easily expressed as $I+B$. We get

$$
M=\left[\begin{array}{cccc}
\varphi_{\theta}\left[A_{1}, A_{1}\right] & \varphi_{\theta}\left[A_{1}, A_{2}\right] & 1+B_{11}(\theta) & B_{12}(\theta) \\
\varphi_{\theta}\left[A_{2}, A_{1}\right] & \varphi_{\theta}\left[A_{2}, A_{2}\right] & B_{21}(\theta) & 1+B_{22}(\theta) \\
1+B_{11}(\theta) & B_{21}(\theta) & \varphi_{\theta}\left[L_{1}, L_{1}\right] & \varphi_{\theta}\left[L_{1}, L_{2}\right] \\
B_{12}(\theta) & 1+B_{22}(\theta) & \varphi_{\theta}\left[L_{2}, L_{1}\right] & \varphi_{\theta}\left[L_{2}, L_{2}\right]
\end{array}\right] \geq 0
$$

The positivity of a block matrix

$$
M=\left[\begin{array}{cc}
M_{1} & C \\
C^{*} & M_{2}
\end{array}\right]=\left[\begin{array}{cc}
\varphi_{\rho}[A] & I+B(\theta) \\
I+B(\theta)^{*} & Q(\theta)
\end{array}\right]
$$

implies $M_{1} \geq C M_{2}^{-1} C^{*}$, which reveals exactly the statement of the theorem. (Concerning positive block-matrices, see Chapter 2.)

Let $M_{\Theta}=\left\{\rho_{\theta}: \theta \in \Theta\right\}$ be a smooth manifold of density matrices. The following construction is motivated by classical statistics. Suppose that a
positive functional $d\left(\rho_{1}, \rho_{2}\right)$ of two variables is given on the manifold. In many cases one can get a Riemannian metric by differentiation:

$$
g_{i j}(\theta)=\left.\frac{\partial^{2}}{\partial \theta_{i} \partial \theta_{j}^{\prime}} d\left(\rho_{\theta}, \rho_{\theta^{\prime}}\right)\right|_{\theta=\theta^{\prime}} \quad(\theta \in \Theta) .
$$

To be more precise the positive smooth functional $d(\cdot, \cdot)$ is called a contrast functional if $d\left(\rho_{1}, \rho_{2}\right)=0$ implies $\rho_{1}=\rho_{2}$.

Following the work of Csiszár in classical information theory, Petz introduced a family of information quantities parametrized by a function $F: \mathbb{R}^{+} \rightarrow$ $\mathbb{R}$

$$
S_{F}\left(\rho_{1}, \rho_{2}\right)=\left\langle\rho_{1}^{1 / 2}, F\left(\Delta\left(\rho_{2} / \rho_{1}\right)\right) \rho_{1}^{1 / 2}\right\rangle,
$$

see (7.15); $F$ is written here in place of $f .\left(\Delta\left(\rho_{2} / \rho_{1}\right):=L_{\rho_{2}} R_{\rho_{1}}^{-1}\right.$ is the relative modular operator of the two densities.) When $F$ is operator monotone decreasing, this quasi-entropy possesses good properties, for example it is a contrast functional in the above sense if $F$ is not linear and $F(1)=0$. In particular for

$$
F_{\alpha}(t)=\frac{1}{\alpha(1-\alpha)}\left(1-t^{\alpha}\right)
$$

we have

$$
S_{\alpha}\left(\rho_{1}, \rho_{2}\right)=\frac{1}{\alpha(1-\alpha)} \operatorname{Tr}\left(I-\rho_{2}^{\alpha} \rho_{1}^{-\alpha}\right) \rho_{1} .
$$

The differentiation is

$$
\begin{aligned}
\frac{\partial^{2}}{\partial t \partial u} S_{\alpha}(\rho+t B, \rho+u C) & =-\frac{1}{\alpha(1-\alpha)} \frac{\partial^{2}}{\partial t \partial u} \operatorname{Tr}(\rho+t B)^{1-\alpha}(\rho+u C)^{\alpha} \\
& =: K_{\rho}^{\alpha}(B, C)
\end{aligned}
$$

at $t=u=0$ in the affine parametrization. The tangent space at $\rho$ is decomposed into two subspaces, the first consists of self-adjoint matrices commuting with $\rho$ and the second is $\left\{\mathrm{i}(D \rho-\rho D): D=D^{*}\right\}$, the set of commutators. The decomposition is essential both from the viewpoint of differential geometry and from the point of view of differentiation, see Example 3.30. If $B$ and $C$ commute with $\rho$, then

$$
K_{\rho}^{\alpha}(B, C)=\operatorname{Tr} \rho^{-1} B C
$$

is independent of $\alpha$ and it is the classical Fischer information (in matrix form). If $B=\mathrm{i}\left[D_{B}, \rho\right]$ and $C=\mathrm{i}\left[D_{C}, \rho\right]$, then

$$
K_{\rho}^{\alpha}(B, C)=\operatorname{Tr}\left[\rho^{1-\alpha}, D_{B}\right]\left[\rho^{\alpha}, D_{C}\right] .
$$

This is related to the skew information (7.91).

### 7.6 Notes and remarks

As an introduction we suggest the book Oliver Johnson, Information Theory and The Central Limit Theorem, Imperial College Press, 2004. The Gaussian Markov property is popular in probability theory for single parameters, but the vector-valued case is less popular. Section 1 is based on the paper T. Ando and D. Petz, Gaussian Markov triplets approached by block matrices, Acta Sci. Math. (Szeged) 75(2009), 329-345.

Classical information theory is in the book I. Csiszár and J. Körner, Information Theory: Coding Theorems for Discrete Memoryless Systems, Cambridge University Press, 2011. The Shannon entropy appeared in the 1940's and it is sometimes written that the von Neumann entropy is its generalization. However, it is a fact that von Neumann started the quantum entropy in 1925. Many details are in the books [62, 68]. The $f$-entropy of Imre Csiszár is used in classical information theory (and statistics) [33], see also the paper F. Liese and I. Vajda, On divergences and informations in statistics and information theory, IEEE Trans. Inform. Theory 52(2006), 4394-4412. The quantum generalization was extended by Dénes Petz in 1985, for example see Chapter 7 in [62]. The strong subadditivity of the von Neumann entropy was proved by E.H. Lieb and M.B. Ruskai in 1973. Details about the $f$-divergence are in the paper [44]. Theorem 7.4 is from the paper K. M. R. Audenaert, Subadditivity of $q$-entropies for $q>1$, J. Math. Phys. 48(2007), 083507. The quantity $\operatorname{Tr} D^{q}$ is called $q$-entropy, or Tsallis entropy. It is remarkable that the strong subadditivity is not true for the Tsallis entropy in the matrix case (but it holds for probability), good informations are in the paper [36] and S. Furuichi, Tsallis entropies and their theorems, properties and applications, Aspects of Optical Sciences and Quantum Information, 2007.

A good introduction to the CCR-algebra is the book [64]. This subject is far from matrix analysis, but the quasi-free states are really described by matrices. The description of the Markovian quasi-free state is from the paper A. Jenčova, D. Petz and J. Pitrik, Markov triplets on CCR-algebras, Acta Sci. Math. (Szeged), 76(2010), 111-134.

The optimal quantum measurements section is from the paper A. J. Scott, Tight informationally complete quantum measurements, J. Phys. A: Math. Gen. 39, 13507 (2006). MUBs have a big literature. They are commutative quasi-orthogonal subalgebras. The work of Scott was motivated in the paper D. Petz, L. Ruppert and A. Szántó, Conditional SIC-POVMs, arXiv:1202.5741. It is interesting that the existence of $d$ MUBs in $\mathbb{M}_{d}(\mathbb{C})$ implies the existence of $d+1$ MUBs, in the paper M. Weiner, A gap for the
maximum number of mutually unbiased bases, arXiv:0902.0635, 2009.
The quasi-orthogonality of non-commutative subalgebras of $\mathbb{M}_{d}(\mathbb{C})$ has also big literature, a summary is the paper D. Petz, Algebraic complementarity in quantum theory, J. Math. Phys. 51, 015215 (2010). The SIC POVM is constructed in 6 dimension in the paper M. Grassl, On SIC-POVMs and MUBs in dimension 6, http://arxiv.org/abs/quant-ph/0406175.

The Fisher information appeared in the 1920's. We can suggest the book Oliver Johnson, Information theory and the central limit theorem, Imperial College Press, London, 2004 and a paper K. R. Parthasarathy, On the philosophy of Cramér-Rao-Bhattacharya inequalities in quantum statistics, arXiv:0907.2210. The general quantum matrix formalism was started by D. Petz in the paper [66]. A. Lesniewski and M.B. Ruskai discovered that all monotone Fisher informations are obtained from a quasi-entropy as contrast functional [57].

### 7.7 Exercises

1. Prove Theorem 7.2.
2. Assume that $\mathcal{H}_{2}$ is one-dimensional in Theorem 7.14. Describe the possible quasi-free Markov triplet.
3. Show that in Lemma 7.6 condition (iii) cannot be replaced by

$$
D_{123} D_{23}^{-1}=D_{12} D_{2}^{-1} .
$$

4. Prove Theorem 7.15.
5. The Bogoliubov-Kubo-Mori Fisher information is induced by the function

$$
f(x)=\frac{x-1}{\log x}=\int_{0}^{1} x^{t} d t
$$

and

$$
\gamma_{D}^{\mathrm{BKM}}(A, B)=\operatorname{Tr} A\left(\mathbb{J}_{D}^{f}\right)^{-1} B
$$

for self-adjoint matrices. Show that

$$
\begin{aligned}
\gamma_{D}^{\mathrm{BKM}}(A, B) & =\int_{0}^{\infty} \operatorname{Tr}(D+t I)^{-1} A(D+t I)^{-1} B d t \\
& =-\left.\frac{\partial^{2}}{\partial t \partial s} S(D+t A \| D+s B)\right|_{t=s=0} .
\end{aligned}
$$

6. Prove Theorem 7.16.
7. Show that

$$
x \log x=\int_{0}^{\infty}\left(\frac{x}{1+t}-\frac{x}{x+t}\right) d t
$$

and imply that the function $f(x)=x \log x$ is matrix convex.
8. Define

$$
S_{\beta}\left(\rho_{1} \| \rho_{2}\right):=\frac{\operatorname{Tr} \rho_{1}^{1+\beta} \rho_{2}^{-\beta}-1}{\beta}
$$

for $\beta \in(0,1)$. Show that

$$
S\left(\rho_{1} \| \rho_{2}\right) \leq S_{\beta}\left(\rho_{1} \| \rho_{2}\right)
$$

for density matrices $\rho_{1}$ and $\rho_{2}$.
9. The functions

$$
g_{p}(x):= \begin{cases}\frac{1}{p(1-p)}\left(x-x^{p}\right) & \text { if } p \neq 1, \\ x \log x & \text { if } p=1\end{cases}
$$

can be used for quasi-entropy. For which $p>0$ is the function $g_{p}$ operator concave?
10. Give an example that condition (iv) in Theorem 7.12 does not imply condition (iii).
11. Assume that

$$
\left[\begin{array}{cc}
A & B \\
B^{*} & C
\end{array}\right] \geq 0
$$

Prove that

$$
\operatorname{Tr}\left(A C-B^{*} B\right) \leq(\operatorname{Tr} A)(\operatorname{Tr} C)-(\operatorname{Tr} B)\left(\operatorname{Tr} B^{*}\right)
$$

(Hint: Use Theorem 7.4 in the case $q=2$.)
12. Let $\rho$ and $\omega$ be invertible density matrices. Show that

$$
S(\omega \| \rho) \leq \operatorname{Tr}\left(\omega \log \left(\omega^{1 / 2} \rho^{-1} \omega^{1 / 2}\right)\right)
$$

13. For $\alpha \in[0,1]$ let

$$
\chi_{\alpha}^{2}(\rho, \sigma):=\operatorname{Tr} \rho \sigma^{-\alpha} \rho \sigma^{\alpha-1}-1 .
$$

Find the value of $\alpha$ which gives the minimal quantity.
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SIC POVM, 302
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