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Preface 

Many of the problems facing physicists, engineers, and applied mathematicians 
involve such difficulties as nonlinear governing equations, variable coefficients, 
and nonlinear boundary conditions at complex known or unknown boundaries 
that preclude solving them exactly. Consequently, solutions are approximated 
using numerical techniques, analytic techniques, and combinations of both. 
Foremost among the analytic techniques are the systematic methods of per-
turbations (asymptotic expansions) in terms of a small or a large parameter or 
coordinate. This book is concerned only with these perturbation techniques. 

The author's book Perturbation Methods presents in a unified way an account 
of most of the perturbation techniques, pointing out their similarities, differences, 
and advantages, as well as their limitations. Although the techniques are described 
by means of examples that start with simple ordinary equations that can be 
solved exactly and progress toward complex partial-differential equations, the 
material is concise and advanced and therefore is intended for researchers and 
advanced graduate students only. The purpose of this book, however, is to 
present the material in an elementary way that makes it easily accessible to 
advanced undergraduates and first-year graduate students in a wide variety of 
scientific and engineering fields. As a result of teaching perturbation methods 
for eight years to first-year and advanced graduate students at Virginia Poly-
technic Institute and State University, I have selected a limited number of 
techniques and amplified their description considerably. Also I have attempted 
to answer the questions most frequently raised by my students. The techniques 
are described by means of simple examples that consist mainly of algebraic and 
ordinary-differential equations. 

The material in Chapters 3 and 15 and Appendices A and B cannot be found 
in Perturbation Methods. Chapter 3 discusses asymptotic expansions of integrals. 
Chapter 15 is devoted to the determination of the adjoints of homogeneous 
linear equations (algebraic, ordinary-differential, partial-differential, and integral 
equations) and the solvability conditions of linear inhomogeneous problems. 
Appendix A summarizes trigonometric identities, and Appendix B summarizes 
the properties of linear ordinary-differential equations and describes the symbolic 
method of determining the solutions of homogeneous and inhomogeneous 
ordinary-differential equations with constant coefficients. 

vn 



Viii PREFACE 

The reader should have a background in calculus and elementary ordinary-
differential equations. 

Each chapter contains a number of exercises. For more exercises, the reader 
is referred to Perturbation Methods by Nayfeh and Nonlinear Oscillations by 
Nayfeh and Mook. Since this book is elementary, only a list of the pertinent 
books is included in the bibliography without any attempt of citing them in 
the text. 

I am indebted to K. R. Asfar and D. T. Mook for reading the whole manuscript 
and to L. Watson, M. Williams, C. Prather, S. A. Ragab, I. Wickman, A. Yen, 
Y. Liu, H. Reed, J. Dederer, Y. Ma, and W. S. Saric for reading parts of the 
manuscript. Many of the figures were drawn by T. H. Nayfeh, K. R. Asfar, 
I. Wickman, T. Dunyak, and T. McCawly ; and I wish to express my appreciation 
to them. Finally, I wish to thank Patty Belcher, Janet Bryant, and Sharon 
Larkins for typing the manuscript. 

ALI HASAN NAYFEH 

Blacksburg, Virginia 
April 1980 



Contents 

1 INTRODUCTION 

1.1 Dimensional Analysis, l 

1.2 Expansions, 10 

1.3 Gauge Functions, 12 

1.4 Order Symbols, 17 

1.5 Asymptotic Series, 18 

1.6 Asymptotic Expansions and Sequences, 22 

1.7 Convergent Versus Asymptotic Series, 23 

1.8 Elementary Operations on Asymptotic Expansions, 24 

Exercises, 24 

2 ALGEBRAIC EQUATIONS 

2.1 Quadratic Equations, 28 

2.2 Cubic Equations, 39 

2.3 Higher-Order Equations, 43 

2.4 Transcendental Equations, 45 

Exercises, 48 

3 INTEGRALS 

3.1 Expansion of Integrands, 52 

3.2 Integration by Parts, 56 

3.3 Laplace's Method, 65 

3.4 The Method of Stationary Phase, 79 



X CONTENTS 

3.5 The Method of Steepest Descent, 88 

Exercises, 101 

4 THE DUFFING EQUATION 107 

4.1 The Straightforward Expansion, 109 

4.2 Exact Solution, 113 

4.3 The Lindstedt-Poincaré Technique, 118 

4.4 The Method of Renormalization, 121 

4.5 The Method of Multiple Scales, 122 

4.6 Variation of Parameters, 127 

4.7 The Method of Averaging, 129 

Exercises, 131 

5 THE LINEAR DAMPED OSCILLATOR 134 

5.1 The Straightforward Expansion, 135 

5.2 Exact Solution, 136 

5.3 The Lindstedt-Poincaré Technique, 139 

5.4 The Method of Multiple Scales, 142 

5.5 The Method of Averaging, 144 

Exercises, 146 

6 SELF-EXCITED OSCILLATORS 147 

6.1 The Straightforward Expansion, 148 

6.2 The Method of Renormalization, 151 

6.3 The Method of Multiple Scales, 152 

6.4 The Method of Averaging, 155 

Exercises, 157 

7 SYSTEMS WITH QUADRATIC AND CUBIC NONLINEARITIES 159 

7.1 The Straightforward Expansion, 160 



CONTENTS xi. 

7.2 The Method of Renormalization, 162 

7.3 The Lindstedt-Poincaré Technique, 164 

7.4 The Method of Multiple Scales, 166 

7.5 The Method of Averaging, 168 

7.6 The Generalized Method of Averaging, 169 

7.7 The Krylov-Bogoliubov-Mitropolsky Technique, 173 

Exercises, 175 

8 GENERAL WEAKLY NONLINEAR SYSTEMS 177 

8.1 The Straightforward Expansion, 177 

8.2 The Method of Renormalization, 179 

8.3 The Method of Multiple Scales, 181 

8.4 The Method of Averaging, 182 

8.5 Applications, 184 

Exercises, 188 

9 FORCED OSCILLATIONS OF THE DUFFING EQUATION 190 

9.1 The Straightforward Expansion, 191 

9.2 The Method of Multiple Scales, 193 

9.2.1 Secondary Resonances, 193 

9.2.2 Primary Resonance, 205 

9.3 The Method of Averaging, 209 

9.3.1 Secondary Resonances, 209 

9.3.2 Primary Resonance ,212 

Exercises, 213 

10 MULTIFREQUENCY EXCITATIONS 216 

10.1 The Straightforward Expansion, 216 

10.2 The Method of Multiple Scales, 219 

10.2.1 The Case ω 2 +ωχ ^1 ,220 



xii CONTENTS 

10.2.2 The Case ω2 ~ ωχ « 1 and ωχ « 2, 222 

10.3 The Method of Averaging, 226 

10.3.1 The Case ω1 + ω2 « 1, 230 

10.3.2 The Case ω2- ωχ^\ and ωι « 2, 230 

Exercises, 230 

11 THE MATHIEU EQUATION 234 

11.1 The Straightforward Expansion, 235 

11.2 The Floquet Theory, 236 

11.3 The Method of Strained Parameters, 243 

11.4 Whittaker's Method, 247 

11.5 The Method of Multiple Scales, 249 

11.6 The Method of Averaging, 253 

Exercises, 254 

12 BOUNDARY-LAYER PROBLEMS 257 

12.1 A Simple Example, 257 

12.2 The Method of Multiple Scales, 268 

12.3 The Method of Matched Asymptotic Expansions, 270 

12.4 Higher Approximations, 279 

12.5 Equations with Variable Coefficients, 284 

12.6 Problems with Two Boundary Layers, 296 

12.7 Multiple Decks, 304 

12.8 Nonlinear Problems, 307 

Exercises, 320 

13 LINEAR EQUATIONS WITH VARIABLE COEFFICIENTS 325 

13.1 First-Order Scalar Equations, 326 

13.2 Second-Order Equations, 329 

13.3 Solutions Near Regular Singular Points, 331 



CONTENTS xiii 

13.4 Singularity at Infinity, 342 

13.5 Solutions Near an Irregular Singular Point, 344 

Exercises, 355 

14 DIFFERENTIAL EQUATIONS WITH A LARGE PARAMETER 360 

14.1 The WKB Approximation, 361 

14.2 The Liouville-Green Transformation, 364 

14.3 Eigenvalue Problems, 366 

14.4 Equations with Slowly Varying Coefficients, 369 

14.5 Turning-Point Problems, 370 

14.6 The Langer Transformation, 375 

14.7 Eigenvalue Problems with Turning Points, 379 

Exercises, 383 

15 SOLVABILITY CONDITIONS 388 

15.1 Algebraic Equations, 389 

15.2 Nonlinear Vibrations of Two-Degree-of-Freedom 

Gyroscopic Systems, 394 

15.3 Parametrically Excited Gyroscopic Systems, 397 

15.4 Second-Order Differential Systems, 401 

15.5 General Boundary Conditions, 406 

15.6 A Simple Eigenvalue Problem, 412 

15.7 A Degenerate Eigenvalue Problem, 414 

15.8 Acoustic Waves in a Duct with Sinusoidal Walls, 418 

15.9 Vibrations of Nearly Circular Membranes, 426 

15.10 A Fourth-Order Differential System, 432 

15.11 General Fourth-Order Differential Systems, 438 

15.12 A Fourth-Order Eigenvalue Problem, 441 

15.13 A Differential System of Equations, 445 

15.14 General Differential Systems of First-Order Equations, 447 

15.15 Differential Systems with Interfacial Boundary Conditions, 452 



xiv CONTENTS 

15.16 Integral Equations, 454 

15.17 Partial-Differential Equations, 458 

Exercises, 462 

APPENDIX A TRIGONOMETRIC IDENTITIES 472 

APPENDIX B LINEAR ORDINARY-DIFFERENTIAL 

EQUATIONS 480 

BIBLIOGRAPHY 501 

INDEX 507 



CHAPTER 1 

Introduction 

1.1. Dimensional Analysis 

Exact solutions are rare in many branches of fluid mechanics, solid mechanics, 
motion, and physics because of nonlinearities, inhomogeneities, and general 
boundary conditions. Hence, engineers, physicists, and applied mathematicians 
are forced to determine approximate solutions of the problems they are facing. 
These approximations may be purely numerical, purely analytical, or a combina-
tion of numerical and analytical techniques. In this book, we concentrate on the 
purely analytical techniques, which, when combined with a numerical technique 
such as a finite-difference or a finite-element technique, yield very powerful and 
versatile techniques. 

The key to solving modern problems is mathematical modeling. This process 
involves keeping certain elements, neglecting some, and approximating yet 
others. To accomplish this important step, one needs to decide the order of 
magnitude (i.e., smallness or largeness) of the different elements of the system 
by comparing them with each other as well as with the basic elements of the 
system. This process is called nondimensionalization or making the variables 
dimensionless. Consequently, one should always introduce dimensionless 
variables before attempting to make any approximations. For example, if an 
element has a length of one centimeter, would this element be large or small? 
One cannot answer this question without knowing the problem being con-
sidered. If the problem involves the motion of a satellite in an orbit around the 
earth, then one centimeter is very very small. On the other hand, if the problem 
involves intermolecular distances, then one centimeter is very very large. As a 
second example, is one gram small or large? Again one gram is very very small 
compared with the mass of a satellite but it is very very large compared with the 
mass of an electron. Therefore, expressing the equations in dimensionless form 
brings out the important dimensionless parameters that govern the behavior of 
the system. Even if one is not interested in approximations, it is recommended 
that one perform this important step before analyzing the system or presenting 

1 



2 INTRODUCTION 

experimental data. Next, we give a few examples illustrating the process of 

nondimensionalization. 

EXAMPLE 1 

We consider the motion of a particle of mass m restrained by a linear spring 

having the constant k and a viscous damper having the coefficient μ, as shown in 

Figure 1-1. Using Newton's second law of motion, we have 

d2u „ , Λ 
m —i- + μ — + ku = 0 

dr 

du 

~dt 
(1.1) 

where u is the displacement of the particle and t is time. Let us assume that the 

particle was released from rest from the position u0 so that the initial conditions 

are 

u(0) = uo 

du 

It 
(0) = 0 (1.2) 

In this case, u is the dependent variable and t is the independent variable. They 

need to be made dimensionless by using a characteristic distance and a character-

istic time of the system. The displacement u can be made dimensionless by using 

the initial displacement u0 as a characteristic distance, whereas the time t can be 

made dimensionless by using the inverse of the system's natural frequency ω 0 = 

\]k¡m. Thus, we put 

u* =— t* = oo0t 

where the asterisk denotes dimensionless quantities. Then, 

du _d(u0u*) dt* du* 

dt ~ dt* dt ° ° dt* 

d2u 

dt Y=COoU0 

d2u* 

dt*2 

so that (1.1) becomes 

Figure 1-1. A mass restrained by a spring and a viscous damper. 
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2 d2u* du* Ί . Λ 

muQuQ —£ + μω0α0 — + fo¿0w* = 0 

d2u* ^du* k _ Λ .+ μ* — + w* _ Q 

í/r*2 d i* γηω% 

(1.3) 
¿2w* 

Λ*2 
+ μ* 

μ* 

du* 

dt* 

μ 

= 0 

Hence, 

or 

where 

(1.4) 

In terms of the above dimensionless quantities, (1.2) becomes 

du* 
ιι*(0)=1 and — (0) = 0 (1.5) 

a/* 

Thus, the solution to the present problem depends only on the single param-

eter μ*, which represents the ratio of the damping force to the inertia force or 

the restoring force of the spring. If this ratio is small, then one can use the 

dimensionless quantity μ* as the small parameter in obtaining an approximate 

solution of the problem, and we speak of a lightly damped system. We should 

note that the system cannot be considered lightly damped just because μ is 

small; μ* = μ/ιηω0 = μ/y/km must be small. 

EXAMPLE 2 

Let us assume that the spring force is a nonlinear function of u according to 

/spring =*" + k2 U
2 (1.6) 

where k and k2 are constants. Then, (1.1) becomes 

d2u du , 

m —r + μ — + ku + k2u
2 =0 (1.7) 

dt2 dt 
Again, using the same dimensionless quantities as in the preceding example, we 

have 

d u* du * 
mu0œl -—^ + ßu0cu0 ~-^+kuöu* + k2ulu*2 = 0 

or 
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du* du* 
—ζτ + Μ* — - + w* + ew*2 =0 (1.8) 
dt*2 dt* 

where 

*
 μ

 A -
 k 2 U

° (Λ Q̂  

μ* = a n ( j e = (i 9) 

mco0 & 

The initial conditions transform as in (1.5). Thus, the present problem is a func-

tion of the two dimensionless parameters μ* and e. As before^* represents the 

ratio of the damping force to the inertia force or the linear restoring force. The 

parameter e represents the ratio of the nonlinear and linear restoring forces of 

the spring. 

When we speak of a weakly nonlinear system, we mean that k2u0/k is small. 

Even if k2 is small compared with k, the nonlinearity will not be small if u0 is 

large compared with k/k2. Thus, e is the parameter that characterizes the 

nonlinearity. 

EXAMPLE 3 

As a third example, we consider the motion of a spaceship of mass m that is 

moving in the gravitational field of two fixed mass-centers whose masses mx and 

m 2 are much much bigger than m. With respect to the Cartesian coordinate 

system shown in Figure 1-2, the equations of motion are 

d2x _ mrriiGx mm2G{x - L) 
m~dt2~~~ (x2+y2f2~ {(x-Lf+y2]*'2 ( U 0 ) 

d2y _ mmxGy mm2Gy 
mdt2~~(x2+y2)3¡2~ [(x-Lf+y2]3!2 ( U 1 ) 

where t is the time, G is the gravitational constant, and L is the distance between 
rrii

 a n
d

 m
2-

In this case, the dependent variables are x may and the independent variable 
is t. Clearly, a characteristic length of the problem is L, the distance between the 
two mass centers. A characteristic time of the problem is not as obvious. Since 

I 
I 
I 
I 
I 

m,T m 2 

i 

U L > 

Figure 1-2. A satellite in the gravitational field of two fixed mass centers. 
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the motions of the masses mx and m2 are assumed to be independent of that of 
the spaceship, mx and m2 move about their center of mass in ellipses. The 
period of oscillation is 

2nL3¡2 

Γ = 
yjGQrii +m 2 ) 

so that the frequency of oscillation is 

ω0 =L~3f2 y/G(m1 +m 2 ) (1.12) 

Thus, we use the inverse of co0 as a characteristic time. Then, we introduce di-

mensionless quantities defined by 

x* = y y* = j t* = co0t (1.13) 
Li LI 

so that 

dx _d(x*L) dt* _T dx* d2x 2d
2x* 

dt~ dt* dt~LC°° dt* dt2 L"°dt*2 

dy _d(y*L) dt* _ dy* d2y 2d
2y* 

dt~ dt* dt~Lœ°dt* dt2 Ιω° dt*2 

Hence, (1.10) and (1.11) become 

d2x* _ mmxGLx* mm2GL(x* - 1) 
mLoio 

dt*2 [L2(x*2 +y*2)]3!2 [L2(x*~ \f + L2y*2]3¡2 

0 d2y* mmxGLy* mm2GLy* 
mLoúo 

or 

(1.14) 

(1.15) 

dt*2 [L2(x*2 +y*2)]3¡2 [L2(x*~ l)2 + L2y*2]3/2 

d2x* _ mxG x* m2G (x* - 1) 

~dt*T~~ L3œ2
0(x*2+y*2)3t2 ~ ¿3ω2

0 [(x* - \f +y*2}3¡2 

d2y* _ mxG y* m2G y* 

~dt*2~~~ L3co2
0(x*2 +y*2)3!2 ~ L3ω2

0 [(x* - l)2 +y*2)3!2 

Using (1.12), we have 

mxG _ mx m2G _ m2 

L3CÛQ mx + m2 L3COQ mx + m2 

Hence, if we put 

m2 , mx 

- =e then = l - e (1.16) 
mx + m2 mx + m2 



6 INTRODUCTION 

and (1.14) and (1.15) become 

d2x* _ (l-e)x* e(jc* - 1) 
dt*2 (x*2 + j ; * 2 ) 3 / 2 [(**- l ) 2 + j * 2 ] 3 / 2 ( L 1 7 ) 

d2y* _ (1 - e)y* e j* 
dt*2 (x*2 + j* 2 ) 3 / 2 [(**- I)2 + j ; * 2 ] 3 / 2 (1.18) 

Therefore, the problem depends only on the parameter e, which is usually 
called the reduced mass. If mx represents the mass of the earth and m2 the mass 
of the moon, then 

J_ 
80 1 

i + i -
 81 

80 
which is small and can be used as a perturbation parameter in determining an 
approximate solution to the motion of a spacecraft in the gravitational field of 
the earth and the moon. 

EXAMPLE 4 
As a fourth example, we consider the vibration of a clamped circular plate of 

radius a under the influence of a uniform radial load. If w is the transverse 
displacement of the plate, then the linear vibrations of the plate are governed by 

dt2 DV4w - PV2 w - p T T = 0 (1.19) 

where t is the time, D is the plate rigidity, P is the uniform radial load, and p is 
the plate density per unit area. The boundary conditions are 

w = 0 — = 0 atr = a 
dr 

(1.20) 
w < °° at r = 0 

In this case, w is the dependent variable and t and r are the independent 
variables. Clearly, a is a characteristic length of the problem. The characteristic 
time is assumed to be T and it is specified below. Then, we define dimension-
less variables according to 

a a T 

Hence, 
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(1.19) becomes 

DIMENSIONAL ANALYSIS 7 

dw _ d(aw*) dr* _ dw* 

dr dr* <ir dr* 

dw _ d(aw*) _ dw* 

dw _ d(aw*) dt* _ a dw* _ _ _ _ _ _ _ _ _ _ 

.11 II 111 
dr2 r dr r2 dB2 

Did2 1 3 1 d 2 \ 2 ^ /> / d 2 I d 1 d 2 \ 
a3 \dr*2 r * fo* r *2 g ^ a ^ d r *2 , * d r * r *2 d 0 2 ^ 

pa d2w* _ 
" ~2~ 3 / * 2 -

or 

Z) pa2 d2w* 
— - V * 4 w * - V * 2 w * - ^ - r - - r = 0 (1.21) 
a2P PT2 dt*2 

We can choose T to make the coefficient of d2w*/df*2 equal to 1, that is, 

T = a\Jp/P. Then, (1.21) becomes 

d2w* 
ev* 4 w*- V*2w* r- = 0 (1.22) 

dr*2 

where 

' · & ( i 2 3 ) 

In terms of dimensionless quantities, the boundary conditions (1.20) become 

3w* Λ 
w* = = 0 at r* = 1 

d r * (1.24) 

w* < °° at r* = 0 

Therefore, the problem depends on the single dimensionless parameter e. If the 

radial load is large compared with D/a2, then e is small and can be used as a 

perturbation parameter. 
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EXAMPLE 5 

As a final example, we consider steady incompressible flow past a flat plate. 

The problem is governed by 

bu bv Λ 
— + — = 0 
dx by 

I bu bu\ bp (b
2
u b

2
u\ 

/ bv bv\ bp (b
2
v b

2
v\ 

u 

u 

υ = 0 

- Uoo, v ■ 0 

at 

as 

j = 0 

X-+-c 

(1.25) 

(1.26) 

(1.27) 

(1.28) 

where u and v are the velocity components in the x and y directions, respec-
tively, p is the pressure, p is the density, and μ is the coefficient of viscosity. 

In this case, u, υ, and p are the dependent variables and x and y are the inde-

pendent variables. To make the equations dimensionless, we use I asa charac-

teristic length, where L is the distance from the leading edge to a specified point 

on the plate as shown in Figure 1-3, and use £/«, as a characteristic velocity. We 

take pUW as a characteristic pressure. Thus, we define dimensionless quantities 

according to 

u 

Ko i/o. 

Then, 

bu _b(UooU*)dx* ^Uoo bu* 

bx bx* dx L bx* 

pUl
 X

* 

bu _ i/«. 9M* 

by L by* 

-
x
 *~y 

L
 y

 L 

b
2
u _ U„ b

2
u* 

bx
2
 L

2
 bx*

2 

b
2
u^Uoob

2
u* 

by
2
 L

2
 by *2 

=> 

AV>V 

- x , u 

Figure 1-3. Flow past a flat plate. 
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θ£_^οοθϋ* d^_Uo1dv^ < ^ _ t ^ a V * d
2
v_Uoo d

2
v* 

bx~ L bx* aj> " L by* bx2 ~ L2 b^*2 by2 ~ L2 by*2 

ap = p ^ i a p * dp^pul bp* 

dx L dx* by L by* 

Hence, (1.25) through (1.28) become 

U^bu* Uoobv* Λ , _ 

+ = 0 (1.29) 
L ax* L by* K J 

pUl A aw* p£/¿ A aw* pUl bp* μίΐοο r . - - i , 
u* + - v* = - - — + ^ H T + T (1.30) L ax* L a^* L ax* 

pUl 3ϋ* pí/a 3ϋ* p í / i a p 

ax* L 3 j * L by 

u* - v* = 0 at j>* 

í/ooW*->í/oo,y*->0 asx* 

Equations (1.29) through (l .32) can be rewritten as 

/a2w* a2w*\ 

[bx*2* by*2) 

* ßUoo(b2v* b2v*\ , 

*
+
τη^

+
^)

(131 ) 

(1.32) 

aw* bv* Λ _ ^ N 
+ = 0 (1.33) 

ax* by* v J 

uu- ™ uF i / a 2 w* a2w*\ 
w* + ϋ* = - - i l - + - 7 + 7 (1-34) 

aw* a w * bp* 
: _|. y * = 

ax* by* ax* 
i /a

2
t;* a

2
i;*\ 

Ä\ax*2 + a^*2/ 
bv* bv* bp* ^ . „ „ „ „ 

+ „* = - - Í - + - - + - (1.35) 
ax* a j * a^* # l ^-*2 ^-*2 ' 

W* = Ü * = 0 at ^ * = 0 (1.36) 

u*-*l Ü * - > 0 as x*->-oo (1-37) 

where 

* = ^ (1.38) 
M 

is called the Reynolds number. 
Equations (1.33) through (1.37) show that the problem depends only on the 

dimensionless parameter R. For the case of small viscosity, namely μ small com-

pared with pUooL,R is large and its inverse can be used as a perturbation param-

eter to determine an approximate solution of the present problem. This process 

leads to the widely used boundary-layer equations of fluid mechanics. When the 

flow is slow, namely pUooL is small compared with μ, R is small and it can be 
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used as a perturbation parameter to construct an approximate solution of the 
present problem. This process leads to the Stokes-Oseen flow. 

1.2 Expansions 

In determining approximate solutions of algebraic, differential, and integral 
equations or evaluating integrals, we need to expand quantities in power series 
of a parameter or a variable. These power series expansions are usually obtained 
either as binomial expansions or Taylor series. These are explained next. 

BINOMIAL THEOREM 

Using straight multiplication, we have 

(a + b)2 = a2 + 2ab + b2 

(a + bf = a3 +3a2b + 3ab2 + b3 

(a + bf =a4 + 4a3 b + 6a2 b2 + 4ab3 + b4 

The process can be generalized for general n as 

(a + bT=a»+na«->b+n^a«-W 

(1.39a) 

which can be rewritten as 

(a + b)n= y — ^ — - a n ~ m b m (139b) 
¿?Qm\{n-m)\ 

or 

(a + b)" = y nCman-mbm w h e r e " C m = - — — — - (1.39c) 
„Γ=Ό rn\(n-m)\ 

It turns out that (1.39a) terminates and hence it is valid when n is a positive 

integer. If it does not terminate, it is valid for any positive or negative number n 

provided that I hi a I is less than 1; otherwise, the series diverges because 

rath term t (ra- \)\n(n- 1) (n - 2) ■■•(n~ m + \)an~mbm 

lim = hm — — 
m *οβ (m- l)thterm m +~m\n(n- \){n - 2) · · · (n - m +2)an~m + 1bm~1 

(n-m + l)b b 
= lim = 

m * o« ma a 
For example, 
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(fl + Z>)5= Σ , / g
5 ! ^a5-mbm 

JrO m\(5 - m)\ 

= a5 + 5a4b+l0a3b2 + I0a2b3 +5aZ>4 + bs 

,*ï0 m\(6 - m)\ 

= a6 + 6a s£ + 15a4Z>2 + 20α3Ζ>3 + 15a2b* + 6ab5 +b6 

(a + byl2=a1l2+U-1l2b + ̂ ^a-3¡2b2+^)('^H^) a-sl2b3+--· 2 2! 3! 

= «»" + ia-
1
>

2
b- \a-

3
'
2
b

2
 ^^a~

5
l
2
b

3
 +■ ■ ■ 

(a + br=a--a-2b + ^ ^ a - 3 b 2
+ ^ - 2 ^ 3 \ - b 3

+ - - -

2! 3! 

= a~l -a-2b + a-3b2-a~4b3 + · · · 

We note that the first two series corresponding to n = 5 and 6 terminate. The 
1 
2 

last two series corresponding to n = | and -1 do not terminate, and hence, they 
are valid only when \b\<\a\. 

TAYLOR SERIES EXPANSIONS 
If a function f(x) is infinitely differentiable at x = JC0 , we express it in a power 

series of (x - x0)z$ 

f(x)=a0 +al(x- x0) + a2(x~ XQ)2 +a3(x - x0)
3 +·-

= Σ*η&-ΧοΤ (1.41) 

where the an are constants related to / and its derivatives at x = x0. Putting x = 

xQ in (1.41), we find that a0 = f(x0). Differentiating (1.41) with respect to x, 

we have 

f'(x)=a1 + 2Ä2(x - x0) + 3a3(x - x0)
2 +4a4(x- x0)

3 + · · · (1.42) 

which, upon putting x = x0, yields ax = f'(x0). Differentiating (1.42) with 
respect to x, we have 

f"(x) = 2\a2 + 3la3(x - x0) + 4 · 3β4(χ - x 0 ) 2 + * ' ' (1-43) 

which, upon putting x = x0, yields a2 - (1/2!) /"(x0) · Differentiating (1.43) 

with respect to x gives 

/ ' » = 3 ! t f 3 + 4 M * - * o ) + · · · O·
44

) 
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which, upon putting x = x0, yields a3 = ( l /3!)/ '"(x0) · Continuing the process, 
we obtain 

an=^f{nXxo) /«=££ (1.45) 

and/ ( 0 ) =/(x0) · Therefore, (1.41) can be rewritten as 

/W=ZZ—r^Qc-xoT (1-46) 
fî = 0 ni 

which is called the Taylor series expansion off(x) about x =x0. 
Since 

— (sin x) = cos x and — (cos x) = ~ sin x 
dx dx 

we have 

Since 

xs 5 X7 ( - i y v " + ' 

3! 5! 7! „̂ Ό (2Π + 1)! ' 

y 2 v 4 „6 oo f_lY»v2W 

2! 4! 6! „4l, (2«)! 

| - ( e * ) = e* 
dx 

x x2 x3 ~ xw ,, ,Λ. 
— + — + — + . . . = V — (1.49) 
1! 2! 3! Π̂ Τ0 Λ! V 7 

Since 

— [ln(l + *)] =(1 +X)"1 ^ - (1 +*)"" =-«(1 +x)" n " 1 

ajc ax 

2 v 3 v 4 oo /_ iVl +1 v " 

« • ^ - ' - ^ T - T - · - . ? ,
1

^
 (L50

> 

The above Taylor series expansions are frequently used in subsequent chapters. 

1.3. Gauge Functions 
In this book, we are interested in the limit of functions such as /(e) as e 

tends to zero, denoted by e -* 0. This limit might depend on whether e tends to 
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zero from below, denoted by et , or from above, denoted by ei . For example, 

lim e"1/e =0 lim e~l'e = °° 
e * et 

In what follows, we assume that the parameters have been normalized so that 
e > 0. If the limit of/(e) exists (i.e., it does not have an essential singularity at 
e = 0 such as sin e~l ), then there are three possibilities 

/ ( e ) - 0 
f{e)^A\ as e->0, 0<A<°° (1.51) 
/ (e)-

Most often, the above classification is not very useful because there are in-
finitely many functions that tend to zero as e -> 0. For example, 

lim sin e = 0 lim (1 - cos e) = 0 
e + 0 e + 0 

lim (e - sin e) = 0 lim [ln(l + e)]4 = 0 (1 52) 
e + 0 e + 0 J 

lim e~1/e = 0 
e * 0 

Also, there are infinitely many functions that tend to °° as e -+ 0. For example, 

lim = °° lim e + osine e + o l - A e 2 - cos e 
(1.53) 

lim e1^ lim In—= °° 
e + 0 e * 0 € 

Therefore, to narrow down the above classification, we subdivide each class 
according to the rate at which they tend to zero or infinity. To accomplish this, 
we compare the rate at which these functions tend to zero and infinity with the 
rate at which known functions tend to zero and infinity. These comparison func-
tions are called gauge functions. The simplest and most useful of these are the 
powers of e 

1 e e2 e3 · · · 

and the inverse powers of e 

-1 -2 - 3 - 4 

For small e, we know that 

1 > e > e2 > e3 > e4 > 

and 

e"1 < e '2 < e"3 < e"4 < 
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Let us determine the rate at which the preceding functions tend to zero or 
infinity. Using the Taylor series expansion (1.47), we have 

e3 

sin e = e - -— 
3! 

so that sin e -> 0 as e -> 0 because 

Using (1.48), 

lim = lim (: 
e * 0 € e + 0 \ 

we have 

e5 

· +— 
5! 

■-£ 3! 

e2 

e7 

+ ■ 

7! 

e4 

· + — + 
4! 

é 

■ ) ■ 

! _ c o s e = _ _ _ + . 

so that 1 - cos e -* 0 as e2 -> 0 because 

f 1 -cose , / l e2 \ 1 
¡un = m l l í + . . . i = 

e + o e2 e*o\2! 4! / 2! 

Using (1.47), we have 

e3 e5 

e
"

sine =
 ï ï"^T

+
·" · 

so that e - sin e -» 0 as e3 -» 0 because 

e - sine ,. / 1 e2 \ 1 
lim r = hm I — + · · · l = —-

e+o e3 e+o \3! 5! / 3! 

Using (1.50), we have 

/ e2 e3 \ 4 

[ l n ( l + e ) ] 4 = ( e - y + T + · · ) 
so that [ln(l + e)]4 -> 0 as e4 -» 0 because 

t. [ ln ( l+e) ] 4 ,. / e e2 \ 4 

lim ^ — ^ — — = hm 1 - - + — + · · · =1 
e + o e4 e>o \ 2 3 / 

To determine the rate at which exp (- 1/e) -> 0 as e -> 0, we attempt to expand 
it in a Taylor series for small e. To accomplish this, we need the derivatives of e 
a te = 0. But 

f
'V

m!!
lp-7

e
~

1
"

 (L54a) 

which, at e = 0, gives 0 over 0. Hence, we need to use I'Hospital's rule to deter-
mine its limit as e -* 0. Thus, 


