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#### Abstract

We consider a coupling between the Nernst-Planck equations and the Navier-Stokes system; we study the stationary and the evolution problems. The crucial property turns out to be the existence of an invariant region. An asymptotic result in the case of Neumann boundary conditions is also given.


## 1. - Introduction.

In this paper we study a model describing ionic concentrations, electric potential, and velocity field in an electrolitic solution.

The model is a coupling between the Nernst-Planck equations and the NavierStokes system. We refer to the books [1], [12], [13] and [14] for a detailed description of the physical background, and simply summarize here how the basic equations are derived.

If $N$ ionic species, with concentrations $P_{i}(x, t)$ and $N_{i}(x, t)$ of positive and negative charges respectively, $i=1, \ldots, N$, are assumed to exist in the solution, the corresponding current densities $\boldsymbol{J}_{i}$ are given by:

$$
\begin{align*}
& \boldsymbol{J}_{i}^{+}=-D_{i}^{+} \nabla P_{i}+k_{i}^{+} P_{i} \boldsymbol{E}+P_{i} \boldsymbol{v}  \tag{1.1}\\
& \boldsymbol{J}_{i}^{-}=-D_{i}^{-} \nabla N_{i}-k_{i}^{-} N_{i} \boldsymbol{E}+N_{i} \boldsymbol{v} \tag{1.2}
\end{align*}
$$

where $\boldsymbol{E}$ is the electric field, $\boldsymbol{v}$ is the velocity of the fluid, $D_{i}^{ \pm}>0$ are the diffusion coefficients, and $k_{i}^{ \pm}>0$ are the ionic mobilities. Since a quasi-stationary situation is assumed with all magnetic effects considered as negligible, the electric field is derivable from an electric potential $\Phi$ :

$$
\begin{equation*}
E=-\nabla \Phi \tag{1.3}
\end{equation*}
$$
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The balance equations are

$$
\begin{align*}
& \left(P_{i}\right)_{t}+\nabla \cdot \boldsymbol{J}_{i}^{+}=R\left(P_{i}, N_{i}\right),  \tag{1.4}\\
& \left(N_{i}\right)_{t}+\nabla \cdot \boldsymbol{J}_{i}^{-}=R\left(P_{i}, N_{i}\right), \tag{1.5}
\end{align*}
$$

where

$$
\begin{equation*}
R\left(P_{i}, N_{i}\right)=\alpha_{i} P_{i_{0}} N_{i_{0}}-\alpha_{i} P_{i} N_{i} \tag{1.6}
\end{equation*}
$$

is the law of mass describing the process of dissociation and recombination which occurs in the solution.

In (1.6) $P_{i_{0}}=N_{i_{0}}>0$ is the value of the concentrations at equilibrium, while $\alpha_{i}$ is a recombination constant, typical of each ionic family, which cannot exceed the Langevin limit value, (see [11])

$$
\begin{equation*}
\left(\alpha_{i}\right)_{\mathrm{LIM}}=\frac{k_{i}^{+}+k_{i}^{-}}{\varepsilon} . \tag{1.7}
\end{equation*}
$$

If we define

$$
\begin{equation*}
A_{i}=\frac{\alpha_{i}}{\left(\alpha_{i}\right)_{\mathrm{LIM}}}, \tag{1.8}
\end{equation*}
$$

then

$$
\begin{equation*}
A_{i} \leqslant 1 . \tag{1.9}
\end{equation*}
$$

Experimental studies, see [3] and [1], show that in liquid dielectrics $A_{i}$ is approximately equal to one.

Substituting (1.1) and (1.2) into (1.4) and (1.5) and taking into account (1.3) and (1.6), we have:

$$
\begin{align*}
& \left(P_{i}\right)_{i}=D_{i}^{+} \Delta P_{i}+k_{i}^{+} \nabla \cdot\left(P_{i} \nabla \Phi\right)-\nabla \cdot\left(P_{i} \boldsymbol{v}\right)+\alpha_{i} P_{i_{0}} N_{i_{0}}-\alpha_{i} P_{i} N_{i},  \tag{1.10}\\
& \left(N_{i}\right)_{t}=D_{i}^{-} \Delta N_{i}-k_{i}^{-} \nabla \cdot\left(N_{i} \nabla \Phi\right)-\nabla \cdot\left(N_{i} \boldsymbol{v}\right)+\alpha_{i} P_{i_{0}} N_{i_{0}}-\alpha_{i} P_{i} N_{i} . \tag{1.11}
\end{align*}
$$

This system is coupled with the Poisson equation

$$
\begin{equation*}
-\varepsilon \Delta \Phi=\sum_{j=1}^{N}\left(P_{j}-N_{j}\right), \tag{1.12}
\end{equation*}
$$

and the Navier-Stokes equations

$$
\begin{gather*}
\varrho\left(\boldsymbol{v}_{t}+\boldsymbol{v}_{x_{k}} v_{k}\right)=-\nabla \pi+\eta \Delta \boldsymbol{v}-\sum_{j=1}^{N}\left(P_{j}-N_{j}\right) \nabla \Phi,  \tag{1.13}\\
\nabla \cdot \boldsymbol{v}=0 . \tag{1.14}
\end{gather*}
$$

We remark that a solution of (1.10)-(1.14) is physically meaningful only if it satisfies the condition $P_{i}(x, t) \geqslant 0, N_{i}(x, t) \geqslant 0$. We take $k_{0} \Phi_{0} / d_{0}$ as a characteristic velocity, and
define the following non dimensional starred quantities:

$$
\begin{array}{lll}
v=\frac{k_{0} \Phi_{0}}{d_{0}} v^{*}, & x_{i}=d_{0} x_{i}^{*}, & t=\frac{d_{0}^{2}}{k_{0} \Phi_{0}} t^{*}, \\
\Phi=\Phi_{0} \Phi^{*}, & P_{i}=P_{i_{0}} P_{i}^{*}, & N_{i}=N_{i_{0}} N_{i}^{*}, \\
c_{i}^{*}=\frac{P_{i_{0}} d_{0}^{2}}{\varepsilon \Phi_{0}}, & D_{i}^{ \pm}=D_{0}\left(D_{i}^{ \pm}\right)^{*}, & k_{i}^{ \pm}=k_{0}\left(k_{i}^{ \pm}\right)^{*}, \\
\pi=\varrho\left(\frac{k_{0} \Phi_{0}}{d_{0}}\right)^{2} \pi^{*}, & R^{*}=\frac{\varrho k_{0} \Phi_{0}}{\eta}, & T^{*}=\frac{\varepsilon \Phi_{0}}{k \eta} .
\end{array}
$$

If we let $h_{i}=c_{i} A_{i}\left(k_{i}^{+}+k_{i}^{-}\right)$and suppress the star in the nondimensional quantities, we arrive at the system

$$
\begin{align*}
& \left(P_{i}\right)_{t}=D_{i}^{+} \Delta P_{i}+k_{i}^{+} \nabla \cdot\left(P_{i} \nabla \Phi\right)-\nabla \cdot\left(P_{i} v\right)+h_{i}\left(1-P_{i} N_{i}\right),  \tag{1.15}\\
& \left(N_{i}\right)_{t}=D_{i}^{-} \Delta N_{i}-k_{i}^{-} \nabla \cdot\left(N_{i} \nabla \Phi\right)-\nabla \cdot\left(N_{i} v\right)+h_{i}\left(1-P_{i} N_{i}\right) \tag{1.16}
\end{align*}
$$

$$
\begin{gather*}
-\Delta \Phi=\sum_{j=1}^{N} c_{j}\left(P_{j}-N_{j}\right)  \tag{1.17}\\
\nabla \cdot \boldsymbol{v}=0  \tag{1.18}\\
R\left(\boldsymbol{v}_{t}+\boldsymbol{v}_{x_{k}} v_{k}\right)=-R \nabla \pi+\Delta \boldsymbol{v}-T \sum_{j=1}^{N} c_{j}\left(P_{j}-N_{j}\right) \nabla \Phi \tag{1.19}
\end{gather*}
$$

This paper is organized as follows. Section 2 deals with the stationary problem. The evolution problem is studied in parts 3 and 4, where the existence of an invariant region for the concentrations is discussed in detail, and a theorem of existence and uniqueness for the initial-boundary value problem is presented. Finally, in section 5 the decay of the concentrations to a simple equilibrium solution is proved under the assumption of Neumann boundary conditions for both concentrations and potential.

We end this introduction with a list of preliminary results and notations that we use throughout the paper.

Let $\Omega$ be an open, bounded and connected subset of $\mathbb{R}^{n}$, with a regular boundary $\partial \Omega$. We use the customary spaces $C^{m, \alpha}(\bar{\Omega}), L^{p}(\Omega), H^{m p}(\Omega), L^{q}\left((0, T) ; H^{m p}(\Omega)\right)$, referring to the book [2] for definitions and properties. We use the notations

$$
\boldsymbol{L}^{2}(\Omega)=L^{2}(\Omega) \times L^{2}(\Omega), \quad \boldsymbol{H}_{0}^{1}(\Omega)=H_{0}^{1}(\Omega) \times H_{0}^{1}(\Omega)
$$

Scalar product and norm are denoted by (,) and $|\cdot|$ in both $L^{2}(\Omega)$ and $L^{2}(\Omega)$, while for $H_{0}^{1}(\Omega)$ and $\boldsymbol{H}_{0}^{1}(\Omega)$ we write $((u, v))=(\nabla u, \nabla v)$ and $\|u\|=(\nabla u, \nabla u)^{1 / 2}$.

Let $A_{1}: H_{0}^{1}(\Omega) \rightarrow H^{-1}(\Omega)$ be the canonical isomorphism given by

$$
\begin{equation*}
\left\langle A_{1} \varphi, \xi\right\rangle=((\varphi, \xi)), \quad \forall \xi \in H_{0}^{1}(\Omega) \tag{1.20}
\end{equation*}
$$

We still denote by $A_{1}$ the corresponding operator in $D\left(A_{1}\right)=H_{0}^{1}(\Omega) \cap H^{2}(\Omega)$ with
range in $L^{2}(\Omega)$. We recall the Poincare inequality

$$
\begin{equation*}
\lambda_{1}|\xi|^{2} \leqslant|\nabla \xi|^{2}, \quad \forall \xi \in H_{0}^{1}(\Omega) \tag{1.21}
\end{equation*}
$$

where $\lambda_{1}$ is the first eigenvalue to the operator $A_{1}$. Let

$$
\mathfrak{V}=\left\{\boldsymbol{v} \in\left(C_{0}^{\infty}(\Omega) \times C_{0}^{\infty}(\Omega)\right) ; \nabla \cdot \boldsymbol{v}=0\right\}
$$

and denote by $\boldsymbol{H}$ and $\boldsymbol{V}$ the closures of 29 in $\boldsymbol{L}^{2}(\Omega)$ and $\boldsymbol{H}_{0}^{1}(\Omega)$. Let $A_{0}: V \rightarrow V^{\prime}$ be the canonical isomorphism given by

$$
\begin{equation*}
\left\langle A_{0} \boldsymbol{v}, \boldsymbol{w}\right\rangle=((\boldsymbol{v}, \boldsymbol{w})), \quad \forall \boldsymbol{w} \in \boldsymbol{V} . \tag{1.22}
\end{equation*}
$$

As above we denote by $A_{0}$ the corresponding operator in $D\left(A_{0}\right)=\boldsymbol{V} \cap H^{2}(\Omega)$ with range in $\boldsymbol{H}$. The counterpart of (1.21) is now

$$
\begin{equation*}
\mu_{1}|\boldsymbol{w}|^{2} \leqslant|\nabla \boldsymbol{w}|^{2}, \quad \forall \boldsymbol{w} \in \mathcal{V}, \tag{1.23}
\end{equation*}
$$

where $\mu_{1}$ is the first eigenvalue of the operator $A_{0}$.
As usual with problems involving the Navier-Stokes equations, we set

$$
b(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})=\int_{\Omega} u_{i} D_{i} v_{j} w_{j} d x,
$$

whenever the integral exists. The identity

$$
\begin{equation*}
b(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})=-b(\boldsymbol{u}, \boldsymbol{w}, \boldsymbol{v}) \tag{1.24}
\end{equation*}
$$

follows immediately from the definition, while the proof of the following lemmas can be found in [16].

Lemma 1.1. - If $n=2$ and $\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w} \in \boldsymbol{H}_{0}^{1}(\Omega)$, we have

$$
\begin{equation*}
|b(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})| \leqslant 2^{1 / 2}|\boldsymbol{u}|^{1 / 2}\|\boldsymbol{u}\|^{1 / 2}\|\boldsymbol{v}\||\boldsymbol{w}|^{1 / 2}\|\boldsymbol{w}\|^{1 / 2} . \tag{1.25}
\end{equation*}
$$

Lemma 1.2. - If $n=2$ and $u \in L^{2}\left((0, T) ; H^{1}(\Omega)\right) \cap L^{\infty}\left((0, T) ; L^{2}(\Omega)\right)$, then

$$
u \in L^{4}\left((0, T) ; L^{4}(\Omega)\right) .
$$

Given $\boldsymbol{u}, \boldsymbol{v} \in \mathcal{Y}$, let $\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{v})$ be the distribution defined by

$$
\langle\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{v}), \boldsymbol{w}\rangle=b(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w}), \quad \forall \boldsymbol{w} \in \mathcal{V} .
$$

For $\boldsymbol{u}=\boldsymbol{v}$, we write

$$
\boldsymbol{B}(\boldsymbol{u})=b(\boldsymbol{u}, \boldsymbol{u}) .
$$

Lemma 1.3. - If $n=2, \boldsymbol{B}(\boldsymbol{u})$ belongs to $\vartheta^{\prime}$ and satisfies the estimate

$$
\begin{equation*}
\|\boldsymbol{B}(\boldsymbol{u})\|_{\vartheta^{\prime}} \leqslant c\|\boldsymbol{u}\|_{L^{4}(\Omega)}^{2}, \tag{1.26}
\end{equation*}
$$

where $c$ is a positive constant.

## 2. - The stationary problem.

The steady-state system corresponding to (1.15)-(1.19), i.e.

$$
\begin{gather*}
D_{i}^{+} \Delta P_{i}+k_{i}^{+} \nabla \cdot\left(P_{i} \nabla \Phi\right)-\nabla \cdot\left(P_{i} v\right)+h_{i}\left(1-P_{i} N_{i}\right)=0,  \tag{2.1}\\
D_{i}^{-} \Delta N_{i}-k_{i}^{-} \nabla \cdot\left(N_{i} \nabla \Phi\right)-\nabla \cdot\left(N_{i} v\right)+h_{i}\left(1-P_{i} N_{i}\right)=0,  \tag{2.2}\\
-\Delta \Phi=\sum_{j=1}^{N} c_{j}\left(P_{j}-N_{j}\right)  \tag{2.3}\\
\nabla \cdot v=0 \tag{2.4}
\end{gather*}
$$

$$
\begin{equation*}
R v_{x k} v_{k}=-R \nabla \pi+\Delta v-T \sum_{j=1}^{N} c_{j}\left(P_{j}-N_{j}\right) \nabla \Phi \tag{2.5}
\end{equation*}
$$

has the trivial equilibrium solution

$$
\begin{equation*}
\left(P_{1}, \ldots, P_{N}, N_{1}, \ldots, N_{N}, \Phi, v\right)=\left(1, \ldots, 1,1, \ldots, 1, \Phi_{A}, 0\right) \tag{2.6}
\end{equation*}
$$

where $\Phi_{A}$ is an harmonic function defined in $\bar{\Omega}$. Let us consider (2.1)-(2.5) with boundary conditions of the form

$$
\begin{equation*}
P_{i}=P_{i b}(x, \lambda), \quad N_{i}=N_{i b}(x, \lambda) \text { on } \partial \Omega, \tag{2.7}
\end{equation*}
$$

$$
\begin{align*}
\Phi & =\Phi_{b} \quad \text { on } \Omega  \tag{2.8}\\
\boldsymbol{v} & =\mathbf{0} \quad \text { on } \partial \Omega \tag{2.9}
\end{align*}
$$

where $\lambda \in(-\bar{\lambda}, \bar{\lambda})$ is a parameter. Assume

$$
\begin{equation*}
P_{i b}, N_{i b} \in C^{2, a}(\partial \Omega), \quad \forall \lambda \in(-\bar{\lambda}, \bar{\lambda}) \tag{2.10}
\end{equation*}
$$

$$
\begin{equation*}
P_{i b}, N_{i b}>0 \quad \text { on } \partial \Omega, \quad \forall \lambda \in(-\bar{\lambda}, \bar{\lambda}), \tag{2.11}
\end{equation*}
$$

$$
\begin{equation*}
P_{i b}(x, 0)=N_{i b}(x, 0)=1 \quad \text { on } \partial \Omega \tag{2.12}
\end{equation*}
$$

Our goal is to prove the existence of an unique continuous branch of physically acceptable solutions starting from the trivial one (2.6). We shall treat the problem in Hölder spaces, assuming $\partial \Omega$ so regular that $C^{2, a}(\partial \Omega)$ is meaningful. Let

$$
\begin{gathered}
X=\left(C^{2, a}(\bar{\Omega})\right)^{2 N} \times C^{2, a}(\bar{\Omega}) \times \mathfrak{W}, \\
Y=\left(C^{0, a}(\bar{\Omega})\right)^{2 N} \times C^{0, \alpha}(\bar{\Omega}) \times\left(C^{0, \alpha}(\bar{\Omega})\right)^{3} \times\left(C^{2, a}(\partial \Omega)\right)^{2 N} \times C^{2, \alpha}(\partial \Omega) \times\left(C^{2, \alpha}(\partial \Omega)\right)^{3},
\end{gathered}
$$

where

$$
\mathfrak{W}=\left\{v \in\left(C^{2, \alpha}(\bar{\Omega})\right)^{3} ; \nabla \cdot v \text { in } \Omega\right\} .
$$

Define the map $F: X \times(-\bar{\lambda}, \bar{\lambda}) \rightarrow Y$ as follows: if $\boldsymbol{u}=\left(P_{1}, \ldots, P_{N}, N_{1}, \ldots, N_{N}, \Phi, \boldsymbol{v}\right)$, then

$$
F(\boldsymbol{u}, \lambda)=\left(\begin{array}{l}
-D_{i}^{+} \Delta P_{i}-k_{i}^{+} \nabla \cdot\left(P_{i} \nabla \Phi\right)+\nabla \cdot\left(P_{i} \boldsymbol{v}\right)-h_{i}\left(1-P_{i} N_{i}\right) \\
-D_{i}^{-} \Delta N_{i}+k_{i}^{-} \nabla \cdot\left(N_{i} \nabla \Phi\right)+\nabla \cdot\left(N_{i} \boldsymbol{v}\right)-h_{i}\left(1-P_{i} N_{i}\right) \\
-\Delta \Phi-\sum_{j=1}^{N} c_{j}\left(P_{j}-N_{j}\right) \\
R \boldsymbol{v}_{x k} v_{k}-R \nabla \pi+\Delta \boldsymbol{v}-T \sum_{j=1}^{N} c_{j}\left(P_{j}-N_{j}\right) \nabla \Phi \\
\nabla \cdot \boldsymbol{v} \\
\left.P_{i}\right|_{\partial \Omega}-P_{i b}(x, \lambda) \\
\left.N_{i}\right|_{\partial \Omega}-N_{i b}(x, \lambda) \\
\left.\Phi\right|_{\partial \Omega}-\Phi_{b} \\
\left.\boldsymbol{v}\right|_{\partial \Omega}
\end{array}\right] .
$$

The operators $F(\boldsymbol{u}, \lambda)$ and $F_{u}(\boldsymbol{u}, \lambda)$ are both continuous, and we have $F\left(\boldsymbol{u}_{0}, 0\right)=0$, with $\boldsymbol{u}_{0}=\left(1, \ldots, 1,1, \ldots, 1, \Phi_{A}, 0\right)$. To prove that $F_{u}\left(\boldsymbol{u}_{0}, 0\right)$ is continuously invertible, we need the following algebraic

Lemma 2.1. - Let us consider the $2 \times 2$ matrices:

$$
D_{i}=\left[\begin{array}{cc}
-c_{i} k_{i}^{+}-h_{i} & c_{i} k_{i}^{+}-h_{i}  \tag{2.13}\\
c_{i} k_{i}^{-}-h_{i} & -c_{i} k_{i}^{-}-h_{i}
\end{array}\right], \quad i=1, \ldots, N
$$

$$
L_{i j}=\left[\begin{array}{cc}
-c_{j} k_{i}^{+} & c_{j} k_{i}^{+}  \tag{2.14}\\
c_{j} k_{i}^{-} & -c_{j} k_{i}^{-}
\end{array}\right], \quad i, j=1, \ldots, N
$$

Let $M$ be the $2 N \times 2 N$ matrix defined by the blocks $D_{i}$ and $L_{i j}$ as

$$
M=\left[\begin{array}{ccccc}
D_{1} & L_{12} & L_{13} & \ldots & L_{1 N}  \tag{2.15}\\
L_{21} & D_{2} & L_{23} & \ldots & L_{2 N} \\
L_{31} & L_{32} & D_{3} & \ldots & L_{3 N} \\
\vdots & \vdots & \vdots & & \vdots \\
L_{N 1} & L_{N 2} & L_{N 3} & \ldots & D_{N}
\end{array}\right]
$$

Then $M$ has the following eigenvalues

$$
\begin{equation*}
\left\{-2 h_{1}, \ldots,-2 h_{N},-\sum_{j=1}^{N} c_{j}\left(k_{j}^{+}+k_{j}^{-}\right), 0\right\}, \tag{2.16}
\end{equation*}
$$

and the corresponding multiplicities are

$$
\begin{equation*}
\{1, \ldots, 1,1, N-1\} . \tag{2.17}
\end{equation*}
$$

Proof. - We first prove by elementary operations the equality

$$
\begin{equation*}
\operatorname{det}(M-\lambda I)=\left[\prod_{i=1}^{N}\left(-2 h_{i}-\lambda\right)\right] \cdot \operatorname{det}\left(M^{*}\right) \tag{2.18}
\end{equation*}
$$

where $M^{*}=\left[m_{i j}^{*}\right]_{i, j=1, \ldots, N}$ is the $N \times N$ matrix defined by

$$
m_{i j}^{*}= \begin{cases}1 & \text { if } i \neq j, \\ 1+\frac{\lambda}{c_{i}\left(k_{i}^{+}+k_{i}^{-}\right)} & \text {if } i=j .\end{cases}
$$

To this aim, take the matrix $(M-\lambda I)$ and replace the $(2 k-1)$-th column by the sum of the ( $2 k-1$ )-th column plus the ( $2 k$ )-th column, for $k=1, \ldots, N$; then replace the $(2 k-1)$-th row by the difference between the $(2 k-1)$-th row and the $(2 k)$-th row, for $k=1, \ldots, N$. We get

$$
\operatorname{det}(M-\lambda I)=\left[\prod_{i=1}^{N}\left(-2 h_{i}-\lambda\right)\right] \cdot \operatorname{det}\left(M^{* *}\right)
$$

where the matrix $M^{* *}=\left[m_{i j}^{* *}\right]_{i, j=1, \ldots, N}$ is given by

$$
m_{i j}^{* *}= \begin{cases}c_{j}\left(k_{i}^{+}+k_{i}^{-}\right) & \text {if } i \neq j, \\ c_{i}\left(k_{i}^{+}+k_{i}^{-}\right)+\lambda & \text { if } i=j\end{cases}
$$

We obtain (2.18) if we divide the ( $i$ )-th row of $M^{* *}$ by $\left(k_{i}{ }^{+}+k_{i}^{-}\right)$, for $i=1, \ldots, N$, and the ( $j$ )-th column by $c_{j}$, for $j=1, \ldots, N$. Let now

$$
\gamma_{i}=c_{i}\left(k_{i}^{+}+k_{i}^{-}\right), \quad i=1, \ldots, N .
$$

We prove, by induction on $N$, that

$$
\operatorname{det}\left(M^{*}\right)=\left(\prod_{i=1}^{N} \gamma_{i}\right) \cdot \lambda^{N-1} \cdot\left(-\lambda-\sum_{i=1}^{N} \gamma_{i}\right) .
$$

When $N=1$ the assertion is obviously true. Suppose that the formula holds whenever the size of $M^{*}$ is less or equal to $N-1$. Replace the first row of $M^{*}$ by the difference between the first and the second row, and the first column by the difference between the first and second column. It follows

$$
\begin{aligned}
\operatorname{det}\left(M^{*}\right) & =\left(\frac{1}{\gamma_{1}}+\frac{1}{\gamma_{2}}\right) \cdot \lambda \cdot\left[\left(\prod_{i=2}^{N} \gamma_{i}\right) \cdot \lambda^{N-2} \cdot\left(-\lambda-\sum_{i=2}^{N} \gamma_{i}\right)\right]+ \\
& -\left(-\frac{1}{\gamma_{2}}\right)^{2} \cdot \lambda^{2} \cdot\left[\left(\prod_{i=3}^{N} \gamma_{i}\right) \cdot \lambda^{N-3} \cdot\left(-\lambda-\sum_{i=3}^{N} \gamma_{i}\right)\right]=\left(\prod_{i=1}^{N} \gamma_{i}\right) \cdot \lambda^{N-1} \cdot\left(-\lambda-\sum_{i=1}^{N} \gamma_{i}\right)
\end{aligned}
$$

and the lemma is proved.

Corollary 2.2. - The quadratic form

$$
\begin{align*}
& Q\left(P_{1}, N_{1}, \ldots, P_{N}, N_{N}\right)=-\left[\sum_{i=1}^{N} k_{i}^{+} P_{i}\right]\left[\sum_{j=1}^{N} c_{j}\left(P_{j}-N_{j}\right)\right]+  \tag{2.19}\\
& \quad-\sum_{i=1}^{N} h_{i} P_{i}\left(P_{i}+N_{i}\right)+\left[\sum_{i=1}^{N} k_{i}^{-} N_{i}\right]\left[\sum_{j=1}^{N} c_{j}\left(P_{j}-N_{j}\right)\right]-\sum_{i=1}^{N} h_{i} N_{i}\left(P_{i}+N_{i}\right)
\end{align*}
$$

is negative semidefinite.
Proof. - This is an immediate consequence of Lemma 2.1 since

$$
Q\left(P_{1}, N_{1}, \ldots, P_{N}, N_{N}\right)=M\left(P_{1}, N_{1}, \ldots, P_{N}, N_{N}\right) \cdot\left(P_{1}, N_{1}, \ldots, P_{N}, N_{N}\right) .
$$

Lemma 2.3. - The operator $F_{u}\left(\boldsymbol{u}_{0}, 0\right)$ is continuously invertible.
Proof. - By the closed graph theorem, we only need to prove that the linear boundary value problem:

$$
\begin{equation*}
D_{i}^{+} \Delta P_{i}+k_{i}^{+} \nabla P_{i} \cdot \nabla \Phi_{A}-k_{i}^{+} \sum_{j=1}^{N} c_{j}\left(P_{j}-N_{j}\right)-h_{i}\left(P_{i}+N_{i}\right)=0, \tag{2.20}
\end{equation*}
$$

$$
\begin{equation*}
D_{i}^{-} \Delta N_{i}-k_{i}^{-} \nabla N_{i} \cdot \nabla \Phi_{A}+k_{i}^{-} \sum_{j=1}^{N} c_{j}\left(P_{j}-N_{j}\right)-h_{i}\left(P_{i}+N_{i}\right)=0, \tag{2.21}
\end{equation*}
$$

$$
\begin{equation*}
-\Delta \Phi=\sum_{j=1}^{N} c_{j}\left(P_{j}-N_{j}\right), \tag{2.2}
\end{equation*}
$$

$$
\begin{gather*}
A_{0} v-T \sum_{j=1}^{N} c_{j}\left(P_{j}-N_{j}\right) \nabla \Phi_{A}=0,  \tag{2.23}\\
P_{i}=0 \quad \text { on } \partial \Omega,  \tag{2.24}\\
N_{i}=0 \quad \text { on } \partial \Omega,  \tag{2.2.2}\\
\Phi=0 \quad \text { on } \partial \Omega,  \tag{2.26}\\
\boldsymbol{v}=\mathbf{0} \quad \text { on } \partial \Omega, \tag{2.2.2}
\end{gather*}
$$

has only the trivial solution ( $P_{1}, N_{1}, \ldots, P_{N}, N_{N}$ ) $=(0,0, \ldots, 0,0)$. We observe that equations (2.20) and (2.21) are uncoupled with (2.22) and (2.23). Therefore it is sufficient to show that the unique solution of (2.20)-(2.21), which satisfies also the boundary conditions (2.24)-(2.25), is the trivial one. Let us multiply (2.20) by $P_{i}$ and (2.21) by $N_{i}$. Since $\Phi_{A}$ is harmonic we have, after integration by parts,

$$
\begin{aligned}
& -D_{i}^{+} \int_{\Omega}\left|\nabla P_{i}\right|^{2}-k_{i}^{+} \int_{\Omega} P_{i} \sum_{j=1}^{N} c_{j}\left(P_{j}-N_{j}\right)-h_{i} \int_{\Omega} P_{i}\left(P_{i}+N_{i}\right)=0, \\
& -D_{i}^{-} \int_{\Omega}\left|\nabla N_{i}\right|^{2}+k_{i}^{-} \int_{\Omega} N_{i} \sum_{j=1}^{N} c_{j}\left(P_{j}-N_{j}\right)-h_{i} \int_{\Omega} N_{i}\left(P_{i}+N_{i}\right)=0 .
\end{aligned}
$$

The sum over $i$ gives us

$$
-\sum_{i=1}^{N} D_{1}^{+} \int_{\Omega}\left|\nabla P_{i}\right|^{2}-\sum_{i=1}^{N} D_{i}^{-} \int_{\Omega}\left|\nabla N_{i}\right|^{2}+\int_{\Omega} Q\left(P_{1}, N_{1}, \ldots, P_{N}, N_{N}\right)=0 .
$$

By Corollary 2.2 we get $P_{i}=N_{i}=0$.
The implicit function theorem in Banach spaces can now be applied to the equation $F(\boldsymbol{u}, \lambda)=0$. We conclude that there exists a local branch of solutions to the corresponding boundary value problem (2.1)-(2.9), i.e.

$$
\begin{equation*}
\left(P_{1}(x, \lambda), \ldots, P_{N}(x, \lambda), N_{1}(x, \lambda), \ldots, N_{N}(x, \lambda), \Phi(x, \lambda), \boldsymbol{v}(x, \lambda)\right), \tag{2.28}
\end{equation*}
$$

which is defined for $|\lambda|<\bar{\lambda}$, with $\bar{\lambda}$ small enough. The solutions given by (2.28) are physically realistic because we have the following

Lemma 2.4. - The concentrations $P_{i}(x, \lambda), N_{i}(x, \lambda)$ are positive in $\bar{\Omega}$ for $|\lambda|<\bar{\lambda}$.
Proof. - Define

$$
m(\lambda)=\min \left\{\inf _{\bar{\Omega}} P_{i}(x, \lambda), \inf _{\bar{\Omega}} N_{i}(x, \lambda): i=1, \ldots, N\right\} .
$$

Then $m(0)>0$, and we can consider

$$
\lambda_{0}=\sup \{\lambda \in[0, \bar{\lambda}) ; m(\lambda)>0\} .
$$

If, by contradiction, $\lambda_{0}<\bar{\lambda}$, there exists a point $x_{0} \in \bar{\Omega}$ and a concentration, e.g. $P_{1}$, such that

$$
P_{1}\left(x, \lambda_{0}\right) \geqslant P_{1}\left(x_{0}, \lambda_{0}\right)=0, \quad \forall x \in \bar{\Omega} .
$$

Since $P_{1 b}(x, \lambda)>0$, we cannot have $x_{0} \in \partial \Omega$ and therefore $x_{0}$ must be an interior point of $\bar{\Omega}$. In this case, putting $x=x_{0}$ into the equation for the concentration $P_{1}$, we obtain

$$
-D_{i}^{+} \Delta P_{1}=h_{1} \leqslant 0
$$

This proves the required positivity.
It would clearly be interesting to prove a result of existence valid for arbitrary boundary conditions. For the case of one ionic family, i.e. for the system

$$
\begin{gather*}
-D^{+} \Delta P+\left(\boldsymbol{v}-k^{+} \nabla \Phi\right) \cdot \nabla P+c k^{+} P(P-N)-h(1-P N)=0,  \tag{2.29}\\
-D^{-} \Delta N+\left(v+k^{-} \nabla \Phi\right) \cdot \nabla N-c k^{-} N(P-N)-h(1-P N)=0,  \tag{2.30}\\
-\Delta \Phi=c(P-N),  \tag{2.31}\\
R\left(\boldsymbol{v}_{t}-\boldsymbol{v}_{x_{k}} v_{k}\right)=-R \nabla \pi+\Delta \boldsymbol{v}-T c(P-N) \nabla \Phi,  \tag{2.32}\\
\nabla \cdot \boldsymbol{v}=\boldsymbol{0},
\end{gather*}
$$

$$
\begin{gather*}
P=N=0 \quad \text { on } \partial \Omega,  \tag{2.34}\\
\Phi=\Phi_{b} \quad \text { on } \partial \Omega, \\
\boldsymbol{v}=0 \quad \text { on } \partial \Omega,
\end{gather*}
$$

we have

Theorem 2.5. - Let

$$
\begin{equation*}
h \geqslant \max \left\{\frac{c k^{+}}{2}, \frac{c k^{-}}{2}\right\} . \tag{2.37}
\end{equation*}
$$

Then there exists at least one solution of problem (2.29)-(2.36) which satisfies

$$
\begin{equation*}
P(x) \geqslant 0, \quad N(x) \geqslant 0 \quad \text { in } \bar{\Omega} . \tag{2.38}
\end{equation*}
$$

Proof. - We apply the Schauder fixed point theorem. Let

$$
\Sigma=\left\{(P, N) \in L^{2}(\Omega) ; P(x) \geqslant 0, N(x) \geqslant 0 \text { a.e, }|P|^{2} \leqslant \eta^{+},|N|^{2} \leqslant \eta^{-}\right\},
$$

where

$$
\eta^{ \pm}=\frac{h^{4}|\Omega|}{\left(D^{ \pm}\right)^{2} \lambda_{1}^{2}}
$$

( $|\Omega|$ denotes the Lebesgue measure of $\Omega$ ).
$\Sigma$ is a closed and convex subset of $L^{2}(\Omega)$. Define the map

$$
T: \Sigma \ni(\widetilde{P}, \widetilde{N}) \mapsto(P, N) \in L^{2}(\Omega)
$$

via the following linear problem:

$$
\begin{equation*}
\widetilde{\Phi}-\Phi_{b} \in H_{0}^{1}(\Omega), \quad \int_{\Omega} \nabla \widetilde{\Phi} \cdot \nabla \xi=c \int_{\Omega}(\widetilde{P}-\widetilde{N}) \xi, \quad \forall \xi \in H_{0}^{1}(\Omega), \tag{2.39}
\end{equation*}
$$

$$
\begin{equation*}
\tilde{\boldsymbol{v}} \in \boldsymbol{V}, \quad R b(\tilde{\boldsymbol{v}}, \tilde{\boldsymbol{v}}, \boldsymbol{u})+((\tilde{\boldsymbol{v}}, \boldsymbol{u}))=-T c \int_{\Omega}(\widetilde{P}-\widetilde{N}) \nabla \widetilde{\boldsymbol{\Phi}} \cdot \boldsymbol{u}, \quad \forall u \in \boldsymbol{V} \tag{2.40}
\end{equation*}
$$

(2.41) $\quad P \in H_{0}^{1}(\Omega), \quad D^{+} \int_{\Omega} \nabla P \cdot \nabla \xi+k^{+} \int_{\Omega} P \nabla \widetilde{\Phi} \cdot \nabla \xi-\int_{\Omega} P \tilde{v} \cdot \nabla \xi+$

$$
+h \int_{\Omega} P \widetilde{N} \xi=h \int_{\Omega} \xi, \quad \forall \xi \in H_{0}^{1}(\Omega),
$$

(2.42) $\quad N \in H_{0}^{1}(\Omega), \quad D^{-} \int_{\Omega} \nabla N \cdot \nabla \xi-k^{-} \int_{\Omega} N \nabla \widetilde{\Phi} \cdot \nabla \xi-\int_{\Omega} N \tilde{v} \cdot \nabla \xi+$

$$
+h \int_{\Omega} \tilde{P} N \xi=h \int_{\Omega} \xi, \quad \forall \xi \in H_{0}^{1}(\Omega)
$$

$T$ is well defined and continuous by standard arguments from the linear theory. We claim that $T$ is compact and $T(\Sigma) \subseteq \Sigma$. Setting $\xi=P$ in (2.39) and using (2.41), we find:

$$
D^{+} \int_{\Omega}|\nabla P|^{2}+\int_{\Omega}\left[\frac{c k^{+}}{2} \widetilde{P}+\left(h-\frac{c k^{+}}{2}\right) \widetilde{N}\right] P^{2}=h \int_{\Omega} P
$$

We get the following estimate:

$$
D^{+} \int_{\Omega}|\nabla P|^{2} \leqslant h \int_{\Omega}|P| \leqslant \frac{D^{+} \lambda_{1}}{2} \int_{\Omega}|P|^{2}+\frac{h^{4}|\Omega|}{2 D^{+} \lambda_{1}} \leqslant \frac{D_{1}}{2} \int_{\Omega}|\nabla P|^{2}+\frac{h^{4}|\Omega|}{2 D^{+} \lambda_{1}}
$$

where we have used hypothesis (2.37), the Young inequality, and inequality (1.21). Therefore we have:

$$
\int_{\Omega}|\nabla P|^{2} \leqslant \frac{h^{4}|\Omega|}{\left(D^{+}\right)^{2} \lambda_{1}}, \quad \int_{\Omega}|P|^{2} \leqslant \frac{h^{4}|\Omega|}{\left(D^{+}\right)^{2} \lambda_{1}^{2}}=\eta^{+}
$$

In a similar way, we find the analogous estimates for the concentration $N$. Thus $T(\Sigma)$ is compact by Rellich's Theorem. Setting $\xi=P^{-}=\min \{0, P\}$ in (2.41) we obtain

$$
D^{+} \int_{\{x \in \Omega: P(x) \leqslant 0\}}|\nabla P|^{2}+\int_{\{x \in \Omega: P(x) \leqslant 0\}}\left[\frac{c k^{+}}{2} \tilde{P}+\left(h-\frac{c k^{+}}{2}\right) \widetilde{N}\right] P^{2}=h \int_{\{x \in \Omega: P(x) \leqslant 0\}} P .
$$

It follows $P^{-}=0$ a.e. on $\Omega$. After repeating the same argument for $N$, we conclude that $T(\Sigma) \subseteq \Sigma$. This completes the proof.

REMARK 2.6. - In liquid dielectrics, $h$ is approximately equal to $c\left(k^{+}+k^{-}\right)$by Langevin's theory. Therefore (2.37) is quite accettable from the physical point of view.

## 3. - Invariant regions for the concentrations.

We recall the definition of invariant region for weakly coupled parabolic systems, together with related results. We refer for the proof to the excellent book by Smoller [15]; we also quote, among the numerous papers related to invariant regions, [4], [5],
[6], [7], [8] and [17]. Attention will be focused on the solutions of

$$
\begin{equation*}
\frac{\partial u_{i}}{\partial t}-d_{i} \Delta u_{i}+\sum_{h=1}^{n} b_{i h}(x, t) \frac{\partial u_{i}}{\partial x_{h}}=f_{i}(\boldsymbol{u}) \tag{3.1}
\end{equation*}
$$

where $\boldsymbol{u}=\left(u_{1}, \ldots, u_{m}\right), d_{i}>0$ for $i=1, \ldots, m$, and $\boldsymbol{F}(\boldsymbol{u})=\left(f_{1}(\boldsymbol{u}), \ldots, f_{m}(\boldsymbol{u})\right)$ is a smooth vector field defined on $\mathbb{R}^{m}$. Let $G_{k}, k=1, \ldots, s$, be real functions of class $C^{1}$ on $\mathbb{R}^{m}$ such that $\nabla G_{k} \neq 0$. The set

$$
\begin{equation*}
\Sigma=\bigcap_{k=1}^{s}\left\{\boldsymbol{u} \in \mathbb{R}^{m} ; G_{k}(\boldsymbol{u}) \leqslant 0\right\} \tag{3.2}
\end{equation*}
$$

is called an invariant region for (3.1) if any regular solution $\boldsymbol{u}(x, t)$ of (3.1), such that

$$
\begin{gather*}
\boldsymbol{u}(x, 0) \in \Sigma, \quad \forall x \in \Omega  \tag{3.3}\\
\boldsymbol{u}(x, t) \in \Sigma, \quad \forall(x, t) \in \partial \Omega \times(0, T) \tag{3.4}
\end{gather*}
$$

satisfies

$$
\begin{equation*}
\boldsymbol{u}(x, t) \in \Sigma, \quad \forall(x, t) \in \Omega \times(0, T) \tag{3.5}
\end{equation*}
$$

Theorem 3.1. - Let $\Sigma$, defined by (3.2), be an invariant region for (3.1). Then at every point $\boldsymbol{u} \in \partial \Sigma$ where $G_{k}(\boldsymbol{u})=0$, we have

$$
\begin{equation*}
\nabla G_{k}(\boldsymbol{u}) \cdot \boldsymbol{F}(\boldsymbol{u}) \leqslant 0 \tag{3.6}
\end{equation*}
$$

Theorem 3.2. - Let $d_{i} \neq d_{j}$ when $i \neq j$. If $\Sigma$ is an invariant region for (3.1), then it has the special form

$$
\begin{equation*}
\Sigma=\bigcap_{i=1}^{m}\left\{\boldsymbol{u} \in \mathbb{R}^{m} ; a_{i} \leqslant u_{i} \leqslant b_{i}\right\} \tag{3.7}
\end{equation*}
$$

We also quote the following sufficient conditions.
Theorem 3.3. - Assume $d_{i}=d>0$ and let $\Sigma$, given by (3.2), be convex. Moreover, suppose $\boldsymbol{F}(\boldsymbol{u})$ never points out of $\Sigma$ for $\boldsymbol{u}$ on the boundary of $\Sigma$. Then $\Sigma$ is an invariant region for (3.1).

THEOREM 3.4. - Let $\Sigma$ be given by (3.7) and assume $\boldsymbol{F}(\boldsymbol{u})$ never points out of $\Sigma$ whenever $\boldsymbol{u}$ belongs to $\partial \Sigma$. Then $\Sigma$ is an invariant region for (3.1).

Equations (1.12) and (1.13) are not of the type (3.1); however, they can be written in a form suitable for applying Theorems 3.1 and 3.4. More precisely, if we substitute (1.14) in (1.12) and (1.13), and take into account (1.15), we obtain

$$
\begin{gather*}
\left(P_{i}\right)_{t}=D_{i}^{+} \Delta P_{i}+\left(k_{i}^{+} \nabla \Phi-v\right) \cdot \nabla P_{i}+f_{i}(\boldsymbol{P}, \boldsymbol{N})  \tag{3.8}\\
\left(N_{i}\right)_{t}=D_{i}^{-} \Delta N_{i}-\left(k_{i}^{-} \nabla \Phi+v\right) \cdot \nabla N_{i}+g_{i}(\boldsymbol{P}, \boldsymbol{N}) \tag{3.9}
\end{gather*}
$$

where

$$
\begin{gather*}
f_{i}(\boldsymbol{P}, \boldsymbol{N})=-k_{i}^{+} P_{i} \sum_{j=1}^{N} c_{j}\left(P_{j}-N_{j}\right)+h_{i}\left(1-P_{i} N_{i}\right)  \tag{3.10}\\
g_{i}(\boldsymbol{P}, \boldsymbol{N})=k_{i}^{-} N_{i} \sum_{j=1}^{N} c_{j}\left(P_{j}-N_{j}\right)+h_{i}\left(1-P_{i} N_{i}\right) \tag{3.11}
\end{gather*}
$$

The cases $N=1$ and $N>1$ are considerably different. In fact, we have

Theorem 3.5. - Let $N=1$ and define

$$
Q=\left\{(P, N) \in \mathbb{R}^{2}: 0 \leqslant P \leqslant 1+r, 0 \leqslant N \leqslant 1+r\right\},
$$

where $r$ is a positive constant. Then, there exists $\hat{r}>0$ such that $Q$ is an invariant region for the concentrations for all $r \geqslant \widehat{r}$.

Proof. - In the present case of one ionic family, (3.10)-(3.11) become

$$
\begin{gathered}
f(P, N)=-k c P(P-N)+h(1-P N) \\
g(P, N)=k c N(P-N)+h(1-P N)
\end{gathered}
$$

To apply Theorem 3.4, we put

$$
\partial Q=\Gamma_{1} \cup \Gamma_{2} \cup \Gamma_{3} \cup \Gamma_{4}
$$

where

$$
\begin{aligned}
& \Gamma_{1}=\{(P, N) ; N=0,0 \leqslant P \leqslant 1+r\}, \\
& \Gamma_{2}=\{(P, N) ; P=1+r, 0 \leqslant N \leqslant 1+r\}, \\
& \Gamma_{3}=\{(P, N) ; N=1+r, 0 \leqslant P \leqslant 1+r\}, \\
& \Gamma_{4}=\{(P, N) ; P=0,0 \leqslant N \leqslant 1+r\} .
\end{aligned}
$$

If $\boldsymbol{v}$ is the exterior unit normal vector to $\partial Q$ and $\boldsymbol{F}(P, N)=(f(P, N), g(P, N))$, we have

$$
\left.\boldsymbol{F} \cdot \boldsymbol{v}\right|_{\Gamma_{1}}=-h<0, \quad P \in[0,1+r]
$$

and, in the same way,

$$
\left.\boldsymbol{F} \cdot \boldsymbol{v}\right|_{\Gamma_{4}}<0, \quad N \in[0,1+r] .
$$

Moreover, $\left.\boldsymbol{F} \cdot \boldsymbol{v}\right|_{\Gamma_{2}}$ is a linear function of $N$, which is negative for $N=0$ and $N=1+\boldsymbol{r}$ if $r \geqslant \hat{r}$, with $\hat{r}$ sufficiently large. Similarly we have $\left.\boldsymbol{F} \cdot \boldsymbol{v}\right|_{\Gamma_{3}}<0$. Hence, by Theorem 3.4, the result follows.

Theorem 3.6. - Assume $N \geqslant 1$ and

$$
\begin{equation*}
D_{i}^{+}=D_{i}^{-}=D, \quad i=1, \ldots, N . \tag{3.12}
\end{equation*}
$$

Let $r, \alpha_{1}, \ldots, \alpha_{N}$ be positive constants and define

$$
\begin{aligned}
& \varrho_{i}=c_{i}\left(P_{i}-N_{i}\right), \quad \varrho=\sum_{j=1}^{N} \varrho_{j}, \\
& Q=\left\{(\boldsymbol{P}, \boldsymbol{N}) \in \mathbb{R}^{2 n} ; 0 \leqslant P_{i}, N_{i} \leqslant 1+r, i=1, \ldots, N\right\}, \\
& S^{+}=\left\{(\boldsymbol{P}, \boldsymbol{N}) \in \mathbb{R}^{2 n} ; \varrho \geqslant 0, \varrho_{i} \leqslant \alpha_{i}, i=1, \ldots, N\right\}, \\
& S^{-}=\left\{(\boldsymbol{P}, \boldsymbol{N}) \in \mathbb{R}^{2 n} ; \varrho \leqslant 0, \varrho_{i} \geqslant \alpha_{i}, i=1, \ldots, N\right\} .
\end{aligned}
$$

Then, there exists a positive constant $\hat{r}$ such that the convex sets

$$
\Sigma^{+}=Q \cap S^{+}, \quad \Sigma^{-}=Q \cap S^{-}
$$

are invariant for the concentrations when $r \geqslant \widehat{r}$.

Proof. - In view of (3.12), we can apply Theorem 3.4 to the vector field $\boldsymbol{F}(\boldsymbol{P}, \boldsymbol{N})$ and the convex set $\Sigma^{+}$, where $\boldsymbol{F}(\boldsymbol{P}, \boldsymbol{N})=\left(f_{i}(\boldsymbol{P}, \boldsymbol{N}), g_{i}(\boldsymbol{P}, \boldsymbol{N})\right), i=1, \ldots, N$. The boundary of $\Sigma^{+}$can be decomposed as follows:

$$
\begin{equation*}
\partial \Sigma^{+}=\left\{\left(\partial S^{+}\right) \cap Q\right\} \cup\left\{(\partial Q) \cap S^{+}\right\} \tag{3.13}
\end{equation*}
$$

Using the notation $\Gamma_{y}^{a}$ to denote the set where $y=a$, we can write

$$
\left\{\begin{array}{l}
\partial S^{+}=\left\{\Gamma_{\varrho}^{0} \cup \bigcup_{i=1}^{N} \Gamma_{\varrho}^{a i}\right\} \cap S^{+}  \tag{3.14}\\
\partial Q=\left\{\left(\bigcup_{i=1}^{N} \Gamma_{P_{i}}^{0}\right) \cup\left(\bigcup_{i=1}^{N} \Gamma_{N_{i}}^{0}\right) \cup\left(\bigcup_{i=1}^{N} \Gamma_{P_{i}}^{1+r}\right) \cup\left(\bigcup_{i=1}^{N} \Gamma_{N_{i}}^{1+r}\right)\right\} \cap Q
\end{array}\right.
$$

Then, successively we have
I. $\left.\quad \boldsymbol{F} \cdot \boldsymbol{v}\right|_{\Gamma_{e}^{0}}=\sum_{i=1}^{N} f_{i}-\left.g_{i}\right|_{\varrho=0}=0$,
II. $\left.\quad \boldsymbol{F} \cdot \boldsymbol{v}\right|_{\Gamma_{Q_{i}}^{a_{i}}}=f_{i}-\left.g_{i}\right|_{\varrho_{i}=\alpha_{i}}=-\left.k\left(P_{i}+N_{i}\right) \varrho\right|_{\varrho_{i}=\alpha_{i}} \leqslant 0$ on $S^{+}$,
III. $\left.a \quad \boldsymbol{F} \cdot \boldsymbol{v}\right|_{\Gamma \xi_{i}}=-\left.f_{i}\right|_{P_{i}=0}=-h_{i}<0$,
III. $\left.b \quad \boldsymbol{F} \cdot \boldsymbol{v}\right|_{T \ell_{i}}=-\left.g_{i}\right|_{N_{i}=0}=-h_{i}<0$,
IV.a $\left.\quad \boldsymbol{F} \cdot \boldsymbol{v}\right|_{\Gamma_{i}^{1}+r}=\left.f_{i}\right|_{P_{i}=1+r}=\varphi_{i}\left(P_{1}, \ldots, \widehat{P} \widehat{P}_{i}, \ldots, N_{N}\right)$, with
$\varphi_{i}\left(P_{1}, \ldots, \widehat{P}_{i}, \ldots, N_{N}\right)=-k(1+r)\left\{c_{i}\left[(1+r)-N_{i}\right]+\sum_{\substack{j=1 \\ j \neq i}}^{N} \varrho_{j}\right\}+h_{i}\left[1-(1+r) N_{i}\right]$.

We claim that the function $\varphi_{i}$ is nonpositive on the polyhedron $\mathscr{P}$ of $\mathbb{R}^{2 N-1}$ given by

$$
\mathscr{P}=\left\{\begin{array}{l}
0 \leqslant P_{j} \leqslant 1+r, \quad \forall j=1, \ldots, N, \quad j \neq i \\
0 \leqslant N_{j} \leqslant 1+r, \quad \forall j=1, \ldots, N \\
c_{i}\left[(1+r)-N_{i}\right]+\sum_{\substack{j=1 \\
j \neq i}}^{N} \varrho_{j} \geqslant 0 \\
c_{i}\left[(1+r)-N_{i}\right] \leqslant \alpha_{i} \\
\varrho_{j} \leqslant \alpha_{j}, \quad \forall j=1, \ldots, N, \quad j \neq i
\end{array}\right\} .
$$

Since $\alpha_{i} \geqslant 0, \mathscr{P}$ is non empty. For $r$ large enough, we can write $\mathscr{P}$ as

$$
\mathscr{P}=\tilde{\mathscr{P}} \cap\left\{c_{i}(1+r)-\alpha_{i} \leqslant c_{i} N_{i} \leqslant c_{i}(1+r), \sum_{\substack{j=1 \\ j \neq i}}^{N} \varrho_{j} \geqslant c_{i}\left[N_{i}-(1+r)\right]\right\}
$$

where

$$
\tilde{\mathscr{P}}=\left\{0 \leqslant P_{j} \leqslant 1+r, 0 \leqslant N_{j} \leqslant 1+r, \varrho_{j} \leqslant \alpha_{j} \quad \forall j=1, \ldots, N, j \neq i\right\}
$$

We observe that $\varphi_{i}$ is a linear function of its variables, and therefore it will be non positive on $\mathscr{P}$, provided it is non positive on $\partial \mathscr{P}$. Iterating this argument ( $2 N-1$ ) times, we conclude that we only need to check the sign of $\varphi_{i}$ on the vertices of the polyhedron $\mathscr{P}$. Let us consider the superior and inferior faces

$$
\mathscr{F}^{+}=\tilde{\mathscr{P}} \cap\left\{c_{i}(1+r)\right\}, \quad \mathscr{F}^{-}=\tilde{\mathscr{P}} \cap\left\{c_{i}(1+r)-\alpha_{i}\right\}
$$

and the halfspace

$$
\mathscr{C}=\left\{\sum_{\substack{j=1 \\ j \neq i}} \varrho_{j} \geqslant c_{i}\left[N_{i}-(1+r)\right]\right\}
$$

The intersection between each face with the halfspace gives

$$
\begin{aligned}
& \mathscr{F}^{+} \cap \mathscr{H}=\left\{\begin{array}{l}
0 \leqslant P_{j} \leqslant 1+r, \quad 0 \leqslant N_{j} \leqslant 1+r, \quad \varrho_{j} \leqslant \alpha_{j}, \quad \forall j=1, \ldots, N, \quad j \neq i \\
\sum_{\substack{j=1 \\
j \neq i}}^{N} \varrho_{j} \geqslant 0, \quad c_{i} N_{i}=c_{i}(1+r)
\end{array}\right\}, \\
& \mathscr{F}^{-} \cap \mathscr{H}=\left\{\begin{array}{l}
0 \leqslant P_{j} \leqslant 1+r, \quad 0 \leqslant N_{j} \leqslant 1+r, \quad \varrho_{j} \leqslant \alpha_{j}, \quad \forall j=1, \ldots, N, \quad j \neq i \\
\sum_{\substack{j=1 \\
j \neq i}}^{N} \varrho_{j} \geqslant-\alpha_{i}, \quad c_{i} N_{i}=c_{i}(1+r)-\alpha_{i}
\end{array}\right\} .
\end{aligned}
$$

If we recall the expression of $\varphi_{i}$, we obtain

$$
\left.\varphi_{i}\right|_{\mathcal{F}^{+} \cap \mathscr{K}}=-k(1+r) \cdot \sum_{\substack{j=1 \\ j \neq i}}^{N} \varrho_{j}+h_{i}\left[1-(1+r)^{2}\right] \leqslant h_{i}\left[1-(1+r)^{2}\right] \leqslant 0,
$$

where we have chosen $r$ large enough in the last inequality. Similarly we have, again for $r$ large enough,

$$
\begin{aligned}
&\left.\varphi_{i}\right|_{F^{-} \cap x}=-k(1+r) \cdot\left[\alpha_{i}+\sum_{\substack{j=1 \\
j \neq i}}^{N} \varrho_{j}\right]+h_{i}\left\{1-(1+r)\left[(1+r)-\frac{\alpha_{i}}{c_{i}}\right]\right\} \leqslant \\
& \leqslant h_{i}\left\{1-(1+r)\left[(1+r)-\frac{\alpha_{i}}{c_{i}}\right]\right\} \leqslant 0 .
\end{aligned}
$$

In particular $\varphi_{i}$ is nonnegative on all the vertices of $\mathscr{P}$. The last remaining condition
IV.b $\left.\boldsymbol{F} \cdot \boldsymbol{v}\right|_{\Gamma_{\mathrm{N}_{i}^{+}}} \leqslant 0$ can be proved in the same way as before, and the conclusion follows.

Theorem 3.1 implies a non-existence result:
Theorem 3.7. - If $N>1$, then hyperrectangular sets of the form

$$
\Sigma=\bigcap_{i=1}^{N}\left\{(\boldsymbol{P}, N) \in \mathbb{R}^{2 N} ; 0 \leqslant P_{i} \leqslant \alpha_{i}, 0 \leqslant N_{i} \leqslant \beta_{i}, i=1, \ldots, N\right\}
$$

cannot be invariant for the concentrations.
Proof. - Let us suppose, by contradiction, $\Sigma$ to be invariant. Consider the two parts of $\partial \Sigma$ given by

$$
\Gamma_{1}=\left\{P_{1}=\alpha_{1}\right\}, \quad \Gamma_{2}=\left\{N_{N}=\beta_{N}\right\} .
$$

We have
$\left.\boldsymbol{F} \cdot \boldsymbol{v}\right|_{\Gamma_{1}}=f_{1}\left(\alpha_{1}, P_{2}, \ldots, N_{1}, \ldots, N_{N}\right)=$

$$
=-k_{1} \alpha_{1}\left[c_{1}\left(\alpha_{1}-N_{1}\right)+\sum_{j=2}^{N} c_{j}\left(P_{j}-N_{j}\right)\right] h_{1}\left(1-N_{1}\right)
$$

and, in particular,

$$
f_{1}\left(\alpha_{1}, 0, \ldots, 0, \beta_{N}\right)=-k_{1} \alpha_{1}\left[c_{1} \alpha_{1}-c_{N} \beta_{N}\right]+h_{1} \leqslant 0 ;
$$

on the other hand
$\left.\boldsymbol{F} \cdot \boldsymbol{v}\right|_{\Gamma_{2}}=g_{N}\left(P_{1}, P_{2}, \ldots, N_{N-1}, \beta_{N}\right)=$

$$
=k_{N} \beta_{N}\left[\sum_{j=1}^{N-1} c_{j}\left(P_{j}-N_{j}\right)+c_{N}\left(P_{N}-\beta_{N}\right)\right]+h_{N}\left(1-P_{N} \beta_{N}\right)
$$

and thus

$$
g_{N}\left(\alpha_{1}, 0, \ldots, 0, \beta_{N}\right)=k_{N} \beta_{N}\left[c_{1} \alpha_{1}-c_{N} \beta_{N}\right]+h_{N} \leqslant 0
$$

Therefore we get the coupled inequalities

$$
\left\{\begin{array}{l}
-k_{1} \alpha_{1}\left[c_{1} \alpha_{1}-c_{N} \beta_{N}\right]+h_{1} \leqslant 0 \\
k_{N} \beta_{N}\left[c_{1} \alpha_{1}-c_{N} \beta_{N}\right]+h_{N} \leqslant 0
\end{array}\right.
$$

Put $\omega=c_{1} \alpha_{1}-c_{N} \beta_{N}$, then

$$
\frac{h_{1}}{k_{1} \alpha_{1}} \leqslant \omega \leqslant-\frac{h_{N}}{k_{N} \beta_{N}},
$$

which is impossible. Hence, by Theorem 3.4, $\Sigma$ is not invariant.
As and immediate consequence of Theorems 3.7 and 3.2 we have
Corollary 3.8. - If $N>1$ and the diffusion coefficients $D_{i}{ }^{+}, D_{i}^{-}$are different, no invariant region can exist for the concentrations.

## 4. - The evolution problem.

In this section we prove existence and uniqueness for the initial-boundary value problem given by equations (1.15)-(1.19), coupled with

$$
\begin{gather*}
P=P_{b}, \quad \boldsymbol{N}=N_{b} \quad \text { on } \partial \Omega,  \tag{4.1}\\
P(x, 0)=P_{0}(x), \quad \boldsymbol{N}(x, 0)=N_{0}(x) \quad \text { in } \Omega,  \tag{4.2}\\
\Phi=\Phi_{b} \quad \text { on } \partial \Omega  \tag{4.3}\\
v=0 \quad \text { on } \partial \Omega  \tag{4.4}\\
\boldsymbol{v}(x, 0)=v_{0}(x) \quad \text { in } \Omega . \tag{4.5}
\end{gather*}
$$

Since uniqueness for the Navier-Stokes equations in dimension 3 is an open problem, we limit our treatment to the case $\Omega \subseteq \mathbb{R}^{2}$. However, the result of existence remains true in higher dimensions. Our proof is based on the existence of the invariant region given by Theorems 3.5 and 3.6 . No special hypotheses on the data $P_{0}, \boldsymbol{N}_{0}, P_{b}, \boldsymbol{N}_{b}$, apart from regularity, are needed if $N=1$. When $N>1$, we assume

$$
\begin{equation*}
D_{i}^{+}=D_{i}^{-}=D>0, \quad i=1, \ldots, N \tag{4.6}
\end{equation*}
$$

and the existence of positive constants $\hat{r}$ and $\alpha_{i}$ such that, with the notations of Theorem 3.6,

$$
\begin{equation*}
\left(\boldsymbol{P}_{b}, \boldsymbol{N}_{b}\right) \in \Sigma^{+}, \quad \forall x \in \partial \Omega, \quad\left(\boldsymbol{P}_{0}, \boldsymbol{N}_{0}\right) \in \Sigma^{+}, \quad \forall x \in \Omega, \tag{4.7}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(\boldsymbol{P}_{b}, \boldsymbol{N}_{b}\right) \in \Sigma^{-}, \quad \forall x \in \partial \Omega, \quad\left(\boldsymbol{P}_{0}, \boldsymbol{N}_{0}\right) \in \Sigma^{-}, \quad \forall x \in \Omega \tag{4.7}
\end{equation*}
$$

We recall below a lemma of functional analysis [9], and a result of regularity [10].
Lemma 4.1. - Let $B$ be a Banach space and $T(w, \lambda)$ a continuous and compact mapping of $B \times[0,1]$ into $B$, such that $T(w, 0)=\bar{u} \in B$ for every $w \in B$. Suppose there exists a constant $M$ such that

$$
\|w\|_{B} \leqslant M
$$

for all $(w, \lambda) \in B \times[0,1]$ satisfying

$$
\begin{equation*}
w=T(w, \lambda) \tag{4.8}
\end{equation*}
$$

Then the map $T(w, 1)$ of $B$ into itself has a fixed point.
Theorem 4.2. - Let $q>2, s>2, \partial \Omega \in C^{2}$ and define $Q_{T}=\Omega \times(0, T), S_{T}=\partial \Omega \times$ $\times(0, T)$. Consider the problem

$$
\begin{gather*}
u_{t}=d \Delta u+\sum_{i=1}^{n} a_{i}(x, t) u_{x_{i}}+a(x, t) u  \tag{4.9}\\
u=u_{b} \quad \text { on } S_{T}, \quad u(x, 0)=u_{0}(x) \quad \text { in } \Omega \tag{4.10}
\end{gather*}
$$

and suppose

$$
\begin{equation*}
\left\|a_{i}\right\|_{L^{4}\left(Q_{T}\right)}<\infty, \quad\|a\|_{L^{8}\left(Q_{T}\right)}<\infty \tag{4.11}
\end{equation*}
$$

$$
\begin{equation*}
u_{0} \in W^{2-2 / q, q}(\Omega), \quad u_{b} \in W^{1-1 / 2 q, q}\left((0, T) ; W^{2-1 / q, q}(\Omega)\right) \tag{4.12}
\end{equation*}
$$

$$
\begin{equation*}
\left.u_{0}\right|_{S}=u_{b}(x, 0) \tag{4.13}
\end{equation*}
$$

Then problem (4.9)-(4.10) has a unique solution $u \in W^{1, q}\left((0, T) ; W^{2, q}(\Omega)\right)$ which satisfies

$$
\begin{equation*}
\|u\|_{W^{1, q}\left((0, T), W^{\left.2, q_{(\Omega)}\right)}\right.} \leqslant c\left\{\left\|u_{0}\right\|_{W^{2-2 / q, q_{(S)}}}+\left\|u_{b}\right\|_{W^{\left.1-1 / 2 q, q_{((0, T)}\right) ; W^{\left.2-1 / q, q_{(\Omega)}\right)}}}\right\} . \tag{4.14}
\end{equation*}
$$

Furthermore $u$ satisfies an Hölder condition in $\bar{Q}_{T}$.
The main result of this section is the following
Theorem 4.3. - Let $\Omega$ be an open and bounded subset of $\mathbb{R}^{3}$ such that $\partial \Omega \in C^{2}$ and let $Q_{T}=\Omega \times(0, T)$. Assume $q>2$ and

$$
\begin{array}{lll}
P_{i 0}, N_{i 0} \in W^{2-2 / q, q}(\Omega), & P_{i 0}, N_{i 0} \geqslant 0 & \text { in } \Omega, \\
P_{i b}, N_{i b} \in W^{2-1 / q, q}(\Omega), & P_{i b}, N_{i b} \geqslant 0 & \text { in } \Omega . \tag{4.16}
\end{array}
$$

Let (4.6) and (4.7) ${ }_{1}$ or (4.7) hold. Then there exists a unique solution $(\boldsymbol{P}, \boldsymbol{N}, \boldsymbol{\Phi}, \boldsymbol{v})$ to
problem (1.15)-(1.19), (4.1)-(4.5) such that

$$
\begin{gather*}
P_{i}, N_{i} \in W^{1, q}\left((0, T) ; W^{2, q}(\Omega)\right)  \tag{4.17}\\
\Phi \in W^{1, q}\left((0, T) ; W^{4, q}(\Omega)\right) \\
v \in L^{2}((0, T) ; V) \cap L^{\infty}((0, T) ; \boldsymbol{H})
\end{gather*}
$$

Moreover, $P_{i}, N_{i}$ are nonnegative functions which satisfy an Hölder condition in $\bar{Q}_{T}$.

Proof. To prove existence, we apply Lemma 4.1. Let $B=L^{2}((0, T)$; $\left.\boldsymbol{H}^{1}(\Omega)\right) \cap \boldsymbol{L}^{\infty}\left((0, T) ; \boldsymbol{L}^{2}(\Omega)\right)$ and $\widetilde{\boldsymbol{w}}=(\widetilde{\boldsymbol{P}}, \widetilde{\boldsymbol{N}}) \in B^{2 N}$. Define $T: B^{2 N} \times[0,1] \ni \widetilde{w} \mapsto w \in$ $\in B^{2 N}$ via the following linear problem:

$$
\begin{align*}
P_{i}-P_{i b} \in B, \quad\left(P_{i}\right)_{t} & =D_{i}^{+} \Delta P_{i}+  \tag{4.20}\\
& +\lambda\left[\left(k_{i}^{+} \nabla \widetilde{\Phi}-\tilde{v}\right) \cdot \nabla P_{i}-c_{i} k_{i}^{+} P_{i}\left(\widetilde{P}_{i}-\widetilde{N}_{i}\right)+h\left(1-P_{i} \widetilde{N}_{i}\right)\right]
\end{align*}
$$

(4.21) $\quad N_{i}-N_{i b} \in B, \quad\left(N_{i}\right)_{t}=D_{i}^{--} \Delta N_{i}+$

$$
+\lambda\left[-\left(k_{i}^{-} \nabla \widetilde{\Phi}+\tilde{\boldsymbol{v}}\right) \cdot \nabla N+c_{i} k_{i}^{-} N_{i}\left(\widetilde{P}_{i}-\widetilde{N}_{i}\right)+h\left(1-\widetilde{P}_{i} N_{i}\right)\right],
$$

(4.22) $\quad P_{i}(x, 0)=P_{i 0}(x), \quad N_{i}(x, 0)=N_{i 0}(x)$,

$$
\begin{equation*}
\widetilde{\Phi}-\Phi_{b} \in L^{\infty}\left((0, T) ; H_{0}^{1}(\Omega)\right), \quad-\Delta \widetilde{\Phi}=\sum_{j=1}^{N} c_{j}\left(P_{j}-N_{j}\right) \tag{4.23}
\end{equation*}
$$

$$
\begin{align*}
& \tilde{\boldsymbol{v}} \in L^{2}((0, T) ; \boldsymbol{v}) \cap L^{\infty}((0, T) ; \boldsymbol{H}), \quad R\left(\tilde{\boldsymbol{v}}_{t}+\tilde{\boldsymbol{v}}_{x k} \tilde{v}_{k}\right)=  \tag{4.24}\\
&=-R \nabla \pi+\Delta \tilde{\boldsymbol{v}}-\lambda\left[T \sum_{j=1}^{N} c_{j}\left(P_{j}-N_{j}\right) \nabla \Phi\right],
\end{align*}
$$

(4.25) $\nabla \cdot \tilde{v}=0$,
(4.26) $\quad \tilde{v}=0 \quad$ on $\partial \Omega, \quad \tilde{v}(x, 0)=\boldsymbol{v}_{0}(x)$.

As by Lemma 1.2 we have ( $\left.\widetilde{P}_{i}, \widetilde{N}_{i}\right) \in L^{4}\left(Q_{T}\right)$, by elliptic regularity (4.23) implies

$$
\nabla \widetilde{\Phi} \in L^{2}\left((0, T) ; H^{2}(\Omega)\right) \cap L^{\infty}\left((0, T) ; H^{1}(\Omega)\right)
$$

and

$$
\nabla \widetilde{\Phi} \in L^{4}\left((0, T) ; L^{r}(\Omega)\right), \quad r<\infty .
$$

Considering again Lemma 1.2, we infer

$$
\begin{aligned}
(\widetilde{P}-\widetilde{N}) \nabla \widetilde{\Phi} & \in L^{s}\left((0, T), L^{4}(\Omega)\right), \quad s<4 \\
& (\nabla \widetilde{\Phi}-\tilde{v}) \in L^{4}\left(Q_{T}\right)
\end{aligned}
$$

Applying Theorem 4.2, we conclude that

$$
\begin{gather*}
P_{i}, N_{i} \in W^{1, q}\left((0, T) ; W^{2, q}(\Omega)\right), \quad q>2,  \tag{4.27}\\
P_{i}, N_{i} \in C^{0, a}\left(\bar{Q}_{T}\right) . \tag{4.28}
\end{gather*}
$$

Because of (4.14) $T$ is compact; the proof of the continuity of $T$ is quite elementary and is omitted. For every $w \in B$, we have $T(w, 0)=\bar{u}$, where $\bar{u}_{i}=\left(\bar{P}_{i}, \bar{N}_{i}\right)$ is the solution of

$$
\begin{cases}\left(\bar{P}_{i}\right)_{t}=D_{i}^{+} \Delta \bar{P}_{i}, \bar{P}_{i}=\bar{P}_{i b} \text { on } \partial \Omega, \bar{P}_{i}(x, 0)=P_{i 0}(x) & \text { in } \Omega,  \tag{4.29}\\ \left(\bar{N}_{i}\right)_{t}=D_{i}^{-} \Delta \bar{N}_{i}, \bar{N}_{i}=\bar{N}_{i b} \text { on } \partial \Omega, \bar{N}_{i}(x, 0)=N_{i 0}(x) & \text { in } \Omega .\end{cases}
$$

It remains to prove that all solutions of (4.8) are a priori bounded. If $w=\left(P_{i}, N_{i}\right)$ satisfies (4.8) we have (4.28) and this in turn implies, by the regularity of the solutions of the Navier-Stokes system

$$
\begin{equation*}
\nabla \Phi-\boldsymbol{v} \in C^{0, a}\left(Q_{T}\right) \tag{4.30}
\end{equation*}
$$

If $N=1,(4.30)$ allows us to apply Theorem 3.5 and to conclude that there exists $r>0$, independent of $\lambda \in[0,1]$, such that

$$
\begin{array}{ll}
0 \leqslant P(x, t) \leqslant 1+r, & (x, t) \in \bar{Q}_{T} \\
0 \leqslant N(x, t) \leqslant 1+r, & (x, t) \in \bar{Q}_{T} \tag{4.32}
\end{array}
$$

where the index $i$ is omitted as we are dealing with only one ionic family. When $N>1$ we use Theorem 3.6, recalling hypotheses (4.6) and (4.7), and we conclude:

$$
\begin{equation*}
(\boldsymbol{P}(x, t), \boldsymbol{N}(x, t)) \in \Sigma^{+}, \quad(x, t) \in \bar{Q}_{T}, \tag{4.33}
\end{equation*}
$$

or

$$
\begin{equation*}
(\boldsymbol{P}(x, t), \boldsymbol{N}(x, t)) \in \Sigma^{-}, \quad(x, t) \in \bar{Q}_{T} . \tag{4.34}
\end{equation*}
$$

By the usual bootstrap argument, $w=\left(P_{i}, N_{i}\right)$ is bounded in the $B$-norm. Hence, by Lemma 4.1, there exists at least one solution ( $\left.P_{i}, N_{i}, \Phi, v\right)$ to the initial-boundary value problem (1.15)-(1.19), (4.1)-(4.5). Moreover, the crucial positivity condition for $P_{i}$ and $N_{i}$ is satisfied by (4.31)-(4.34).

Uniqueness is proved as an elementary application of the Gronwall inequality. Let $(\boldsymbol{P}, \boldsymbol{N}, \Phi, \boldsymbol{v}),\left(\boldsymbol{P}^{\prime}, \boldsymbol{N}^{\prime}, \Phi^{\prime}, \boldsymbol{v}^{\prime}\right)$ be two solutions and define $p_{i}=P_{i}-P_{i}^{\prime}, n_{i}=N_{i}-N_{i}^{\prime}$, $\varphi=\Phi-\Phi^{\prime}, \boldsymbol{w}=\boldsymbol{v}-\boldsymbol{v}^{\prime}$. Then $(\boldsymbol{p}, \boldsymbol{n}, \varphi, \boldsymbol{w})$ solves

$$
\begin{align*}
&\left(p_{i}\right)_{t}=D_{i}^{+} \Delta p_{i}+k_{i}^{+} \nabla \cdot\left(p_{i} \nabla \Phi\right)+k_{i}^{+} \nabla \cdot\left(P_{i}^{\prime} \nabla \varphi\right)- \nabla \cdot\left(P_{i}^{\prime} \boldsymbol{w}\right)+  \tag{4.35}\\
&-\nabla \cdot\left(p_{i} \boldsymbol{v}\right)-h_{i}\left(p_{i} N_{i}+P_{i}^{\prime} n_{i}\right), \\
&\left(n_{i}\right)_{t}=D_{i}^{-} \Delta n_{i}-k_{i}^{-} \nabla \cdot\left(n_{i} \nabla \Phi\right)-k_{i}^{-} \nabla \cdot\left(N_{i}^{\prime} \nabla \varphi\right)-\nabla \cdot\left(N_{i}^{\prime} \boldsymbol{w}\right)+  \tag{4.36}\\
&-\nabla \cdot\left(n_{i} \boldsymbol{v}\right)-h_{i}\left(p_{i} N_{i}+P_{i}^{\prime} n_{i}\right),
\end{align*}
$$

$$
\begin{gather*}
p_{i}=0 \quad \text { on } \partial \Omega, \quad p_{i}(x, 0)=0 \quad \text { in } \Omega  \tag{4.37}\\
n_{i}=0 \quad \text { on } \partial \Omega, \quad n_{i}(x, 0)=0 \quad \text { in } \Omega,  \tag{4.38}\\
-\Delta \varphi=\sum_{j=1}^{N} c_{j}\left(p_{j}-n_{j}\right),  \tag{4.39}\\
\varphi=0 \quad \text { on } \partial \Omega  \tag{4.40}\\
R\left(\boldsymbol{w}_{t}+B \boldsymbol{v}-B \boldsymbol{v}^{\prime}\right)+A_{1} \boldsymbol{w}=-T \sum_{j=1}^{N} c_{j}\left(P_{j} \nabla \varphi+p_{j} \nabla \Phi^{\prime}-N_{j} \nabla \varphi-n_{j} \nabla \Phi^{\prime}\right), \\
\nabla \cdot \boldsymbol{w}=0, \tag{4.42}
\end{gather*}
$$

$$
\boldsymbol{w}=\mathbf{0} \quad \text { on } \partial \Omega, \quad \boldsymbol{w}(x, 0)=\mathbf{0} \quad \text { on } \Omega
$$

Define $D=\min \left\{D_{i}^{+}, D_{i}^{-}, i=1, \ldots, N\right\}$. From (4.39) we have

$$
\begin{equation*}
|\cdot \nabla \varphi(t)|^{2} \leqslant C_{1}\left(|\boldsymbol{p}(t)|^{2}+|\boldsymbol{n}(t)|^{2}\right) . \tag{4.44}
\end{equation*}
$$

Let us multiply (4.35) by $p_{i}$ and (4.36) by $n_{i}$ and integrate by parts over $\Omega$. Using (4.44) and the elementary inequality

$$
|a b| \leqslant \frac{a^{2}}{2 \eta}+\frac{\eta}{2} b^{2},
$$

we find, for $\eta>0$ and for suitable constants $C_{i}=C_{i}(\eta)$,

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left(|\boldsymbol{p}(t)|^{2}+|\boldsymbol{n}(t)|^{2}\right)+D\left(|\nabla \boldsymbol{p}(t)|^{2}+|\nabla \boldsymbol{n}(t)|^{2}\right) \leqslant \\
& \\
& \leqslant C_{2}\left(|\boldsymbol{p}(t)|^{2}+|\boldsymbol{n}(t)|^{2}\right)+\eta C_{3}\left(|\nabla \boldsymbol{p}(t)|^{2}+|\nabla \boldsymbol{n}(t)|^{2}\right)+C_{4}|\boldsymbol{w}(t)|^{2} .
\end{aligned}
$$

Choosing $\eta=D / C_{3}$, we have

$$
\begin{equation*}
\frac{d}{d t}\left(|\boldsymbol{p}(t)|^{2}+|\boldsymbol{n}(t)|^{2}\right) \leqslant C_{5}\left(|\boldsymbol{p}(t)|^{2}+|\boldsymbol{n}(t)|^{2}\right)+C_{6}|\boldsymbol{w}(t)|^{2} \tag{4.45}
\end{equation*}
$$

We take, a.e. in $t$, the scalar product of (4.41) with $\boldsymbol{w}(t)$ in the duality between $\mathfrak{V}$ and $\mathfrak{V}^{\prime}$, and use (4.44). We get

$$
\begin{align*}
& R\left[\frac{d}{d t}|\boldsymbol{w}(t)|^{2}+2 b(\boldsymbol{v}(t), \boldsymbol{v}(t), \boldsymbol{w}(t))-2 b\left(\boldsymbol{v}^{\prime}(t), \boldsymbol{v}^{\prime}(t), \boldsymbol{w}(t)\right)\right]+  \tag{4.46}\\
&+2\|\boldsymbol{w}(t)\|^{2} \leqslant C_{7}\left(|\boldsymbol{p}(t)|^{2}+|\boldsymbol{n}(t)|^{2}\right)
\end{align*}
$$

Proceeding as in the proof of uniqueness for the 2-dimensional Navier-Stokes system, we have, using Lemma 2.1 and Young's inequality,

$$
\begin{equation*}
\frac{d}{d t}|\boldsymbol{w}(t)|^{2} \leqslant C_{8}\left(|\boldsymbol{p}(t)|^{2}+|\boldsymbol{n}(t)|^{2}\right)+C_{9}\|\boldsymbol{v}(t)\|^{2}|\boldsymbol{w}(t)|^{2} \tag{4.47}
\end{equation*}
$$

Adding (4.45) and (4.47) we obtain

$$
\begin{align*}
\frac{d}{d t}\left(|\boldsymbol{p}(t)|^{2}+|\boldsymbol{n}(t)|^{2}+|\boldsymbol{w}(t)|^{2}\right) \leqslant\left(C_{7}+C_{8}\right)\left(|\boldsymbol{p}(t)|^{2}\right. & \left.+|\boldsymbol{n}(t)|^{2}\right)+  \tag{4.48}\\
& +\left(C_{6}+C_{9}\|\boldsymbol{v}(t)\|^{2}\right)|\boldsymbol{w}(t)|^{2}
\end{align*}
$$

The function $t \mapsto\|v(t)\|^{2}$ is integrable, therefore we conclude, by Gronwall's inequality,

$$
\begin{equation*}
|\boldsymbol{p}(t)|^{2}+|\boldsymbol{n}(t)|^{2}+|\boldsymbol{w}(t)|^{2}=0 \tag{4.49}
\end{equation*}
$$

and, by (4.39), $|\varphi(t)|=0$. Thus, the solution is unique.

## 5. - Decay to equilibrium with no flux at the boundary.

It is reasonable to expect that the asymptotic behaviour of our initial-boundary value problem could be quite complex; here we limit ourselves to treat a particular case, in which we have convergence to the trivial solution of the stationary problem, i.e.

$$
\begin{equation*}
\left(P_{1}, \ldots, P_{N}, N_{1}, \ldots, N_{N}, \Phi, \boldsymbol{v}\right)=\left(1, \ldots, 1,1, \ldots, 1, \Phi_{A}, 0\right) \tag{5.1}
\end{equation*}
$$

We suppose the medium electrically insulated. This implies

$$
\begin{equation*}
\frac{\partial \Phi}{\partial v}=0 \quad \text { on } \quad \partial \Omega \tag{5.2}
\end{equation*}
$$

Moreover, the concentrations ( $P_{i}, N_{i}$ ) are subjected to homogeneous Neumann boundary data

$$
\begin{equation*}
\frac{\partial P_{i}}{\partial v}=0, \quad \frac{\partial N_{i}}{\partial v}=0 \quad \text { on } \partial \Omega . \tag{5.3}
\end{equation*}
$$

The other conditions are unchanged:

$$
\begin{gather*}
P_{i}(x, 0)=P_{i 0}(x), \quad N_{i}(x, 0)=N_{i 0}(x) \quad \text { in } \Omega,  \tag{5.4}\\
v=0 \quad \text { on } \partial \Omega  \tag{5.5}\\
\boldsymbol{v}(x, 0)=\boldsymbol{v}_{0}(x) \quad \text { in } \Omega . \tag{5.6}
\end{gather*}
$$

If $(\boldsymbol{P}, \boldsymbol{N}, \Phi, \boldsymbol{v})$ is a solution corresponding to the new boundary conditions, we have, integrating (1.12),

$$
\begin{equation*}
\sum_{j=1}^{N} \int_{\Omega}\left[P_{j}(x, t)-N_{j}(x, t)\right] d x=0 \tag{5.7}
\end{equation*}
$$

As a consequence, the total electric charge is zero and the present problem makes
sense only if the compatibility condition

$$
\begin{equation*}
\sum_{j=1}^{N} \int_{\Omega}\left[P_{0 j}(x)-N_{0 j}(x)\right] d x=0, \tag{5.8}
\end{equation*}
$$

is satisfied. With minor changes, all considerations regarding the existence of invariant regions can be repeated even with Neumann boundary conditions. For the present problem it is also possible to give a result of existence and uniqueness similar to Theorem 4.3.

Let

$$
\begin{equation*}
\bar{P}_{i}(t)=\frac{1}{|\Omega|} \int_{\Omega} P_{i}(x, t) d x, \quad \bar{N}_{i}(t)=\frac{1}{|\Omega|} \int_{\Omega} N_{i}(x, t) d x . \tag{5.9}
\end{equation*}
$$

Our result on the large time behaviour of solutions holds if the diffusion is sufficiently intense, and is based on the following

Lemma 5.1. - Define

$$
D=\min \left\{D_{i}^{+}, D_{i}^{-}, i=1, \ldots, N\right\} .
$$

Let $(\boldsymbol{P}, \boldsymbol{N}, \boldsymbol{\Phi}, \boldsymbol{v})$ be any solution which admits a bounded invariant region in $\mathbb{R}^{2 N}$ for the concentrations $(\boldsymbol{P}, \boldsymbol{N})$. Then there exist positive constants $\bar{D}, \tau, \gamma$, and $\gamma^{\prime}$, such that, when

$$
D \geqslant \bar{D},
$$

we have

$$
\begin{gather*}
|\nabla \boldsymbol{P}(t)|^{2}+|\nabla \boldsymbol{N}(t)|^{2} \leqslant \gamma e^{-\tau t}  \tag{5.10}\\
|\boldsymbol{P}(\cdot, t)-\overline{\boldsymbol{P}}(t)| \leqslant \gamma^{\prime} e^{-\tau t}  \tag{5.11}\\
|\boldsymbol{N}(\cdot, t)-\overline{\boldsymbol{N}}(t)| \leqslant \gamma^{\prime} e^{-\tau t} \tag{5.12}
\end{gather*}
$$

Proof. - Let $\Sigma$ be an invariant region, i.e. if $(\boldsymbol{P}(x, 0), \boldsymbol{N}(x, 0)) \in \Sigma$ for every $x \in \Omega$, then $(\boldsymbol{P}(x, t), N(x, t)) \in \Sigma$ for every $x \in \Omega$ and $t \in(0, T)$. Set

$$
\begin{array}{cc}
\mu_{1}=\sup _{(\boldsymbol{P}, N) \in \Sigma}|\nabla \Phi(x, t)|, & \mu_{2}=\sup _{(\boldsymbol{P}, N) \in \Sigma}|\boldsymbol{v}(x, t)|, \\
\mu_{3}=\sup _{(\boldsymbol{P}, N) \in \Sigma}|\boldsymbol{P}|, & \mu_{4}=\sup _{(\boldsymbol{P}, N) \in \Sigma}|\boldsymbol{N}| .
\end{array}
$$

By the definition of invariant region and the regularity of $\Phi$ and $\boldsymbol{v}$, the constants $\mu_{k}$, $k=1, \ldots, 4$, are well defined. Put

$$
\begin{equation*}
\Psi(t)=\frac{1}{2}\left(|\nabla \boldsymbol{P}(t)|^{2}+|\nabla \boldsymbol{N}(t)|^{2}\right) . \tag{5.13}
\end{equation*}
$$

Calculating $\nabla P_{j t}$ and $\nabla N_{j t}$ from (1.15) and (1.16), we estimate

$$
\begin{equation*}
\dot{\Psi}(t)=\sum_{j=1}^{N}\left[\left(\nabla P_{j}, \nabla P_{j t}\right)+\left(\nabla N_{j}, \nabla N_{j t}\right)\right] . \tag{5.14}
\end{equation*}
$$

Integrating by parts, in view of (5.2)-(5.6) and using the Cauchy-Schwartz inequality, we get

$$
\begin{align*}
\dot{\Psi}(t) \leqslant-D\left(|\Delta \boldsymbol{P}(t)|^{2}+|\Delta \boldsymbol{N}(t)|^{2}\right)+C_{1}\left(|\Delta \boldsymbol{P}(t)|^{2}\right. & \left.+|\Delta \boldsymbol{N}(t)|^{2}\right)+  \tag{5.15}\\
& +C_{2}\left(|\nabla \boldsymbol{P}(t)|^{2}+|\nabla \boldsymbol{N}(t)|^{2}\right)
\end{align*}
$$

where $C_{1}$ and $C_{2}$ are constants which depend only on the $\mu_{k}$ 's. The Neumann's conditions (5.3) imply the existence of a positive constant $m$, depending only on $\Omega$, such that

$$
\begin{equation*}
|\Delta \boldsymbol{P}(t)|^{2} \geqslant m|\nabla \boldsymbol{P}(t)|^{2}, \quad|\Delta \boldsymbol{N}(t)|^{2} \geqslant m|\nabla \boldsymbol{N}(t)|^{2} . \tag{5.16}
\end{equation*}
$$

Therefore, if $\tau=D m-C_{2}-C_{1} m$ and

$$
\begin{equation*}
D>\frac{C_{2}+C_{1} m}{m} \tag{5.17}
\end{equation*}
$$

we infer

$$
\begin{equation*}
\dot{\Psi}(t) \leqslant\left[C_{2}+\left(C_{1}-D\right) m\right]\left(|\nabla \boldsymbol{P}(t)|^{2}+|\nabla \boldsymbol{N}(t)|^{2}\right), \tag{5.18}
\end{equation*}
$$

i.e.

$$
\begin{equation*}
\dot{\Psi}(t) \leqslant-\tau \Psi(t) \tag{5.19}
\end{equation*}
$$

This implies (5.10) and, by the Poincaré inequality, (5.11) and (5.12).
The spatial averages of $P_{i}$ and $N_{i}$ satisfy the following coupled equations, obtained integrating (1.15) and (1.16) over $\Omega$ :

$$
\left\{\begin{array}{l}
\frac{d \bar{P}_{i}}{d t}=h_{i}\left(1-\frac{1}{|\Omega|} \int_{\Omega} P_{i} N_{i} d x\right)  \tag{5.20}\\
\frac{d \bar{N}_{i}}{d t}=h_{i}\left(1-\frac{1}{|\Omega|} \int_{\Omega} P_{i} N_{i} d x\right)
\end{array}\right.
$$

Defining

$$
\begin{equation*}
g_{i}(t)=\frac{h_{i}}{|\Omega|} \int_{\Omega}\left[\bar{P}_{i}(t) \bar{N}_{i}(t)-P_{i}(x, t) N_{i}(x, t)\right] d x, \tag{5.21}
\end{equation*}
$$

we can write (5.20) as a system of ordinary differential equations; more precisely we have

$$
\left\{\begin{array}{l}
\frac{d \bar{P}_{i}}{d t}(t)=h_{i}\left(1-\bar{P}_{i}(t) \bar{N}_{i}(t)\right)+g_{i}(t)  \tag{5.22}\\
\frac{d \bar{N}_{i}}{d t}(t)=h_{i}\left(1-\bar{P}_{i}(t) \bar{N}_{i}(t)\right)+g_{i}(t)
\end{array}\right.
$$

The term $g_{i}(t)$ can be estimated using (5.11) and (5.12). We obtain

$$
\begin{equation*}
\left|g_{i}(t)\right| \leqslant C_{i} e^{-\tau t} \tag{5.23}
\end{equation*}
$$

where the constants $C_{i}$ depend only on $\mu_{3}$ and $\mu_{4}$. Let $\sigma>0$. By (5.23) there exists a time $\hat{t}(\sigma)$ such that

$$
\begin{equation*}
\left|g_{i}(t)\right| \leqslant \sigma, \quad \forall t>\hat{t}(\sigma) \tag{5.24}
\end{equation*}
$$

Theorem 5.2. - Suppose

$$
\begin{equation*}
\bar{P}_{i}(0)=\bar{P}_{i 0}=\bar{N}_{i 0}=\bar{N}_{i}(0), \quad i=1, \ldots, N \tag{5.25}
\end{equation*}
$$

Then we have
(5.26) $\quad \lim _{t \rightarrow \infty} P_{i}(x, t)=1, \quad \lim _{t \rightarrow \infty} N_{i}(x, t)=1 \quad$ in $L^{2}(\Omega), \quad i=1, \ldots, N$.

Proof. - In view of (5.25) and (5.22), we obtain $\bar{P}_{i}(t)=\bar{N}_{i}(t)$. Therefore (5.22) reduces to a single equation. Let $\widehat{P}_{i}=\bar{P}_{i}(\hat{t})$ and consider the following Cauchy problems

$$
\begin{align*}
& \left\{\begin{array}{l}
\frac{d \bar{P}_{i}}{d t}=h_{i}\left(1-\bar{P}_{i}^{2}\right)+g_{i}(t) \\
\bar{P}_{i}(\hat{t})=\widehat{P}_{i}
\end{array}\right.  \tag{5.27}\\
& \left\{\begin{array}{l}
\frac{d \varphi_{i}^{ \pm}}{d t}=h_{i}\left[1-\left(\varphi_{i}^{ \pm}\right)^{2}\right] \pm \sigma, \\
\varphi^{ \pm}(\hat{t})=\widehat{P}_{i}
\end{array}\right. \tag{5.28}
\end{align*}
$$

Assume $1-\sigma / h_{i}>0$. Comparing the solutions of (5.27) and (5.28), (see [18]), we obtain

$$
\begin{equation*}
\sqrt{1+\frac{\sigma}{h_{i}}} \geqslant \limsup _{t \rightarrow \infty} \bar{P}_{i}(t) \geqslant \liminf _{t \rightarrow \infty} \bar{P}_{i}(t) \geqslant \sqrt{1-\frac{\sigma}{h_{i}}} \tag{5.29}
\end{equation*}
$$

Since $\sigma>0$ is arbitrary, it follows

$$
\lim _{t \rightarrow \infty} \widetilde{P}_{i}(t)=1
$$

Taking into account (5.11) and (5.12), we have (5.26).
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