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I n t r o d u c t i o n  

T h e  t h e o r y  of t h e  i t e r a t i o n  of  a r a t i o n a l  f u n c t i o n  R(z) d e v e l o p e d  b y  F a t o u  [ 5 - 6 ]  

a n d  J u l i a  [9] t r e a t s  t h e  s e q u e n c e  of  i t e r a t e s  {Rn(z)}  d e f i n e d  b y  

Ro(z ) - z ,  R , ( z )=  R(z), Rn+I(z)= RI(Rn(z)) , n - 0 ,  1, 2, . . . .  

A f u n d a m e n t a l  r o l e  is  p l a y e d  h e r e  b y  t h e  s e t  F of  t h o s e  p o i n t s  of  t h e  c o m p l e x  p l a n e  

s .o  1 0 3  



H. BROLIN, Inrariant sets under iteration of  rational functions 

where {RAz)} is not normal. In the general theory a numl)er of properties of F are 
deduced. Fatou and Julia have established the possible structures F can have. These 
structures depend in a very complicated way on the coefficients of R(z). But very 
little is known about what the possible structures are even for the simplest classes, 
e.g. the second and the third degree polynonfials with real coefficients. The aim of 
this thesis is to continue the general investigations concerning F, and to examine 
the structure of F for the polynomials mentioned above. 

Since there exists no modern survey on this subject, we shall devote most of Chapter 
I to a treatment of the known properties of F and of the theory needed in what fol- 
lows. A list of references for these known theorelns is added at the end of the paper. 
Furthermore, in Chapter I we solve a problem, treated by Fatou under special condi- 
tions, concerning the Lebesgue measure of F on a line and in the plane under as- 
sumptions which imply that F is totally disconnected. 

In Chapter lI ,  we consider polynomials. We examine the structure of F for poly- 
nomials of the second and the third degree. Certain results concerning the second 
degree polynomials and the polynomial z 3 '-p, p real, have already been established 
hy Myrberg [10-19]. 

In Chapter I I I ,  we define a mass distr ibution/~ by placing the mass k -'~ at the 
k" roots of the equation P~(z)-  %=0, where P(z) is a polynomial of degree k and z 0 
any point in the plane with at most two exceptions. We prove that  ju~-§ under 
weak convergence, where #* is the equilibrium distribution of F with respect to the 
logarithmic potential. In proving this, we also establish that  the logarithmic capacity 
of F is positive. Finally, by regarding P(z) as a transformation T on F we prove 
that T preserves #* and that  T is strongly mixing. 

The subject of this paper was suggested by Professor Lennart Carleson to whom 
the author is deeply grateful for his generously given advice and never failing interest. 

Chapter I. Main results concerning the iteration of rational functions 

1. Definitions 

In the investigations of this paper we will use the extended complex plane with 
the usual topology and the following notation, for a set E. 

C E  is the complement of E, 
/~ is the closure of E, 

E is the boundary of E, 
d(E1, E~) is the distance between the sets E 1 and E 2. 

Henceforth R(z) will always denote a non-linear rational function and P(z) a non- 
linear polynomial. The sequence of iterates {Rn(z)} to be studied is defined by 

Ro(z)=z , R l ( z )=R(z ) ,  R , + I ( z ) -  RI(Rn(z)) , n = 0 ,  1, 2, .... 

Definition 1.1. I] w = Rn(z) we say that w is a successor o[ z and z is a predecessor o/ 

w, in both cases o[ order n. 

Since the fixpoints of the iterates play an important part in iteration theory, we 
need the following definition. 
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Definition 1.2. I/  R,,(:() :~ and R~(u)&~ when p < n ,  we .~ay that :( is (t /ixpoi~t o/ 
order ~. The deric,ttice RI~(:~) is called the ntultiplier o/:~. 

TILe successor of a f ixpoint of order n is a new fixpoint of order n. Furthernlore,  
tile set {~, R(~.), R2(:r ) . . . . .  R,, 1(~)} is called a cycle of order n and all fixpoints of 
an n-cycle have the same multiplier RI,(=) since Rn(:()=:l-In:. 0 R'(RA(~)). 

Definition 1.3. A /ixpoint ~ (or a cycle) o/ order n is called attractive, indi//erent, 
or repulsive according as [R'~(:~)I <1,  1, or >1 ,  respecticely. I /  R~(~) e 2~~'q, 
where p and q are integers, we say tkat ~ (or the cycle) is rationally indi//erent. 

In  this paper a MS1)ius t ransformat ion of w -= R(z) is a t ransformat ion of the follow- 
ing form 

(z, w) -~(Lz, Lw), 

where L is linear. I t  is easy to see tha t  the fixpoints and their nmltipliers are left 
invariant  by  this t ransformation.  Finally,  we need the following definition. 

Definition 1.4. A set E is said to be invariant under R(z) i / R ( E ) =  E, and con~pletely 
in cariant i/ R I(E ) - E  = R(E),  where R_l(z ) denotes the inverse/unction o~ R(z). 

Remark. I f  nothing else is said, R_l(Z ) always means all the inverse branches 
and R~)l(z) one branch.  

2. The set F 

We shall now introduce tha t  set which is the principal object of our investigations. 

Delinition 2.1. The set .F consists o/ those points at which the sequence {R,(z)} is 
not normal, in the sense o/Montel. 

This implies tha t  C F  is an open set. Hence the 

Lemma 2.1. The set F is closed. 

Before characterizing F we must  prove the 

Theorem 2.1. F # r  

Proo/. Suppose, on the contrary,  t h a t  F =6 .  Then {Rn(z)} is nornlal in the whole 
extended plane and there exists a subsequenee {R,~(z)} with a rat ional  limit functioll  

g(z). By  considering the equations R ( z ) - z  =0 and R2(z ) - z  =0 it is easy to see t h a t  
there exist at  least two different cycles. Thus g(z) is not  constant.  Suppose tha t  g(z) 
is of degree s. Choose p > s. F rom {R,v_v(z)} we then ext rac t  a subsequence which tends 

to a rational funct ion h(z) of degree t > 0 .  Thus Rp(h(z))=g(z), where the degree of 
Rp(h(z)) is >s ,  which contradicts  the hypothesis.  

We shall now star t  our investigation of the properties of F .  

Theorem 2.2. The set consisting o/the repulsive and rationally indi//erent /ixpoints 
is a subset o/ F. 
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Proo/. It  is sufficient to consider f ixpoints  of order one. 

(a) Let ~ be a repulsive f ixpoint  of order one, and for s implici ty  take  ~.: 0. Hence, 
in a neighl)ourhood of the origin, 

R(Z)  a l Z  4, (g2Z2-1 .... where I . , I - l .  

Since R, , ( z )  (*~ z # ... 

and lira ]%1" :- oo. 

it is easily seen tha t  {R,,(z)} cannot  be nornlal  at  ~ 0. 
(b) Suppose now tha t  :r : 0  is a ra t iona l ly  indifferent  f ixpoint  of order  one. I t  is 

sufficient to consider the  case where R ' (a ) :  l ,  for when R'(~) ,e e~i~' q we consider 
Rq(z) and its i terates.  Hence,  in a neighl)ourhood of the  origin, 

R ,  (z) - z -~ *~" a S '  ~ ... 

and ev ident ly  {R,(z)} cannot  be normal at  ~ O. 

Theorem 2.3. The set F is completely invaria~t under R(z). 

Pro@ I t  is ev ident  tha t  if {R,~(z)} converges uni formly in a neighhourhood of 

~, then  {R,,, i(z)} and  {R,,,,+~(z)} converge uniformly in neighi)ourhoods of R(s 

and R l(~), respect ively.  Thus, if {R.(z)} is uormal  at a point  ~ it is also normal  at  
the  points  R(~) and R 1(~). This implies tha t  C F  is comple te ly  invar ian t  under  
R(z) and then  F has the  same proper ty .  

This theorem has the  following corollary.  

@orollary 2.1. The set F does not change, i~ we replace R(z) by a~y iterate R~(z). 

Lemma 2.2. Let ~ be an arbitrary point in F. Then in every neighbourhood o/ 
the /unctions {Rn (z)} omit at most two values. Moreover, the exceptional points, i/ 
any, are independent o/ ~ and do not belong to F. 

Pro@ If  the  l emma is not  t rue,  then  there  exist  a rb i t r a r i ly  small  ne ighbourhoods  
of ~ in which each Rn(z ) in the  sequence {R~(z)) onlits a t  least  three  values.  Hence 
{Rn(z)} is normal  a t  ~ (for example  see Hil le  [8] p. 248), which contradic ts  the  as- 
sumpt ion  ~ E F .  

Consider the  poss ibi l i ty  of except ional  points.  Suppose t h a t  there  exists  one excep- 
t ional  po in t  a. Then a can have  no predecessors other  t han  itself. By a M6bius t rans-  
fo rmat ion  we can move a to oo, and  then the t r ans formed  funct ion mus t  be a poly-  
nomial .  

Suppose now t h a t  there  exist  two except ional  points  a and  b. Then the  following 
two cases are possible. 

1 ~ a has no predecessors o ther  than  itself and b has no o ther  predecessors t han  
itself. 

2 ~ a and  b make  up a cycle of order  two, and  all  the i r  predecessors coincide with  
a or b. By a M6bius t rans format ion  we can move a and b to 0 and  oo. Clearly, in the  
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first  case the t ransfornled function must  be of the fornl Mz ~ where M is a constant ,  
and  in the  second case of the  folun M z  ~ 

From this we conclude t ha t  the  except ional  points  depend only on R(z) for 1)y 
considering the t ransformed functions above, we see tha t  the  except ional  points  
are a t t r ac t ive  f ixpoints  of order one or two. Thus, the  following quite t r ivia l  lemma 
completes the  proof. 

Lemma 2.3. The seq~ence {R,,(:)} is ~tort~al (~t a~t attmctice [ixpoit~t :r o / ( ~ y  order, 
i.e. ~ C F .  

As we know, the  set F is closed. I t  is, however, now possible to prove a much 
s tronger  result,  namely  

Theorem 2.4. The set F is per/ect. 

Proo/. Since F is closed i t  is sufficient to prove tha t  F is dense in itself. 
We first  observe t ha t  every ~ C F  has at  least  one predecessor ~* such tha t  
r R,(~). This is ev ident ly  t rue  when ~ is not  a f ixpoint .  If  ~ is a f ixpoint  of 

order  ~, then ~ is in the  ~-cycle {~, ~1, ~'., . . . . .  ~n 1} and :~ has at  least  one predecessor, 
~"_~, such t ha t  ~:4:~"-~. Otherwise the  equat ion R,(z) - ~  = 0  has a mult iple  root z = s  ~, 
i.e. R~(~)=0 and ~ is an a t t r ac t ive  f ixpoint .  Furthelanore,  ~__, ~ ,  v -  1, 2 . . . . .  ~ , -  1, 
for otherwise r " =s,., some v. Thus we can take  ~_~ ~ to be ~*. 

Let  ~ E F and choose ~* as above. Since F is complete ly  invar iant ,  ~* C F .  By Lemma 
2.2 we conclude t ha t  ~ is an accumulat ion point  of the  predecessor of ~*, i.e. an ac- 
cumulat ion  point  of the set F .  Thus, F is dense in itself and  theorem is proved.  

Having  es tabl ished Theorem 2.4 we use i t  to prove the converse of Lemma 2.2. 

Theorem 2.5. Let z be any poi~t in the plane with at most two exceptions. Then a 
point ~ belongs to F i/a~uf only i / ~  is an accumulation point o] the predecessors o / z .  

Proo]. The necessi ty follows from Lemma 2.2. Suppose tha t  ~ satisfies the condit ion 
supposed to  be sufficient. Choose a point  ~ E F .  Then ~ is an accumulat ion  point  of 
the  predecessors of ~, i.e. of points  in F .  Since F is perfect  i t  follows tha t  ~EF ,  
which was to be proved.  

We shall  make  use of the following corollary in la te r  sections. 

Corollary 2.2. I / q E  F and Pq is the set o/predecessors o /q ,  then F=Pq .  

Proo/. This follows immedia te ly  from Theorem 2.4 and 2.5. 
We end this f irst  character iza t ion of F with the  

Theorem 2.6. I / the  set{ F contai~s i~terior points, then F is ide~tical with the extended 
pla~e. 

Proo/. Suppose t ha t  ~E F is an inter ior  point .  Then there exists a neighbourhood 
O of ~ such t ha t  O c  F~Then  any  point  z different  from the except ional  points  of 
Theorem 2.5 has predeCssors  in ~O, which implies t ha t  z E F .  Fur thermore ,  i t  is easy 
to see t ha t  except ional  points  cannot  exist  in this case. 
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_Remark. In  1918 Lattd constructed a rational function for which the corresponding 
set F consists of the whole plane. Thus, this case can really occur. (For example see 
Cremer [3], p. 199.) 

3. On critical points 

As we have already mentioned, in this paper we shall be concerned chiefly with 
finding the properties of the set F. In these investigations, however, the critical 
points of the inverse functions {R_=(z)} will be of great importance. Therefore we 
have to discuss their relationship to iteration theory. 

Definition 3.1. I /  the equation R , ( z ) -c=O has a multiple root, then c is called a 
critical point o/ the inverse/unction R_n(z ). Hence/orth C will denote the set o/critical 
points o/all/unctions {R_,(z)}. 

We begin by establishing two simple but important results. 

Lemma 3.1. The critical points o/R_,(z) consist o/ the critical points o/R_l(z ) and 
their successors o/order 1, 2, 3 ... . .  n - 1 .  

Proo/. Divide the equation R,(z)=c as follows: 

R,_l(X ) =c  (3.1) 

R(z) =x. (3.2) 

Equation (3.2) has a multiple root if and only if x is one of the critical points of 
R1(z  ). By (3.1) the successors of order n - 1  of these points are critical points of 
R_n(z ). Now treat the equation Rn_l(X ) =c in the same way as Rn (z)= c. Repeating 
this procedure n -  1 times will complete the proof. 

I t  is quite trivial that  the critical points of R_l(Z ) are the first, order successors 
of the zeros of R'(z). This fact yields the following lemma. 

Lemma 3.2. I /  R(z) is o/degree d, then N, the number o/ critical points o/ R_l(Z), 
satisfies the inequality N < 2 ( d -  1). 

In this paper a domain always means an oPen connected set. We need the follow- 
ing definition. �9 

Delinition 3.2. 1. The immediate attractive set A*(~t) o / a  first order attractive fix- 
point r162 is the maximal domain o/normality o/{R~(z)} which contains ~. The attractive 
set A(~) o/r is defined by 

A(ot) = {z 12am= R,(z)= a}. 

2. Let (r162 be an attractive cycle o/order n. Then the immediate attractive set A*((ak}) 
o/the cycle is defined'by 

A*({=~}) = U A * ( ~ ) ,  
k 
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where A*(ctk) is the maximal domain o/normality containing ak, and the attractive set 
A({ak} ) o/the cycle is defined by 

A({ak})={zl{ak} is the cluster set ol {Rn(z)}}. 

Remark. From the definition of A*(~) it is obvious tha t  if zEA*(~r then 
lira, ~ :r Rn(z)= ~. Furthermore,  by  Corollary 2.2 it is easy to see tha t  ~A(a)=  F.  

The following theorem establishes the influence of the critical points on the number  
of at tractive fixpoints. 

Theorem 3.1. I f  {ak} is an attractive cycle, then there exists at least one critical point 
c o I R_l(z), such that ceA*({~ck}). 

Proo/. Suppose first tha t  ~ is an attractive fixpoint of order one. Then choose a 
neighbourhood U of a such tha t  U c  A*(~) and an inverse branch R*l(Z) which satisfies 
R* l (~ )=a .  Further,  introduce the functions {R*n(z)} defined in U by  R*n(Z)= 
R*I(R*-(~-I)(Z)). Thus, if no critical point  of R l(Z ) belongs to A*(a), then the functions 
{R*_n(z)} are meromorphic in U. Since each R*_=(z) omits at  least three values in U, 
for example the set F ,  {R*_~(z)} is normal in U. That,  however, contradicts the fact 
tha t  ~ is a repulsive fixpoint of the function R*l(z). 

I f  ~ belongs to an at tractive cycle {~, ~1, ~2, ..-, %}, then we define the functions 
{R*_~(z)} by  

R*-I(~) = ~ ,  R*~(~) = ~p-1, .-., R*_~(~) = ~. 

Now we use the same argument  as above and the theorem is proved. 
I t  is evident tha t  the indifferent fixpoints must  be considered as exceptional points 

in the iteration theory. I n  characterizing the set F,  however, we cannot omit the 
rationally indifferent fixpoints, which have the same influence on the structure of 
F as do the at tractive fixpoints. But  since a complete t rea tment  of these exceptional 
points takes more space than  the general case and does not  involve any  special dif- 
ficulties, we will without  proof summarize some of their properties, namely those of 
importance for the following. 

Theorem 3.2. 1% I f  ar is a rationally indi//erent /ixpoint, then there exists an im- 
mediate attractive set A *(~) which is a union o/maximal domains where Rn(z ) is normal, 
each o/which has ~r as a boundary point. 

2 ~ A*(zt) contains at least one critical point o/R_l(z). 

3 ~ The number o] indif/erent/ixpoints is/inite. 

4. The set F is homogenous 

W e  shall now prove an equivalent definition of F, which was the start  point  of 
Julia 's  investigations. 

Theorem 4.1. The set F is identical with the closure o/ the set o/repulsive/ixpoints. 

We shall need the following lemma in the proof. 
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Lemma 1.1. Every ~ E F is a~ accumulation point o/[ixpoints. 

Proo] o/Lemma 4.1, Let ~EF.  # oo, be different front the poles and the critical 
points of Re(z).  Then there exists a neighbourhood U of ~ where the d e inverse 
branches of R2(z  ) are bounded, holomorphic and have different ranges. Choose 
three of these branches R%_(z), R('2?,(z) and R~a.~(z). 

Now suppose, on the contrary, tha t  R,(z ) -z+O,  every zE U, and every ~. This 
implies tha t  

R,,(z) + R~(z),  R,,(:) 4- R(2~(z), R,,(z) # RC~(z). 

if zEU, every n. Otherwise R,.~(z)=z for some zE U. We introduce the functions 

/~,,(z) (~) R.2(z) R('~(z)-R("_~(z) Rn(z) R(I~(z) 

cf'(Z)=R,,(z) n~"-~(z) RC~(z) R(l~(z) Rn(z) ~ ( 2 )  1~~ ' Q ( Z )  �9 

Each function q,,(z) omits in U the values O, 1, ~ .  Thus the sequence {q,~(z)} is 
normal in U. But  

(2) ( l )  

9:,(z) Q(z) 

and we conclude that  {R,(z)} is norlnal in U, contradicting $ E F. Thus, the lemma is 
proved. 

Proo/ o/ Theorem 4.1. By Theorem 3.1 and 3.2 the number  of attractive and 
indifferent fixpoints is finite. Since the repulsive fixpoints belong to F all application 
of Lemma 4.1 proves the theorem. 

By using the previous theorem, we get a simple proof of the following fundamental  
result concerning F. 

Theorem 4.2. Let E be a closed set containing none o/the exceptional points o/Theorem 
2.5. I / ~  E F, then there exists/or every neighbourhood U o/~ an N such that E c RN( U). 

Proo/. According to Theorem 4.1 it is sufficient to consider the repulsive fixpoints. 
Let  ~ be a repulsive fixpoint of order n and choose a ncighbourhood U of ~ such tha t  

U c  R , ( U ) ~  R2, (U)= ... ~ R , , ( U ) ~ .  

We see from Theorem 2.5 tha t  every zEE belongs to some R~n(U), and since E is 
closed we can extract  a finite subcovcring from {R~,(U)}. If  we then choose N equal 
to the largest index used in this covering, we get E ~  RN(U), and the theorem is 
proved. 

Since F is invariant under R(z) this theorem yields the 

Theorem 4.3. I / D  is any domain such that D (1 F = F* # r  then there exists an integer 
N such that F = RN(F*). 

Remark. Instead of the formulation above we might say tha t  F is "rationally 
ho~7~ogeveous " . 
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5. On limit functions of  the iterates {R,(z)} in the complement of  F 

Henceforth G and G,. will a lways denote  maximal  domains,  where {R,,(z)} is normal.  

Lemnm 5.1. I /  the number o/ limit /unctions o/ ~r is finite, then erery limit 
/unction is a constant. 

Proo/. If  lira . . . .  R~,,(z)=/(z), uniformly,  in some U,., then lira . . . .  R~,, j,(z):=: 
Rh(l(z)). According to the assuulpt ion there exist  integers h and N such t ha t  
Rh(/(z)) -  Rh+N(/(Z)). We conclude t h a t / ( z )  is a constant .  

Theorem 5.1. I / l i m , _ ~  R=,(z) - a ,  uniformly, in a domain D and i/ el t F, theft ,~ 
is an attractive/ixpoint. 

Proo/. If  D~n--R~,~(D), then the sequence {D~,, } converges uni forndy to z :: (t. 
Thus there exist  two domains  D%. ~ and D% such tha t  D% qc D%. By taking 

we get. for z ED~v q, 

Observing tha t  

lira Rl~,,(z ) -  l im Rh%%(z)=a. 

Rh4 Z,,(z) -- Rh(Rp,,(z)) (5.1) 

we ol)tain, by  tak ing  l imits in (5.1), 

a = R h ( a ) .  

Thus, a is a f ixpoint  of order  h. Since a(~F it  camlot,  however,  be a repu|s ive or 
ra t ional ly  indifferent  f ixpoint .  Moreover, if a is an indifferent  f ixpoint ,  not rat ional ,  
then 

R.h(a) =a,  IRSh(a)l =1 

and no constant  l imit  funct ion can exist  in a neighhourhood of z - a .  We conclude 
t ha t  a mus t  be an a t t r ac t ive  f ixpoint  and the theorem is proved.  

A more difficult  p roblem has been to  decide whether  non-constant  l imit  functions 
can exist.  I t  was f inal ly proved in 1942 by  Carl Ludwig Siegel [20] tha t  this  case 
ac tua l ly  can occur. In  the  next  section we shall  establ ish a condit ion due to Fa tou ,  
which excludes the  possibi l i ty  of non-cons tant  l imit  functions. Other  results needed 
are s ta ted  in the  following theorem. 

Theorem 5.2. I / l im~_.~  Rn,,(z)=/(z) in a domain G and i / / ( z )  is not constant and 

/ ( G ) -  G*, then there exists a subsequence which converges to the l imit/unction F ( z ) - z  
in G*. Furthermore, there exists an iterate Rk(z), which maps G* one to one onto itsel/. 

Proof. Since {R~(z)} is normal  in G*, we can ex t rac t  from the sul)sequence 
{Rn~ .~l-n,(Z)} another  subsequence {Rn' ~ n'~(Z)} = {Rm~(z)} which tends  uniformly to 

a function F(z) on every compact  subset  of G*. Observing t ha t  

R,,;~ l_n'(Rn;,(z)) = Rn;+i(z ) (5.2) 
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we obtain, by taking the limits in (5.2), 

P(l(z)) =l(z) 
and we conclude that F(z) = z. 

Now if zoEG*, there exists an iterate Rk(z) such that Rk(zo)EG*. I f  R~(G*)=Gk, 
then Gk N G*#r Since Gk and ,G* are maximal domains of normality of {Rn(z)}, 
we have Gk=--G*. 

I t  remains to prove that the mapping is one to one. Since lim~_~r162 Rm~(Z)=z, the 

assumption Rk(Zl)= Rk(z~) implies 

z l=  lim Rmv(zl)= lim Rm_k(Rk(zx) )= lim Ray(Z2)=Z 2 

and the theorem is proved. 

Remark. A domain such as G* is called a singular domain. 

6. On the inverse functions {R_~(z)} of the iterates {Rn(z)} 

Clearly, a more detailed investigation of F has to make use of Theorem 2.5. Then 
a good knowledge of the behavior of theinverse functions {R_n(z)} is needed. There- 
fore this section is devoted to these functions. 

We begin, however, by treating the following closely related question. 
Let a be any point in the plane other than the exceptional points of Theorem 2.5, 

and form the set Pa of predecessors of a. Let P~ be the derived set of Pa and in- 
clude a in P~ when a has an infinite number of predecessors which coincide with a. 
If  a E F  then by Theorem 2.4 and 2.5 F=P'~ and if a ~ F  then at least FcP'~. The 
question now is whether or not F = Pa can occur when a ~ F. The following result 
holds. 

Theorem 6.1. F = P'~ i/ and only i/ a does not belong to the set o/attractive/ixpoints 
or to a singular domain. 

Proo/. Consider two points a and b such that b eP'a and b ~ F. Let {a_~} be a 

sequence of predecessors of a such that lim~_~o a_~=b. Since b~F,  the sequence 

{R~,(z)-a} is normal in a ncighbourhood U of b. 

We can extract a subsequence {Rnr which converges uniformly in U. 

Since R~,(a_~')-a =0 we conclude that 

lira R,;(b) - a = O. 

Thus a is an accumulation point of the successors of b. Moreover, since b ~ F, it follows 
that a ~ F. 

Hence, if b belongs to a domain where the iterates {R,(z)} have only constant limit 
functions, then by Theorem 5.1 a is an attractive fixpoint of some order. If, however, 
b belongs to a domain where there exist non-constant limit functions, then by 
Theorem 5.2 a belongs to a singular domain. The necessity is obvious from Theorem 
5.2 and the properties of attractive fixpoints. 
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We shall now consider the inverse functions (R_,(z)) which are algebraic functions. 
Before proving some fundamental lemmas we recall that  C denotes the set of critical 
points of the functions (R~(z)}.  

Lemma 6.1. Any in/inite set o/branches (R~)~p(z)}, meromorphic in a domain D, is 

normal in D. 

Proo/. By considering the equation R ( z ) - z = 0  it is easy to see that there exists 
at  least one fixpoint ar different from the exceptional points of Theorem 2.5. This 
point :r has two predecessors ~r and a-2 of order one and two such that 
cr162162 2~=:r If ~ D ,  then each function R('_)~p(Z), 2~>2, evidently omits the 

values cr cr 1 and :r in D, and thus (R~)~p(z)} is normal in D. If  teED, then by 

considering the equations R(z ) - z=O and R~(z)-z=O, it is easy to see that there 
exists at least one more fixpoint fl of order one or a cycle (Yl, ~'e) of order two, in 
both cases different from the exceptional points (cf. Baker [8]). We can repeat the 
discussion concerning ~, and consequently there remains only the case where all 
the fixpoints mentioned above belong to D. But then we can divide D into a finite 
number of overlapping subsets, such that (R~)~p(z)~ is normal in each of these sets. 

Since this implies the normality of (R(~)~p(z)} in all D, the lemma is proved. 

Lemma 6.2. I] the domain D is simply connected and i/ D A C =r then the set o] 
]unctions (R_~(z)} is a normal/amily in D. 

Proo/. This follows immediately from Lemma 6.1. 

Lemma 6.3. Let E be a closed set which contains no accumulation point o/the suc- 
cessors o/a point outside F. I / E ~  = R n(E), then the sequence ( En} converges uni/ormly 
toF.  

Proo/. Suppose that the lemma is false. Then there exists a sequence of increasing 
integers (~n} and a sequence of points (z (n)} outside an e-neighbourhood U of F 
such that Ra,(z (~)) =~(n), where ~(n) e E. Evidently (z (~)} has an accumulation point 

z (~ also outside U. Thus (R~(z)} is normal in a neighbourhood of z (~ I t  is then 

easy to see that there exists a subsequenee of (R~Jz)} which, according to uniform 

convergence and the fact tha t  E is closed, in z (~ tends to a point ~(0)E E. This con- 
tradicts Our assumption and so the lemma is proved. 

We now state the main result of this section. 

Theorem 6.2. Let {R?~.(z)} be any in]inite set o/ inverse branches, which are mero. 

morphic in a domain D. We suppose that D is not a subset o /a  singular domain and 
that F is not identically equal to the whole plane. Then (R~)~ (z)} is normal in D and 

every convergent subsequence o / ( R ~ ( z ) }  tends to a constant. 

Proot. B y  Lemma 6.1 {R~n(z)} is normal in D. Furthermore, it is evident that  

there exists a domain D1c D such that  D 1 satisfies the conditions of Lemma 6.3. 
Thus, in D 1 the values of the functions {R~n(z)} converge uniformly to F, i.e. to 
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a set containing 11o interior  points.  Since the convergent  subsequences tend  to  
meromorphic functions,  they  mus t  be constants  and the theorem is proved.  

I t  is now possible to prove the theorem ment ioned earl ier  concerning the 11021- 
existence of s ingular  domains.  

Theorem 6.3. I / the set (~ does not divide the pla~e, then there exist ~o singular do,~oi~s. 

Proo]. Suppose, on the contrary ,  t ha t  there  exists a s ingular  domain  G*, a l though 
C does not  divide the  plane. Fur thermore ,  let G* 1 be any of the non-singular  domains  
R I(G* ). If  we choose z'CG* and z"EG~I we can, according to the assumption,  f ind 
a s imply connected domain  D containing z' and z" and such t ha t  D f3 C - 4 .  

In  D the functions {R ,,(z)} make  a nornlal  family.  Since G* is a s ingular  domain  
there exists a subsequence {R~!~,,,.(z)}, which in a neighbourhood of z' t ends  to a non- 

constant  l imit  function, h i  a neighbourhood of z", however,  {R("~,.(z)} tends  to ~ 

constant .  This is impossible and the  theorem is proved.  
However,  we can s tate  a more useful condit ion,  which also can be used to prove 

a theorem concerning the values of R'~(z) on F .  

Theorem 6.t .  I /  F (1 C -4, thel~ there exist ~o singular domains. 

Proo/. Suppose there  exists a s ingular  domain  G* and t ha t  C divides the  plane.  
Since there ahvays exist non-singular  domains,  by  Theorem 4.2 any  neighbourhoods 
of a point  : e  ?G* contain non-singular  components .  Thus we can choose z', z" and  
D as in the proof of Theorem 6.3 and then use the  same argunmnt.  

Theorem 6.5. I /  F N C - 4 ,  then /or each k> 1 there exists an integer h such that 
[R~(z)[ > k > l  i / z e F  and n~h .  

Proo/. If  d(F, C ) - 5 > 0 ,  we cover F by  a finite nmnber  of circles D, with radi i  
of length r < &  Set D = UD~ and suppose tha t  F is bounded.  The funct ions {R_=(z)} 
are meromorphic  in D,. and thus  const i tute  a normal  family.  According to Theorem 6.4 
no s ingular  domains  can exist,  so then all l imit  functions are constants .  Consequent ly  
we conclude t ha t  the  functions {R'_,(z)} converge uni formly to zero in D,,. This 
implies tha t  for each k > l ,  there  exists an integer  h such t ha t  

[R2 (z)]<k 2, if z f iD,  n>~h, i.e. [R'~(z)[>k, if z e F ,  n>~h, 

which was to be proved.  

Remark. If  R,~(z)--->a in a domain  then i t  follows t ha t  a f iC ,  ([6], pp. 60-61.)  

Thus if F f ) 0 =  r then by  Theorem 5.1 and  6.4 the  l imit  functions of {R,(z)} 
are a t t r ac t ive  f ixpoints.  

7. On the structure of the complement of  F 

In  this  section we shall  discuss how the set F divides the  plane.  We need the follow- 
ing theorem. 

Theorem 7.1. The number o/ simply connected domains, which are completely in- 
variant under R(z) is at most 2. 

For  the  proof we need the  following lemma. 
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l~emma 7.1. I[ the domai~ D is simply cont~ected at~d completely iJ~variant under ct 
r.tion.1/u~ctio~ R(z) o/ degree d, the~ D contains . t  le.sl d 1 critical poiJds o/ R l(z). 

Remark. I t  is a lways unders tood  tha t  the  critical points  have to be repeated as 
many  t imes  as thei r  order  indicates.  

Proo/o/Lemma 7. l. We can omit  the  two quite t r ivia l  eases where D is identieal  
with the whole plane and where D has only one boundary  point.  Suppose fur ther  
t ha t  z ~ D. 

If a E D, then  D contains the  d roots  of the  equat ion  R(z) , 0. Ev iden t ly  there 
exists  a Jo rdan  curve 7 sufficiently close to  gD for Y-1 : kJ R(!;~(7) to enclose all these 
roots. F rom the a rgument  principle it follows tha t  the curve Y-1 is genera ted  by d 
inverse branches,  which are pe rmuted  cycl ical ly  when z runs through 7 d t imes. Thus 
7 nmst  enclose a t  least  d I cri t ical  points  of R l(Z ) ami the  lemma is proved.  

Proo/ o/ Theorem 7,1. We know t h a t  if R(z) is a ra t ional  function of degree el, 
then  R l(z) has a t  nmst  2(d l)  crit ical points.  The conclusion of the theorem now 
follows from Lemma 7.1. 

We now consider  the  possible number  of components  (;,. of CF, i.e. tile numher  
of max imal  domains  of no rma l i ty  of {R~(z)J. 

Theorem 7.2. I / t he  ~umber o/disjoint compo~e~d,s o/ CF  i,~ /h~ite, the, it i.~ either 
1 o r 2 .  

Pro@ If  the  number  N of dis joint  components  of C F  is finite, it follows tha t  every 
component  G, nmst  be complete ly  invar ian t  under  some i te ra te  R~(z). Fur the rmore ,  
if N ~ 2, then  every  component  is s imply  connected,  or else there  exists at  least one 
mul t ip ly  connected component  G,, which contains  a closed curve separa t ing  boundary  
points  of another  connected domain  G~,#G,,. The theorem then follows from Theo- 
rem 7.1. 

To get  fur ther  informat ion abou t  the  components  of C F  we now re turn  to 
the  immedia te  a t t r ac t ive  set A*(~) and  the  a t t r ac t i ve  set. A(~), aud consider 
the i r  connect ivi ty .  We recall  t ha t  A*(~) denotes  the  largest  connected set contain- 
ing the  f irst  order  att, rae t ive  f ixpoint  :r where l im~_,~cR, (z )=a  and tha t  A ( ~ ) :  
{z l l im~+~  Rn(z) ~}. 

Theorem 7.3. The immediate attractive set A*(~) i,s, either ~imply com~ected r o/ 
in]inite connectivity. 

Proo/. Since ~ is a f irst  order  a t t r ac t i ve  f ixpoint  there  exists  a circular  disk r 
with ~ as centre and such t ha t  for z C o> 

IR(z) 0 < k < , ,  
If o ) , ~ -  R_,(r then  

(OCO) 1 C ( O  2 C ..,C(O_nC. 

Let E~ be the  largest  connected subset  of (,J_,~ which contains  g. Hence 

E 1C E~ c . . .  ~ E~ c ... 
and  it follows t h a t  

A * ( ~ ) -  lim E, .  
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Suppose now that  A*(x) is mult iply com~ected, i.e. t ha t  some Eh is nmlt iply con- 
nected. Then the 1)oundary of E~ consists of q disjoint closed curves. For  simplicity 
we assume tha t  z= ~ r  We m a y  also assume tha t  ~:e> N C - : r  If  the boundary  
curves are denoted by 7'1~,, ,+t2} .. . . . .  7!ql,, then Rh(7}"},)=~(,) , v - - l ,  2 . . . .  , q. Thus, if 
2 C'+,"',,, we have ;1=: R~g;)C ()(,>. Let ;1 describe a curve are outside (o which terminates  
at a point *h C F . T h e n  it follows tha t  ~ describes a curve are inside y<';~ ternlinating 
at a point t lEF.  Thus we conclude tha t  each 7<~'~ encloses points belonging to F.  

In  an analogous way it is then possible to prove tha t  if ~Eh+,z_ 1 consists of q'~ 
closed curves, each enclosing points belonging to F,  then the same holds for t'Eh.,~ 
with q'+ replaced by qn.~. By induction the theorem then follows. 

Since F ~A(~) =#A(/~)---gA(7 ) - . . . ,  where ~, fl, 7 "-" are a t t ract ive fixpoints, this 
theorem has the following corollary. 

Corollary 7.1. Suppose that ~ is an attractice /ixpoint o /order  one and that A*(:r = 
A(~) is ~tot s imply  connected. Then i / there ex is t / i rs t  order at tractive/ ixpoints  fl, ~, . . . .  
other than :r A*(fl)~-A(fi), A * ( v ) ~ A ( y  ) . . . .  and each A(fi), A(y )  . . . .  consists o / s i m p l y  
co~ ~ecteel compo~e~ts. 

8. The structure o f  F,  when the number o f  attractive f i xpo in t s  is >~ 2 

The last sections of the first chapter  will be devoted to a more detailed investiga- 
t ion of the structure of F.  We begin here by proving tha t  under  quite general condi- 
tions F consists of J o r d a n  curves. The number  of these curves can be either one or 
infinity. 

Theorem 8.1. I /  R(z) has two/ i rs t  order attractive/ixpoints ~ and fi and i /A*(:()  = 
A(~.) and A*([~)- A(fl), then F is a Jordan curve. 

Proo/. From Theorem 7.3 and Corollary 7.1 it follows tha t  both  A(~) and A(fi) 
are simply connected. I f  the degree of R(z) is d then, by  Lemma 7.1, both A(~) 
and A(fi) contain d -  1 critical points and consequently there exist, no at t ract ive or 
rat ionally indifferent f ixpoint other than  :r and ft. Since F ~ C r then, according to 
Theorem 6.5, given k > 1, we can find an integer h such tha t  

IR;(~)l>k>l for ~ F ,  n~>h. 

I t  is no restriction to suppose tha t  h = 1, i.e. 

I R ' ( z ) ] > k > l  for z E F  (8.1) 

and to take :r = 0  and f l -  2 .  We can choose two Jo rdan  curves 7 and ~o in the follow- 
ing way  (for example see the proof of Theorem 7.3) 

(i) y e A ( O )  and ~ o c A ( ~ ) .  
(ii) The critical points belonging to A(0) are inside T and those belonging to A ( ~ )  

are outside ~o. 
(iii) 7-1 = R-I(~) encloses 7 and o) encloses (o_ 1 = R_l((O ). 

By  Lemma 6.3 the sequences {7-,} and {(o_~} of the predecessors of 7 and ~o both  
tend uniformly to  F .  
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Now consider the Jo rdan  curves {7-,,}. To get  a parametr ic  representation of them 
we proceed as follows. Map the doubly  connected domain D bounded by  )'-1 and 
7-2 eonformally and one to one onto a circular ring bounded by  C1 and C._,. Let a 
radius r of C2 cut. C1 at  a and C~ at b. The inverse mapping  function maps the sul)arc 
r,b of r onto an are ).AB which consequently cuts Y-i and 7~2 at r ight  angles. By letting 
,' run through the circular ring we get  a corresponding covering of D by orthogonal 
trajectories 2aB. By  successively mapping these trajectories by R l(z) we get a cover- 
ing of the domains between the curves (7-',, V-a), (7-3, 7-~) .. . .  , so tha t  it corresponds 
to every point  on every 7-,~ one and only one orthogonal  t rajectory,  i.e. an are tha t  
cuts ),,~ at  r ight  angles. 

Let  7-1 have the parametr ic  form z =zl(t), 0 < t  < 1 and z(0) z(1). Then give every 
7--~ a parametr ic  form such tha t  points on the same t ra jec tory  have the same/-value.  
If  the maximal  length of the trajectories between 7-,~ and 7-(,,+~) is i,,,1, then l>y 
(S.1) l ,+l<k -~. l~, and we obtain 

lim z , , ( t )  = z ( t ) ,  uniformly. 
n - - > ~  

Since {z,(t)} are continuous functions it follows tha t  z(t) is continuous and thus 
F--= {z(t)10 < t  < 1} is a continuous curve. 

I t  remains to  prove tha t  z=z(t) is simple. Suppose tha t  ~- .z ( t l ) -z ( t .  z) and that, 
t l:@t~. Then there exist two different, trajectories ),t, and 2t~ which ternfinatc at ;~. 
Hence )-t, and ),t~ together  with y_, bound a s imply connected domain ~) and 2 ~  ~-2, 
tt < t < t  2, whence {z(t) I t~ < t <t2} c ~2 U {~}. We now observe tha t  we can t reat  the 
era'yes {(o_.} in the same way as {7_,}, i.e. ~o= has a parametr ic  form y-=y,(t) and 
lim,_~ ~ y~(t) = y(t), uniformly, where F = {y(t) I 0 -<< t ~ 1 }. S ince  {y(t) } 0 < t .~ 1 } n ~ = 
we obtain tha t  {z(t) lt ~ <t <t2} = {~}. Thus ~ is not  a double-point.  We conclude that, 
F is a Jo rdan  curve, which is what  we wished to show. 

Theorem 8.2. Suppose that 

(i) the number o/ attractive ]ixpoints is >~ 2, 
(if) one and only one o/them,/~, has A*(fl)=A(~),  

(iii) F f3 C =r  

Then F contains an infinite number el Jordan curves. 

Proo/. From Theorem 7.3 and Corollary 7.1 it follows tha t  the assumptions imply 
the existence of at  least one ,a t t rac t ive  fixpoint a such tha t  A*(o:)#A(~) and such 
tha t  A*(~) is s imply connected. Le t  ~,A*(a)=F~ and let R51(z) be the branches of 
R_l(z ) for which R I(A*(a)) c A*(a). Then Rff I(F~) = F~ and fur thermore R(F~) = F~. 
Thus by  using R~_l(z) instead of R_l(z ) we can prove, as in the  proof of Theorem 8.1, 
t ha t  F ,  is a J o r d a n  curve. By  then taking all the predecessors of F~ we get  an infinite 
number  of J o r d a n  curves tha t  belong to F .  

Remark 8.1. Fa tou  [6], pp. 300-303 proved t h a t  F is a J o r d a n  curve, if R(z) has a 
first order a t t ract ive  f ixpoint  ~ and a first order rat ional ly indifferent fixpoint fi 
such tha t  A*(a)=A(a)  and A*(fl)=A(fl). In  this case fl mus t  satisfy R'(fi)=: + I  and 
R"(~)#O,  i.e. A*(fl) consists of only one maximal  domain of normal i ty  of {Rn(z)}. 
See Fa tou  [5], pp. 191-221 and Jul ia  [9], pp. 223-237. 
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It is. however ,  poss ib le  to  get  more  d e t a i l e d  i n f o r m a t i o n  a b o u t  the  J o r d a n  curves  
in The<)rem S.1 and  S.2. The  nex t  sec t ion  shows t h a t  these  curves  do  no t  have  t an -  
gen t s  a t  a n y  i)oint.  

9. On the existence o f  tangents to the curves that lie in F 

Theorem 9.1. Let :( be a~ attractive/irst order/ixpoint o/ R(z). Suppose that A*(oQ 
i.~" .~'imply <'o~ected and that F~ N 0 - r  where F~ - g~A *(c(). Then, i/ F~ is not a circle 
or ,t strrtight li~e F~ does ~mt have a tangent at any poi~Tt. 

F o r  the  proof  we need  the  fo l lowing i m p o r t a n t  l emma.  

L e m m a  9.1. Let ~ be an attractive first order /ixpoint o/ R(z). I /  A*(~) is simply 
con~ected a~d i/ ~:A*(~) : F:  is an. analytic Jordan curve or arc, then F: is either a 

circle or a~ (~rc o / a  circle (straight line or a segment). 

Pro@ As usua l  R(z) is of deg ree  d. W e  beg in  b y  m a p p i n g  A*(~) e o n f o r m a l l y  a n d  
one to  one on to  It] < 1 a n d  so t h a t  z ~ + , t - O .  L e t  t he  inverse  m a p p i n g  func t ion  be 
z -h(t). Since F is an  a n a l y t i c  , Jordan curve  or arc,  h(t) is m e r o m o r p h i e  in  ]t I < r  1 
where  r ~ > l .  M o r e o v e r ,  if o>-{t I I t] 1} t h e n  F~=h((o). F u r t h e r n m r e ,  R ( z ) m a p s  

A*(~) on to  i tself  q t imes .  Thus  

h_ 1 ( R(h(t) ) = q)(t) (9. l ) 

m a p s  the  un i t  d i sk  on to  i t se l f  q t imes .  T h e n  q)(t) m u s t  be a B l a s c h k e  p r o d u c t ,  i.e. 

q P a , - - t  I A ] = I ,  l<~p~q<<.d" 
qJ(t) = A  . t ' .  I] 1 2 t - S f  

v = l  

(9.2) 

We wish to  p r o v e  t h a t  h(t) is a r a t i o n a l  func t ion .  F r o m  (9.1) we ge t  

R(h(t) - h(~(t)). (9.3) 

F o r  I tl > r > 1 a n d  r < r 1 We have  I~(t) l >/c .  It I, where  k > 1 is a c o n s t a n t  i n d e p e n d e n t  
of r 1. Since  {t I It I <krr}c{cf( t) l  It[ < r l }  , b y  (9.3) we can  con t inue  h(t) a n a l y t i c a l l y  
to  It[ < kr~. where  a n y  s ingu la r i t i e s  of h(t) are  poles.  F o r  if ~c l(t) has  a c r i t i ca l  p o i n t  
in 1 <; ttl  <krl, le t  t move  a long  a c losed p a t h  in  1 ~ It[ <kr  I such t h a t  the  c r i t i ca l  
p o i n t  is ins ide  the  p a t h .  A s s u m e  t h a t  t he  p a t h  s t a r t s  a n d  ends  a t  t o E co. T h e n  a 
b r anch  ~!~(t) m o v e s  a long  a p a t h  in 1 4 It I < r~ f r o m  ~(')l(t0) = t~ E ~o to  ~(~)l(t0) = t~ E ~o, 
w h e r e  t I =~t  2. B u t  R(h(q~_l(t)) = h(t) a n d  t h u s  for  each  t o E o) we have  R(h(tl) ) = R(h(t2) ) = 
h(to) a n d  we conc lude  t h a t  h(t) has  no a lgebra i c  s ingu la r i t i e s  in  I t ] < k r  1. Thus ,  b y  
(9.3), we can con t inue  h(t) a n a l y t i c a l l y  to  t he  whole  p lane .  

Cons ider  the  b e h a v i o u r  of h(t) a t  t - o o .  Suppose  f i r s t  t h a t  ~(t) has  some  f in i te  
poles,  i.e. 9)(t)=~Atq. If  ~(t) has  a pole  a t  z - b ,  t h e n  in  a n e i g h b o u r h o o d  O of z =  o~ 
one b r a n c h  q~!')l(t) t a k e s  i ts va lues  in  a n e i g h b o u r h o o d  U of z = b. Thus,h( t )  - R(h(~(~)l(t)) 
has  the  r ange  R(h(U)) in  O, i.e. h(t) has  a t  m o s t  a pole  of f in i te  o rde r  a t  t =  o~. 

I t  r em a ins  to  s t u d y  the  b e h a v i o u r  of h(t) a t  t = o% when  ( v ( t ) - A t  q. W e  can t a k e  
A = 1 a n d  t hus  we have  the  fu n c t i o n a l  e q u a t i o n  

R(h(t)) =h(tq). (9.4) 
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Suppose t h a t  h(to)= ~, where t0:#0. Thus ,  b y  (9.4) 

h(t~)") = Rn(h(to) ) = R,(oO = o~. 

If  0 satisfies 0 q"= 1~ t h e n  

h[ (Oto)q" ] = R,(h(Oto) ) = ~. (9.5) 

I t  follows f rom (9.5) t h a t  :r has a n  inf in i te  n u m b e r  of predecessors h(Oto) on a n  arc 
con ta in ing  ~. These predecessors have  a as a n  a c c u m u l a t i o n  poin t ,  which is impos- 
sible since :r is a n  a t t r ac t i ve  f ixpoint .  Thus ,  h(t)= ~ has  no  roots  o ther  t h a n  t = 0 .  
Since, however ,  this  e q u a t i o n  has roots  t@0 w h e n  ~ has  predecessors o ther  t h a n  
itself, we conclude t h a t  ~ can  have  no  predecessor o ther  t h a n  itself. B y  a M6bius  
t r a n s f o r m a t i o n  we move  ~ to  z : oo. T h e n  the  t r ans fo rmed  func t i on  will be a poly-  
nomia l  P(z).  F r o m  the  discussion above  we conclude t h a t  h(t) has on ly  one f in i te  

pole, n a m e l y  t = 0 .  Thus  in  It[ > 1, h(t) has no  s ingular i t ies .  

Now set m a x  In(0[ = M(r).  
Itl =r 

Since in  (9.2) q - d ,  we get  f rom (9.4) 

M(r  a ) <. B .  (M(r)) a, (9.6) 

where  B is a posi t ive  cons tan t .  Choose A > 1 a n d  a n  in teger  m such t h a t  ~t > B and  

M(2) < 2  m. T h e n  b y  (9.6) 
M(;t  a) < B .  (;ta) m < ()~)~ +1 

a n d  M (2 av) < B 1 + a +... + a v- 1. ().av)m <: ().a~) rn + 1. 

T h u s  we conclude t h a t  h(t) has  a t  mos t  a pole of order  m + 1 a t  t = ~ and  h(t) is a 

r a t iona l  func t ion .  
W e  n o w  consider  the  possible cases: 

(a) h(t) is a l inear  func t ion .  T h e n  F ,  is a circle or a s t ra igh t  l ine  a n d  the  l e m m a  is 

p roved  in  this  case. 
(b) h(t) is of degree p >~ 2. Le t  the  c o m p l e m e n t  of the  u n i t  disk in  the  t -plane be 

o)e a n d  set  h(coe)= D. B y  (9.3) 

R,(h(t)  ) =h(~vn(t)). 

Since cfn(t)-->~ in  6% we have  

l im Rn(z) = h(co ) = fl, z E D. 
n --~ oo 

I f  now h(t) is of degree ~>2, t h e n  A*(cr f) D : # r  Thus  fl = ~ a n d  we o b t a i n  A*(~) = D, 

i.e. F 0 A*(~) is equa l  to  the  ex t ended  plane.  
Moreover,  we asser t  t h a t  h(t) is of degree 2. Le t  z 0 E F be no  cri t ical  po in t  of h_l(z).  

I f  h(t) is of degree p > 2  t h e n  z 0 has the  p predecessors t 0, to, to', ... on  (o. Move z a long  
the  n o r m a l  to  F a t  z 0. T h e n  the  cor responding  t -values move  a long the  normal s  to  
co a t  to, to, to', ..., respect ively.  I f  p > 2 ,  t h e n  there  exists  a zEA*(~) to  which  a t  leas t  
two t-values in  I t [ < 1 correspond.  T h a t  is impossible  a n d  thus  the  degree of h(t) is 2. 
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By a Mhbius transformation, we move the endpoints of F to z = 0  and z =  co. 
Then map A*(r162 onto Im  t > 0  instead of I t] <1  and so tha t  z=O~-*t=O and z =  

~ t  = ~ .  Thus we conclude tha t  h(t) =At 2 and consequently F is a segment. That  
completes the proof. 

Proo/o/ Theorem 9.1. We m a y  assume tha t  A*(:r162 If  A*(~t)#A(~), then in 
our proof below, we merely replace F with F~ and R n(z) with R~_n(z), where R~_n(z) 
is the restriction of R=(z) to  A*(~). 

Let  D be a domain such tha t  D N C = r  and 0r r D. By Lemma 6.2 all the functions 
{R ~(z)} make a normal family in D. Moreover, by  Theorem 6.2, every convergent 
subsequence of {R_n(Z)} tends to a constant, which is a point  in F.  By  Theorem 6.1, 
such a subsequence corresponds to every point in F. 

Let  ~ fi F and let {R~)~,(z)} be a sequence which converges to ~ in D. Furthermore,  

let ~* be an accumulation point of the successors {~,~} = {R,,(~)} of ~. Since C N F = r  

we can deform D so tha t  ~*E D. Thus if tm-+~*, m---> ~ ,  then R-m(~m) - $  = 0  for every 
m, where {R re(z)} is extracted from {R~)~(z)}. Set 

R-re(z) - ~ (9.7) 
/ . ,(z) R ' ~ ( ~ )  " 

The functions {Ira(z)} are univalent in D and ]m(~m)=0 ]~($m)= 1. We obtain by a 
distortion theorem by Koebe (see for example Hille [8], p. 351), tha t  {]~(z)} is normal 
i n  D. Ext rac t  a subsequence {]mr(z)} which tends uniformly to q(z) in D. Obviously, 

q(z) is univalent and ~ constant in D. By  (9.7) 

R_~,(z) - ~  =/~,(q(z)  + e~(z)), 

where the cons tan t s /x~-+  0, v-+ ~ ,  and sz~(z)--> O uniformly in D. 

If  D N F = 7 then take z E 7 such tha t  z # $*. Consider 

lim arg (R_,n,(Z)- ~). (9.8) 
v --~ Oo 

If  lim~_,~ arg #mr =0  and arg q(z) =~,  then 0 + ~  is one of the limits of (9.8). Hence, 

for (9.8) to have a unique limit, it is necessary tha t  arg q(z) be constant  when z 
moves along 7. Thus, the image 7" =q(7)  must  be a straight line. Since ~(z) is univalent, 
7 must  be an analytic arc. By  Theorem 4.3, there exists an integer N such tha t  F = 
RN(7). Thus if 7 is analytic, then F is analytic and it follows from Lemma 9.1 tha t  
F is a circle or a straight line. 

Since ~ was arbitrary,  no points of F have tangents, except when F is a circle or 
a straight line. Thus the theorem is proved. 

1O. The structure of F when the number of attractive fixpoints equals 1 

As usual a set is said to be total ly disconnected if all its components are single 
points. The following theorem, stated by  Fatou,  shows tha t  the set F can have this 
s tructure under quite general conditions. Fa tou  only outlined the proof, but  we 
shall give a detailed proof here, since both the theorem and some details of the proof 
will be of great importance in our investigations. 
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Theorem 10.1. I /  :r is a /irst order attractive /ixpoint o/ a rational /unction R(z) 
and i/ C c  A*(a) then the set F is totally disconnected. 

Proo/. F r o m  the  assumpt ion  we conclude t ha t  there  exists no a t t r ac t ive  or ra t iona l ly  
indifferent  f ixpoint  o ther  than  ~ and t h a t  A*(cc)=A(:r Thus A(:r  CF and  C F  
is a connected set. F o r  s implici ty  we move ~ to  z = oo by  a M6bius t ransformat ion.  
According to  the  assumption,  i t  is possible to  cover F b y  a s imply  connected closed 
set E o such t h a t  

EonC=r ~EonF= r 

If  C E  0 = B then  B c  A(co).  Since Rn(B) tends  uni formly to z = co there  exists an 
integer p such t ha t  

R n ( B ) c B  if n>~p. 

Now set RAz) =p(z)  

and  consider the  i tera tes  {p~(z)}. Since every  inverse branch is holomorphic in E0, 
we can use the  same arguments  as in the  proof of Theorem 6.5. Thus, {p_n(z)} is 
normal  in E 0 and every  convergent  subsequence tends  to  a constant .  Fur the rmore ,  
the  functions {p'~(z)} t end  uni formly  to  zero in E 0 and thus  there exists an  integer  
h such t ha t  

< k < l  

if z 0 E E 0 and n ~> h. Set  ph(z) =h(z), 

where the  degree of h(z) is m=d € if d is the  degree of R(z). By mapping  E o b y  the  
inverse function h l(z ) we obta in  m s imply connected sets (EI~}. Because of the  
choices of E 0 and h(z) these sets sat isfy 

m 

F ~ ( J E I ~ = E  1CE0; E I ~ N E I ~ = r  if v~=/~. 
V = I  

Map E 1 by  h_l(z ) and then  E~ =h_l(E1) b y  h l(Z ) and so on. After  n such mappings  
we obta in  m n s imply connected closed sets {En,} sat isfying 

m n  

F c  U E , ~ = E n c E , , _ 1 c . . .  c E 0 ;  En~ N E ~ = ~ b ,  if v=~/~. 

I f  the  boundaries  (~E,:} have the  lengths (l,v} the  condit ion ]h'__l(z)l < k < l ,  
z E E0, implies 

ln: < kl<n-1)~, < ..~. < k"lo (10.1) 

and  l im l~+ = 0 for every  v. 

Thus, every  component  of F is a single point  and  the proposi t ion is established.  
We shall  denote  b y  ml and m S Lebesgue measure on a line and  in the  plane respec- 

t ively.  I t  is now na tu ra l  to  ask if i t  is possible to  ob ta in  results  concerning m I F and 
m 2 F under  the  condit ions of Theorem I 1.1. F a t o u  gave some results  bu t  we can now 
give a more complete solution. 
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Theorem 10.2. I/  ~ i8 a first order attractive /ixpoint o/ a rational /unction R(z) 

and i /  C c  A*(o~), then F is totally disconnected and we also have 

(i) m 2 F = O  , 

(ii) m l F = O  i / F = L ,  where L is a straight line. 

Proo I (i). We  use the  same coverings {E~}[ r of F as in the  proof of Theorem 10.1 
and int roduce a new sequence of sets {O~} defined by  

O n = E~ - En+ 1 (10.2) 

To prove the theorem i t  is sufficient to show tha t  there  exists a f ixed number  ~ > 0 
independent  of n, such t ha t  

As in (10.2) we int roduce 

m E 
O n , = E n , -  IJ (n+l)u, 

p = I  

and  

m2 On > 4. 

m2 En 

where E(n+l)g =Env, ~ = 1, 2 . . . . .  m, 

~. .  _ m ~  0 . .  

m~ E nv " 

In  forming the  sets {E,} we used a funct ion h(z) satisfying 

0 < K x ~ < [ h ' ( z ) [ ~ < K ~ < c r  zfiEo, 

where K 1 and K2 are constants ,  and  also 

h(E.~) = E(.-1)v, h(O..) = O ( n _ l ) v  , 

(10.3) 

(10.4) 

where for s implici ty,  we keep the index v. I f  

max Ih'(~)l=lh'(r and min Ih'(z)[=[h'(zn~)[ 
z6Env zEEnv 

we get  from (10.4) t ha t  

m20. ,  Ih'(znd[ ~ m,O(.-1)~ 
4 , , -  - -  >1 

m.,E,, i ~  m,E~,_l); 

M t e r  repeat ing  this  procedure  n t imes  we ob ta in  

a. >.m, ~ ~ I~'(~,)1 ~- ,~. h I h',(~) I ~ 

To veri fy  the  existence of a 4 > 0 ,  such t ha t  4 n , > 4  for all  n and  v, i t  is 
sufficient to prove t h a t  the  p roduc t  

1~ Ih'(z.,)l' 
n-1 I h'(r (1o.5) 
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is u n i f o r m l y  b o u n d e d  for  al l  v. B u t  a suff ic ient  cond i t ion  for  (10.5) to  be uni-  

f o r m l y  b o u n d e d  is t h a t  t he  series 

I h ' ( : . : )  ~ - h ' ( ~ . ~ ) :  [ S 
n : ~  ~ f h ' ( ~ . ~ ) [  ~ 

is u n i f o r m l y  b o u n d e d  for  al l  v. On accoun t  of (10.3) we ge t  

S<~K, ~ [h'(z.~.)-h'($n.)l 
n = l  

a n d  since h'(z) is a r a t iona l  f unc t i on  

Accord ing  to the  p roof  of  T h e o r e m  11.1 the  l e n g t h  ln. of 0En, satisfies In. < l 0 �9 U ,  
where  0 < k < l  (see (10.1)). H e n c e  we ge t  

n ~ l  n = l  n - 1  

W e  h a v e  thus  p r o v e d  t h a t  t he re  ex is t s  a ~t > 0 such  t h a t  

m 20nv 

m 2 End, 

for  al l  n and  v. B u t  t h e n  w e  o b t a i n  

mn 

m 2 On ~ 1  
m 2 On~ 

- - > ~ .  
E~ 

m2En" 
m 2 

Since 0n = E ~ -  En+~ we h a v e  

m 2 E~ = m 20~ + m 2 En+ 1 > 2. m z E~ + m 2 E~+ 1 

and  m 2 En+ 1 < (1 - 2)m 2 E .  < . . .  < (1 - ~)n+lm 2 Eo. 

T h u s  m 2 F ~ lira m~ En ~< lira (1 - 2)~ m 2 E 0 = 0 
n --> oo n - - ~  

a n d  t h e  f irs t  p a r t  of t he  t h e o r e m  is p roved .  

(ii) Suppose  now t h a t  F c L  where  L is a s t r a igh t  l ine  a n d  le t  

E o N L = Lo; En~ N L = eon~, On~ fl L = ~n~. 

W e  t h e n  def ine  in ana logy  to  t he  proof  of (i) 

~ n v -  m l  gnv 
m I ~On~ 
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and again we have to verify the existence of a X > 0 such tha t  ~n, >~t for all n and v. 

We estimate ~ in the following way 

m 

ml( U =(')' ~nt,] a~ _(1) [ h ' ( Z k u ) [  m " (1) 
~ n ~ - -  m l  atnv - -  #=1  - .  "~10~nu >~ . 1 f f (n -1 )v  

m I COny m I (Dnv / m l  (~Wnv~) ~'~ ]h'(~kv)[ m I ( O E ( n - 1 ) v ) '  

where -(1) - h ~ ( l h  We can now repeat this mapping and ~ ' ( n - 1 ) v - -  X nv/ .  
m .(1) l r0~ by  d(OEo, OE1)= d 1 in the last step we get 

if we estimate 

The remaining par t  of the proof then follows as in the proof of (i). We only replace 

m 2 by m r 

Chapter II. On the iteration of polynomials 

11. General results 

For polynomials the point  at inf ini ty has a special character. This follows from the 

following theorem. 

Theorem ll .1. I / P ( z )  is a polynomial o/degree d, then 

(i) Z = ~ is an attractive/ixpoint o/order 1. 
(ii) z = ~ is a critical point o / P l ( Z )  o/order d - 1. 

(iii) A * ( ~ ) = A ( ~ ) .  

Proo/. Let the polynomial  be 

Z 1 =ad zd ~ a d _ l  zd-1 ~- ... ~ - a l Z  §  o 

and move z = o~ to w = 0  by  the MSbius t ransformation z 1 = 1/w D z'= l/w. The trans- 
formed function then has the form 

w~ (11.1) 
Wl=aowa +alwa-~ + ... +ad 

By (11.1) we conclude tha t  w = 0  is a fixpoint of order 1 and a zero of dwl/dw of order 
d -  1. Since all predecessors of z = ~ coincide with z = c~, it follows tha t  A*(~)  = 
A(oo) and the theorem is proved. 

Henceforth the the set F will correspond to a polYnomial of degree d, if nothing 
else is said. The fact tha t  a polynomial  always has z = ~ as an  at t ract ive fixpoint 

yields the 

Corollary 11.1. The set F is bounded and not equal to the whole plane, i.e. F 
contains no interior points. 

For  simplicity we introduce the 

Definition 1L1. C 1 i8 the set o/ / ini te critical points o / P l ( z ) .  
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Theorem 11.2. The set F is connected i /and only i / A ( ~ )  N C1 =r 

Proo/. Su//iciency. Let D=(z  I ]z] >R} be such that P ( D ) c D c A ( ~ ) .  Thus, if 
z moves around ~D d times, then the d inverse branches of P_l(z) permute cyclically. 
If P_n(D) = D n, then 

D c D  l c . . . c D  ~ c A ( ~ ) .  

Since D_ n is simply connected for every n and A(~)  =limn_~r D ~  we conclude that 
A ( ~ )  is simply connected. Thus F = ~ A ( ~ )  is a connected set. 

Necessity. If A(~)  N C 1 #~b then there exists an N, such that D ~  contains at least 
one finite critical point for every n >~N. Thus D_~ is multiply connected for n ~>N 
and by Theorem 7.3, A{~) is then of infinite connectivity. Thus F = ~ A ( ~ )  is dis- 
connected and the theorem is proved. 

Corollary 11.2. I /  C 1 ~ F, then F is a connected set and A(c~ ) is simply connected. 

Since a polynomial always has z = c~ as an attractive fixpoint the Theorems 8.1, 
10.1, and 10.2 can be reformulated. 

Theorem 11.3. I / a  polynomial P(z) has a/inite/irst  order attractive/ixpoint ~ such 
that C ic  A*(~r then F is a Jordan curve. 

Theorem 11.4. I /P(z)  is a polynomial such that C 1 ~ A(co), then 

(i) F is totally disconnected. 
(ii) m2F=O. 

(iii) mi F =0 i / F ~ L  where L is a straight line. 

12. On the iteration of polynomials of the second degree with real coefficients 

Let the polynomial be tl=atZ+2bt+c, (12.1) 

where a, b, c are real numbers. By a Mhbius transformation of the form t I =Zx/a-b/a, 
t=z/a-b/a,  we get from (12.1) 

z 1 =z ~ - p ,  (12.2) 

where p = b 2 - b - a c .  Thus we can consider the simpler function (12.2) instead of 
(12.1). The polynomial P(z)=z 2 - p  has the finite first order fixpoints q and qx and 
the inverse function P_s(Z) has the only finite critical point c r These are 

q=�89188 q~=�89 el=-p. 

We will be concerned chiefly with the problem of finding the structure of F for 
each real value of p. Certain results have here also been established by Myrberg 
(see [10-11, 13, 16-17, 19]). We need the following lemma. 

Lemma 12.1. cl ~ A ( ~  ) i /and only i/ -�88 <~p <<.2. 

Proo/. If p <  -~ ,  then x ~ - p >  Ix], x real, and thus Pn(c~)-->cr i.e. c1EA(c~ ). Con- 
sider p>~ -~ .  Then q is real and Pn(x)-->c~ if x>q. Since P(Cl)> q for ]p >q, it fol- 
lows that VlEA(c~ ) when p>2 .  Furthermore, if - ~ < p 4 2 ,  then p ~<q and it 
follows that IPn(ci) ] ~<q for every n, i.e. c a ~/A(~). 
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Theorem 12.1. Let P(z)=z ~ - p  be a polynomial with p real. 

1 ~ I /  -�88 then F is connected. Furthermore, F is a Jordan curve i /and only 
i/ -~'-~t,1 .< ~ < ~4 and F is the real interval [ -  2, 2] i / p  = 2. 

2 ~ I] p < - �88 then F is totally disconnected and m S F = O. 
3 ~ I / p > 2  then F is real and totally disconnected. Furthermore, F c  I - q ,  q] and 

rnl F=O. 

Proo/. 1 ~ Since cl(~A(~ ) when -�88 it follows from Theorem 11.2 tha t  F 
is connected. Furthermore,  P(z) has one finite at tractive fixpoint ql if and only if 

1 3 - - ~ < p < x ,  and only for p = - � 8 8  P(z) has a rationally indifferent fixpoint which 
satisfies Remark 8.1. Since F is symmetric with respect to the real axis and since 
for ~<p~<2 ,  _ q  and q lEF and are real F is not  a Jordan  curve. Thus, by  Theo- 
rem 11.3 and Remark  8.1, F is a Jo rdan  curve if and only if - � 8 8  Finally, 
if p=2,  then q - 2  is repulsive and thus 2 E F .  Since Cl= - 2  and P ( - 2 ) = 2  we 
conclude that  c 1 E F. By  Corollary 11.2 F is connected and since the interval [ - 2, 2] 
is completely invariant  under P(x)=x  2 - 2 ,  we obtain tha t  F = [ - 2 ,  2]. 

2 ~ If  p <  - ~  then by Lemma 12.1 ClEA(o+ ). I t  follows from Theorem 11.4 tha t  
F is total ly disconnected and tha t  m 2 F =0 .  

3 ~ Now consider p > 2 .  By  Lemma 12.1 clEA(o+ ) and thus from Theorem 11.4 
it follows tha t  F is total ly disconnected. For  p > 2, q is a repulsive fixpoint and hence 
q E F. Consider the set Pq of predecessors of q, i.e. 

Pq={q ,  _+]/p--~, +_~p+_/p+q.. .} .  

Since q~=p+q, 2 < q < p  

it follows tha t  Pq is a real point set and tha t  p q c  [ - q ,  q]. By  Corollary 2.2, F = P q  
and hence F =  [ - q ,  q]. On account  of Theorem 11.4, m l F = O  and the theorem is 
proved. 

We shall now prove the last assertion, i.e. tha t  m I F = 0 for p > 2 by using explicite 
estimates. This proof will also give an upper bound of the Hausdorff  dimension of F .  

Explicit construction o / F ,  p > 2. 

We introduce the set Eo=[-q ,q] .  Then by Theorem 12.1, F c E  o. Now map  
E 0 by the inverse function P_l(x) = +_ (x +p)�89 Then map the inverse image by P_l(X) 
and so on. This gives us a sequence of coverings {En} of F such tha t  

F c . . . c E . + l C E ~ . . . c E  o. 

Set q '=(p-q) �89  I f  E I = L J ~ : l W l ,  , then o)11=[- q, -q ' ] ,  e)12=[q',q] and if 
E2 = U~:t eo~,, then 

o J ~ l  = [ - q ,  - ( P  + q ' ) + ]  = - eo24;  w 2 ~  = [ - ( P  - q ' ) � 8 9  - q ' ]  = - e % 3 .  

0)11 ~ 

~ ~  . . . ~  . ~  ' 

_q _(p+q,)�89 _(p_q,)�89 _q' 0 q' (p-q')�89 (p+q')�89 q 

Fig. 12.1. 
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Observe tha t  since q E F the endpoints of the intervals belong to F.  After n mappings 
we get 

2n 

and evidently 2'  = [~ En. 
n = l  

Thus F is a generalized Cantor set on the real axis, symmetric  with respect to the 
origin. We shall now estimate the lengths of the intervals {to~,}. 

Lemma 12.2. Let {E~} be the coverings o / F  obtained by the mapping process described 

above. 1/ E n = [J~:l oJn, and ml~o~, = r ~ ,  then given p > 2  there exist two constants A 

and k, 0 < k < l ,  such that rn~ < A k  n/or  every r. 

Proo]. We shall prove the assertion by  induction. Thus suppose tha t  there exist 
constants A and k, where 0 < k < 1, such tha t  for every v 

r~  < A . k ~, /z <~ n - 1 .  (12.3) 

We have to prove tha t  A and k can be chosen so tha t  (12.3) holds and so tha t  (12.3) 
implies t ha t  

r ~ , < A . k  ~, every v. 

Since P(to,,)=~ocn_l)~, where P ( x ) = x  2 - p ,  it follows tha t  

2[xn~[rn~=r(n-1)t,; Xn~eeonv. 

Thus the existence of k is evident for l x~, [ > �89 By  symmet ry  it is sufficient to con- 
sider the intervals on the positive real axis. Hence, after mapping eo~v twice by 
P(x), we get 

4 Xn~," X(n_l)v rn, = r(~_~),. (12.4) 

We keep the index v for simplicity. Now it is easy to see tha t  if xn, ~< �89 then 

X(n-i)v > (p + q')�89 > V2 (12.5) 

(see Fig. 12.1). Thus by  (12.4) and (12.5), the existence of k is evident for x~,/> ~. I t  
remains to  investigate the values of p for which q ' <  �88 and then the intervals (~o,,} 
such tha t  

~ ,  c [q', t]-  (12.6) 

After an a-fold mapping of con, by  P(x) ,  we obtain 

2 ~. x~, �9 X(n-1), " ... " X(n-a+l), r , ,  = r(~_~),. (12.7) 

Consider the product  
a -1  

Q = 2 ~- 1-I x(~_~),. 
k=0 

From (12.6) it follows tha t  o~n,~[q', (p- (p+q' ) �89189 Now set 

eo~, = Eye, Y0], to(~_~), = [Yk, Y~], k = 1, 2 . . . . .  (a - 1). 
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cony eO(n- 2)v C~ - 1)v 

' . 4  . . . . . . . . . . . . . . . .  a , L . . . . . . . . . . . . . .  ~ - - .  ~ o 

0 q' Yo Xnv YO Y2 X(n-2)v Yl X(n-1)v q 

:Fig. 12.2. 

a - 1  a - 1  
T h e n  Q = 2 a l - I  X(n-k)~ > 2 a - 1 Y 0 "  1-I Yk. (12.8) 

k=O k=l  

I f  we put  Yl = q - ~ ,  then 

y 2 = y i - q - ( q - e ) 2 - p > q -  2 q . e  

y k > q -  (2q) k - l ' e .  

Since q < p ,  ~ = q - p + y ~ < y 0  2 and 

k-1  2 Y k > q - -  (2q) yo. (12.9) 

We now associate with every interval con, an integer any satisfying 

(2q) a~v-u yo ~ ~< �89 (12.10. 

an~, - 1 2 (2q) Yo>�89 (12.11) 

Thus, since q > 2 ,  we get  form (12.9) 

Yk > ~, k = 1, 2 . . . . .  an~ - 1. (12.12) 

Choose a=an~ in (12.8). By  (12.11) and by  (12.12) 

a,,v- 1 . ~ 9 ~anv 1 
Q2>(2a'v- lyok~= 1 yk)2> �89 \ ~ q ]  . ( 1 2 . 1 3 )  

Since we consider q ' < � 8 8  we have q<2 .05 .  Moreover, by  (12.10) and (12,11) 
an,~>3. Inserting these estimates in (12.13) yields 

Q2 > 2.4. (12.14) 

Now return to formula (12.7). By  put t ing a =an ,  and using (12.14) we get 

r(n-anv)v A �9 k n 
r , , = - -  < - -  (12.15) 

Thus ,  the existence of k is evident if the integers an, are uniformly bounded. This, 
however, is easily verified. For  since yo>~q' for every ~on~, we have an~ ~b, where 

(2q)b-2. (q,)2 = �89 (12.16) 
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Hence, by  taking k =  (~)1:0 

it follows from (12.15) tha t  rn~ <A" k ~. Finally, we choose A such tha t  

r ~ < A . ( ] ) ~ : b ,  n = l , 2  . . . . .  [b]. 

Thus the induction argument  is also valid for xn~ < ~. Moreover, it is easy to see 
tha t  when q '< �88  we can take k=(~)  1/b even if x~>~�88 We can also take k=(~) lib 

when q' ~< V3, but  for q' > �89 it is simpler to take k = 1/2q'. 
Having established the lemma above, we can now use some details from the proof 

to give an upper bound of the Hausdorff  dimension of F.  We recall tha t  

q=�89188189 q'=(p-q)�89 2 < q < p .  

Thus lim q = ~ ,  lim q' = ~ ,  
~ --~ oO p --> O0 

lim q = 2, lim q' = 0. 
p - + 2  p - + 2  

Theorem 12.2. Let a(p) denote the Hausdor// dimension o/ F [or a/ixed p. 

log 2 
1 ~ I /  p > 2  +V2 then a ( p ) < l o g  2q"  

2 ~ I / p  <~ 6 then :r < log 2 
exp ( - 60(log q ' /5)  2) + log 2" 

Remarlc. We shall later prove tha t  the logarithmic capacity of F is positive for 
each p. 

Proo[. 1 ~ We use the same coverings of F as in the proof of Lemma 13.2 and 
introduce 

2 n 2 n 

v=l  u _ 2 n - l + l  

m=(E,) is a slight abuse of notation. Since r(~_l)~=2x=~rn~ where the symbol 
and xn~ > q' we get 

2~ ~ 2 
m~(En) = 2. ~ r(n-1)~_~ < �9 m~(E~-l). 

An n-fold application of this procedure gives 

m~(En) < �9 (2 q)~. 

Since p > 2 + U2, then q' > 1 and thus 

log 2 

a(p) < al(p) = log 2q"  
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2 ~ By  Theorem 10.2 there exists for each p a ~ > 0 such tha t  

m 1 E= <K(1  -~)~, 

where K is a constant. Thus, by  HSlder's inequality and (12.17) 

2n 2~ 

m~(E~) <<. ( ~ rn~) ~ ( ~ 1) 1-~ = (m 1E~) ~. 2 ~(1 ~) < K ~" [(1 - ~t) ~. 21-~] n 
~'=1 v = l  

(12.17) 

and we have ~(P) < a~(P)= log 2 log 2 (12.18) 
2 < 2 + l o g  2" 

log 1 - 

Hence we have to consider ~. Using our notat ion from Lemma 13.4, we get as in 
Theorem 10.2, tha t  

q' F I - -  'N~I1 ~ I (  IXk~--Ykv]) 
q k=xYk~ q k=l Yk~k-~ Yk~ 

N - I  n 

(12.19) 

On account of Lemma 12.2, we have nlb rn~<A(~) , where b is determined by (12.16). 
Furthermore,  it is easy to see tha t  we can choose A =2q. By  (12.19) 

~ qt N~lxkr > ~r [1~ NN-1 
(12.20) 

if 2 q (~)N/0 1 
q' (1 - (1) 1/~ <5"  (12.21) 

For  (12.21) to hold it is sufficient tha t  

N >  

b" log 
4q 

q ' ( l  - -  ( ~ ) l / b )  A V ( q ' ) .  

log 

Since p ~ 6 ,  we have q~<3. By  (12.16), 1/q'2=2.(2q) b-2. A simple calculation gives 
N(q') < 10b ~. From (12.16) it follows tha t  b <~ log 5/q'. Thus, by  taking 

(12.22) 

the  estimate (12.20) holds. Hence in (12.20) it remains to  consider the product  
N - 1  YL-1 xk~. If  here xk, ~< �88 we use the estimate (12.13). I f  k ~> ak~, then 

k 

1-I x,v > (2, 4)~- 2 -~k, 
/~= k - g l y + l  
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and if k<~k~, then 
k 

[ I  x,,~ > (~)~-1-q,. 

N - 1  

I t  follows tha t  I I  xk~ > q "  (I:) N 2. 
k=l 

B y  (12.20), (12.22), and (12.23) 

~,~>(q')2"~l~N>exp (--60(logq'-)2). 
1,4 q/ 

(12.23) 

We choose ) 

in (12.18), i.e. ~(P)  < ~2(P) < 
log 2 

exp ( - 6 0 ( l o g ~ ) 2 ) + l o g 2  ' 

if p ~< 6. Our theorem is thus proved. 
We end our discussion about  second degree polynomials  by  observing tha t  since 

the only critical point  c 1 is real, the set C cannot divide the plane. Thus, Theorem 6.3 
yields the 

Theorem 12.3. I/ P(z)=z 2 p, p real, then the iterates {Pn(z)} have only constant 
limit/unctions in their domains o/ normality. 

13. On the iteration of polynomials of the third degree with real coefficients 

Let  the polynomial  be 
tl=ata +btZ +ct +d, (13.1) 

where a, b, c and d are real numbers.  By  a MSbius t ransformat ion of the form 

z 1 b z b 
tl-lal�89 3a' t=lal~ 3a 

we get f rom (13.1) 
z~ = +_z3 +pz +r, (13.2) 

where the sign of z s is the same as the sign of a and where 

b 2 bc 
P = - 3 a + C '  r = l a l � 8 9  + 2ba27a S 3 a + d ) "  

Thus we can consider the simpler function (13.2) instead of (13.1). 

Case A: P(z)= +_ z a +pz. 
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Fi r s t  consider the  polynomial  z 1 = - - 7 . 3 +  pz. By the M6bius t ransformat ion  z 1 = iwl,  

z = iw, we get  the  t ransformed function w 1 = w3+ pw. Hence in Case A it  is sufficient 
to  consider the  po lynomia l  

P(z)  = z 3 + pz. (13.3) 

P(z)  has three finite first  order  f ixpoints  ql, q2 and q3 and P_l(z)  has two finite cri t ical  
points  c1 and %. These are 

ql = 0 ,  qo_,q3= + ( l - p ) � 8 9  e1 ,%= + (13.4) 

Fur the rmore ,  we shall  need the  f ixpoints  of order  two of (13.3), i.e. those roots  of 
the  equat ion 

(z 3 + pz) 3 + p(z 3 + pz) - z = 0 

which are not  f ixpoints  of order  one. A simple calculat ion gives the  following three  
cycles: 

~ l , ~ = + ( - p - 1 ) L  r162 - _+ - 1  = - ~ , - r  03.5) 

L e m m a  13.1. I [  ]Pl <~1 then e l ,  c2EA*(O ). 

Proo/.  Since ql = 0  is an  a t t r ac t ive  f ixpoint  for ]p[ < 1 and a ra t iona l ly  indifferent  
one for [Pl = 1, a t  least  one cri t ical  poin t  belongs to  A*(0) (see Theorem 3.1 and 3.2). 
Bu t  since c 1 = - c  2 and  A*(0) is symmetr ic  wi th  respect  to the  origin, A*(0) mus t  
conta in  both  Cl and  c v 

L e m m a  13.2. Cl, c2EA( ~ ) i / a n d  only i /  [p[ >3.  

Proo/.  Suppose f irst  t ha t  p~<0. Then,  for x>q2,  we have P ( x ) > x  and hence 
P~(x)-->+ co. Analogously,  for x<q3,  we have t ha t  P~(x ) - ->-  co. Thus el, c 2 E A ( ~ )  

i f  [Ca[ >q2, i.e. when p <  - 3 .  I f  -3~<p~<0,  then  [el] ~q2 and [Pn(Cl)[ : [Pn(v2)[ ~q2 
for every  n, i.e. cl, e z ~ A ( ~ ) .  

Suppose now t h a t  p > 0. Since cl, c z = +_ i(2p/3) (p/a) �89 and P( iy )  = i( - ya + py) we 
have to  consider the  behavior  of c~, e~ = _ (2p/3) (p/3) �89 under  the  i tera tes  of P*(y) = 

_ y a +  py. Since we have P * ( y ) +  y = 0 for y = 0 and y = + (p + 1)�89 i t  follows t ha t  for 
eve n, P*c~ ~ +1  t if c' ~< +1  �89 i e  w h e n 0 ~  < ~<3 Now if >3 ,  then  r y  ] .( )1 ( P  ) . I 1 [ ( P  ) �9 �9 . P �9 ~ . �9 j. 
1cl1 > ( p + l )  and  i t  is easy to  see t h a t  Pzn(Cl)>P2n 2(Cl) and  t h a t  P2n+l(Cl)< 

P2n--I(Cl). By  the  M6bius t rans format ion  i P ( z ) = P * ( y ) , i z = y ,  P*(y) can be t rans-  
formed to P ( z ) = z a + p z .  Then,  on account  of (13.5), P*(y) has no real  f ixpoint  $ of 
order  two such t ha t  [$[ > ( p + l )  ~ when p > 3 .  

Thus we conclude t h a t  P2~(Cl)--> + r162 and  t ha t  P2n+i (e l ) ->-  c,:). Clearly P2n(c~)--> 
- c~ and  P2n+l(c~) -~ + oo and  the lemma is proved.  

We shall  also need the  following bound  on the set F .  

Lemma 13.3. F ~  {~1~ I < ( l §  Ipl)% 

Proo/. If Izl > ( k ( l +  IP ))L k > l ,  then P(z) I = Iz3+pzl >kl~l .  Thus [Pn(z)] > 
kn]z[ and we have [ P , ( z ) l : ~  , i.e. zEA(cr i. 
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Remark. By (13.4) and (13.5) there exists for each p a repulsive fixpoint ~, i.e. 
t E F ,  such tha t  ]~1 ~ ( 1 +  [pi)J. 

Theorem 13.1. Let P(z) - z a + pz be a polynomial with p real. 

1 ~ I] ]p] <~ 3 then F is connected. Furthermore, F is a Jordan curve i / a n d  only i/ 
[ p[ < 1, F is the real interval [-- 2, 2 ] i / p  = - 3, and/inally ,  F is the imaginary interval 
[ -2i, 2i] i / p  = 3. 

2 ~ I] [ p [ > 3  then F is totally disconnected and m~ F =0.  Furthermore, i/ p <  --3 
then F is real and F c [ - q z  , qz] and i/ p > 3  then F is purely imaginary and F c  

[ -  ~1, ~1]. 

Proo]. 1 ~ If  tP[ ~<3 then by Lemma 13.2 cl, c 2 r  ) and hence by Theorem 11.2 
F is connected. Moreover, P(z) has one and only one finite at tractive fixpoint, ql = 0, 
if and only if I P I < 1. By  Lemma 13.1 c~, c 2 E A*(0) for ] p I < 1 and then it follows from 
Theorem 11.3 tha t  F is a Jordan  curve when IPl < 1. Furthermore,  if ]pl~> 1 then 

P-l(ql)  = { 0, +_ ~ / - p  } ~ F and hence by the symmetry  F is not  a Jordan  curve. Thus, 
F is a Jordan  curve if and only if ] p [ < 1. Finally, if p = - 3 then c 1 -- 2 E F and c~ = 
- 2 E F. Since the interval [ 2, 2] is completely invariant  under P(z), it follows from 
Theorem 11.2 tha t  F = [ - 2 ,  2]. Analogously, if p =  3 then F - [ - 2 i ,  2i]. 

2 ~ Suppose now tha t  IPl >3.  By Lemma 13.2 cl, c 2 E A ( ~  ) and thus, according 
to Theorem ll .4,  the set F is total ly disconnected. We then have to verify tha t  F 
lies on the appropriate intervals. 

(a) Suppose tha t  p < - 3  and consider the equation za+ p z - x  where x is real and 
Ixl ~<(1-p)~. This equation has the discriminant D > 0  when p <  -3 and thus the 
equation has three distinct real roots. Since qz = (1-p)�89 E F when p < - 3  we con- 
sider the set Pq~ of the predecessors ~f q2. From Lemma 13.3 and from the discussion 
above it follows tha t  the set Pq~ is real and tha t  Pq, c [ - q 2 ,  q2]. :By Corollary 2.2 
F = P q ,  and hence F is real and F c [ - q 2  , q2]. Thus, by  Theorem 11.4 n h F = O  if 
p <  - 3 .  

(b) Suppose now tha t  p > 3 .  We can proceed analogously to (a). Since $1 = 
( - 1  - p ) t  E F we form P~, and it follows tha t  PC, ~ [ -~1 ,  ~1]. Thus F ~  [ -~1,  $1] and 
by Theorem 11.4 m~ F = 0 if p > 3. 

Since the set of critical points C is either real or purely imaginary and since the 
point at  infinity is a first order at tractive fixpoint, the set C cannot divide the 
plane. Then Theorem 6.3 yields the 

Theorem 13.2. I /P(z ) - - - za+pz ,  where p is real, then the iterates (P~(z)) have only 
constant l imit /unct ions in their domains o] normality. 

Case B: P(z) = z a + r. 

If  ]rl <2~/3/9, then P ( z ) = z 3 + r  has three real first order fixpoints q~, qz, qa 
satisfying 

eVg 
(13.6) q a < O < r < q 2 < q l ;  0 < r <  9 

2V5 
q a < q z < r < O < q l ;  - - 9 - -  < r < 0 .  (13.7): 
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Here ql and qa are repulsive and qs is attractive. If I r I ~ 2 VS/9, then two of these 
fixpoints coincide and this point is a rationally indifferent fixpoint, while the other  

fixpoint is repulsive. If I r[ >',~/3/9 then there exists only one real first order fix- 
point, namely 

2V3 21/  
qa<0,  when r > ~ - ;  q l > 0 ,  when r < - ~ -  (13.8) 

This fixpoint is always repulsive. The inverse function P l(z) has one finite critical 
point c 1 = r and we have the 

Lemma 13.4. c l E A ( ~  ) i / a n d  only i/ [r[ >21/~/9. 

Proo/. If r>2V3/9  then by (13.8), P ( x ) > x  for x > 0 .  Since c l= r ,  Pn(Cl)-->~ when 

r>21/3/9.  Analogously, if r <  2V3/9 then by (13.8), Pn(Cl) - ->-~ .  Finally, it 
follows immediately from (13.6) and (13.7) tha t  for every n, P~(cl)C[qa, ql] when 

Irl <~2V5/9. 
For the following theorem see also Myrberg [19]. 

Theorem 13.3. Let P(z) =za + r be a polynomial with r real. 

1% F is a Jordan curve i / a n d  only i/ [r ] <~ 2 V3/9. 

2 ~ I /  ]r I > 2 V3/9 then F is a totally disconnected set and m s F = O. 

Proo/. 1 ~ From Theorem 3.1 and I~mma 13.4 i t  follows tha t  there exists one and 

only one at tract ive fixpoint, qs, if and only if I r l<2V3/9 .  Furthermore,  for r =  

• 21/3/9 the fixpoints _+ V3/3 satisfy P'( +_ V3/3) = + 1 and P"( + V3/3)#0.  Thus, 

by Theorem 11.3 and Remark 8.1, F is a Jordan curve if and only if Iv I ~< 2 V3/9 for: 

2 ~ Suppose now tha t  [r[ >2V3/9. Then, according to Lemma 13.4 and Theorem 
l 1.4, F is total ly disconnected and m s F = 0. 

Case C: P(z) = - z s + r. 

The polynomial P(z)= - z  s +r has for each r only one real first order fixpoint q. 

This is attractive,  rationally indifferent, or repulsive, according as Iv I <4V3/9 ,  

[r I =4V3/9,  or [r I >41/3/9. Moreover, if 4 1 / 3 / 9 <  [r I ~4V619 then P(z) has four 
real fixpoints of order two $1, ~2, Sa, Ca satisfying 

~ l < ~ 2 < q < r < ~ s <  ~a, 1 < r <  ~ -  (13.9) 

~l < ~ u < r < q < ~ a < ~ 4 ,  - - - < r <  - 1 .  
9 

For  [r[ =41/6/9, ~1, ~2 and Ss, ~a coincide and are rationally indifferent fixpoints. 
The inverse function P_l(z) has only one finite critical point c 1 = r  and we have the 
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Lemma 13.5. C l e A ( ~  ) / / a n d  only i/ Irl >4V6/9.  

Proo/. By symmet ry  it is sufficient to consider r >~0. If  r ~< 1 then it follows tha t  
0 <P~(r) ~< 1 for every n, i.e. c I r I f  r > 1, then P2~(r) >P~_2(r)  > r  and P~,+l(r) < 

P2~_l(r) <0.  Thus by (13.9) P2~(r)-->~3 and P2~+l(r)-->~2 i~ 1 < r  ~<4V6/9, and we have 

c l ~ A ( ~  ). Since for r>4V6/9 ,  P(z) has no real fixpoints of order two P2n(r)-~§ 

and P2~_l(r)--->- ~ ,  i.e. CleA(~). 

Theorem 13.4. Let P(z) = - z 3 + r be a polynomial with r real. 

1 ~ I f  [r I~< 4 ~/6/9, then F is connected. Furthermore, F is a Jordan curve i / a n d  

only i/ ] r I < 4 V3/9. 

2 ~ / /  [r[ > 4 V619, then F is totally disconnected and m 2 F = O. 

Proo/. By Lemma 13.5 and Theorem 11.2 F is connected only when Irl <4V6/9.  

If  4 V 3 / 9 < [ r l ~ 4 ~ 6 / 9  then ~1, ~4, q E F  and are real so by symmet ry  F is no 
Jo rdan  curve. However, P(z) has one and only one at tractive first order fixpoint, q, 

if and only if Ir[ <41/3/9. For  Irl =4~3/9, q is rationally indifferent and does not 
satisfy Remark  8.1. Then, by Theorem 11.3, F is a Jo rdan  curve if and only if 

Iv I <4l /3/9 .  Finally, if Irl > 4 ~ / 9  then, by  Lemma 13.5 and Theorem 11.4, F is 
total ly disconnected and m2F=O. 

Since c 1 is real, we have, analogously to the Theorems 12.3 and 13.2, 

Theorem 13,5. I / P ( z ) =  • za +r, where r is real, then the iterates (P~(z)} have only 
constant limit/unctions in their domains o/normality. 

Case D: P(z) = +-za + pz § r, p~:O, r:4:0. 

In  the cases A, B, C the critical points were distributed so tha t  either C1 = A ( ~ )  
or C 1 N A(oo)=r  With the aid of general results it was then possible to determine 
the structure of F.  We are not going to state detailed conditions under which 
C1c A(cr or C 1 N A ( ~ )  = r  in case D. By  using known algebraic formulas and the 
methods of this paper, it is easy to decide whether or not a given numerical example 
satisfies one of the conditions above. We illustrate this with the following simple 
c a s e .  

Theorem "13.6. Let P ( z ) = z a - p z §  be a polynomial, where p > 0  and r are real. 

I / 2 7 r  ~ >4(p  + 1)3, then the set F i8 totally disconnected and m s F =0.  

Proo/. By assumption, the equation z a - (p + 1) z + r = 0 has the discriminant D = 
4 ( p +  1 )3 -27 r2<0  and consequently there exists only one real fixpoint q of order 
one. This point can be explicitly expressed by  a known algebraic formula, from 
w h i c h i t  is easy to see tha t  either q < 0 < r  or r<O<q.  The inverse function P_l(z) 
has two finite critical points, namely c~, % = • (2p/3)'(p/3) ~ + r. Our assumption 
implies tha t  if r > 0 ,  then el, c~>0 and if r < 0 ,  then cl, c2<0. Now consider r > 0 .  
Then P ( x ) > x  if x > 0 and thus P~(ci) , P~(c2)--> § 0% i.e. Cl, c2 E A(r162 Analogously, if 
r < 0 then P(x) < x when x < 0 and Pn(ci), Pn(c2) --> - c~, i.e. c1, c 2 E A (~) .  The theorem 
then follows from Theorem 11.4. 
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However, there  exist  functions P ( z ) - - ~ z 3 - = p z + r  such t ha t  C 1 ~ A ( o ~ ) # r  and 
C1 N CA(o~) ~ r  If  for such a function we can prove t h a t  there  exist  f inite a t t r ac t ive  
or ra t ional ly  indifferent  f ixpoints,  then  the general  results  are applicable.  If,  however,  
C l f3 CA(o~)= F ,  then  there seems to be no results concerning the s t ructure  of F .  
We shall  now establish a general  resul t  for such th i rd  degree polynomials.  Fur ther -  
more, we shall prove t ha t  two different  s t ructures  can occur. 

Theorem 13.7. Let P(z) be a polynomial, o / the  third degree and let P l(Z) have the 
finite critical points e 1 and c 2. I / c  1 E F and e 2 C A ( ~ )  then F contains an infinite number 
o/single point components. 

Proo/. We observe tha t  the  assumpt ion implies tha t  there  is no finite a t t r ac t ive  or 
ra t ional ly  indifferent f ixpoint .  As in the  proof of Theorem 10.1 we can cover F by  
a s imply  connected closed set E o such t h a t  ~E 0 [3 F = r  andP~(c2) ~ E  0, n =0 ,  l ,  2 . . . . .  
Moreover, we first  suppose t ha t  P {CEo)c  C E  o. Since c 2 ~ Eo, there  exists  an inverse 
branch of P l(Z), e.g. P~)l(z), which is holomorphic in E 0. Consider the  functions 
{P(~(z)} defined by P(_3)~(z) _D(3)/lo(3) . . . .  l ~  (n-1)(z)). By repeat ing the a rgument  in the  
proof of Theorem 10.1, we see t ha t  {P(3)n(z)} is normal  in E 0 and tha t  the  convergent  
subsequences t end  to constants.  

Now map  E 0 by  the functions {P(a)~(z)}. The images satisfy P!~)~(Eo)~P!3~ ~)(E0) , 
n = l ,  2, 3 . . . . .  If  ~P(_3)~(Eo) has the  length l!~)~, then,  according to the  propert ies  of 
{P(~),(z)}, lim~_,~o 1(3)~ =0 .  Thus the  component  of F ,  which belongs to  all  {P!3),(Eo)}, is 
a single point.  Hence,  by  t ak ing  its predecessors, we get  an infinite number  of single 
point  components  of F .  

I t  remains to  prove t ha t  we need not  assume P ( C E o ) ~  CEo; the  choice of E o 
does not  guarantee  tha t  this  assumpt ion is satisfied. But  since C E o c A ( o ~  ) the  
uniform convergence of {P~(CE0) } to  z =  ~ implies the  existence of an integer  h 
such t ha t  P~(CE0)~  C E  o if n ~>h. Clearly, t ha t  is sufficient for our proof to  work. 

Remark. I t  seems to be an open question whether this  theorem is val id  for an 
a rb i t r a ry  polynomial  which satisfies C l fl A(~ )~=r  C 1 f3 C A ( ~ ) ~ r  and C 1 f3 
CA( o~)= F. 

We are now going to  prove t ha t  Theorem 13.7 is the  most  general  possible under  
the  given assumptions.  F i r s t  we prove the  

Theorem 13.8. Let P(z) be a polynomial o/ the third degree and let P_l(Z) have the 
finite critical points c 1 and c 2. I / c  I is a repulsive/ixpoint o/ order one, i.e. c 1E F, and 
c 2 E A (oo), then F is totally disconnected. 

Remark. An example  is the  polynomial  P ( z ) - 1 8 ( z  a --2z'Z +z).  In  fact ,  e l - P ( 1  ) = 0  
and P ( 0 ) = 0 ,  ]P'(0)] =18; c2 =P(~ ) -SaEA(oo ). 

Proo/o /  Theorem 13.8. As in the  preceeding proof we cover F by  a s imply con- 
nected closed set E o such t ha t  ~E 0 t3 F =~b and Pn(%) E CEo, n =0,  1, 2 . . . . .  We add  
fur ther  the  assumpt ion P ( C E 0 ) c  C E  0. Let  the  inverse branches  be d i s t r ibu ted  so 
tha t  

cl,--*(P(l_~ (z), P(~ (z)), c~*(P~)l(z), P(3)1 (z)). 

Then P!~(z) is holomorphie in E o. Now map  E o by  P_l(Z). The branches  /x-l~(z) 
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and P!~ (z) permute cyclically as z runs through ~E 0 twice. Pu t  P!-I)I (Eo) U P@)~ (E0) -- 
E(11'~) and P(a) 1 (Eo) - E ~  "~), which thus are simply connected sets such tha t  

El" ~) = E o, E~ ~> = E o, El ~' ,z> (3 El  ~> = r 

Since c 1 is both a critical point and a repulsive fixpoint, it follows tha t  

~a) E(I~>; , (13 10) P_l(c l )=cl  E P~)l(Cl)= Pff)l(cl)=~ EE(11'2) 

where evidently P ' ( $ ) =  0. We map E(1L2) and E(1 a) and their successively obtained 
images by the three inverse branches. After an n-fold mapping, we get a number  of 
simply connected closed sets {E~ )} such tha t  

F ~ U E~ ) = U ET-~, n = 1, 2 . . . .  ; 

E~ )f3E~ )=~b if v # t t .  

I f  we denote the length of ~E~ ) by  l~)we have to prove that  l~)-+ 0 for every v. 
First consider the functions {p(_a)(z)}, defined by P(a)n (z)= P~)~ (P(a-~n-i)(z)). These 

functions are holomorphic in E 0 and thus it follows, as in the proof of Theorem 
13.7, tha t  if P(a_)~(Eo)=E~), then 

lim l~ ) = 0. (13.11) 
n->oo 

From (13.10) we see tha t  E~)--->Cl . :Now consider the sets {E~ '~)} defined by 

E~.~) = ID(1)[l~(a) ~ ( j  0(2)11~(3) ~ (13.12) 
. t  - -  l ,~ JZJ n - 1 ]  . t  - l ~-rZC n - l ] . 

These sets are simply connected and -~nr'(l'~)~(l'2)~,-1, n = 2 ,  3, . . . .  According to 
(13.11) and (13.12), we obtain tha t  l~'2)-+0. 

I t  is evident tha t  for every n, each inverse branch P~)l(z) is holomorphic in 
U ,  E~ ) - E ~  ). After making the usual arguments concerning normal families and 
their limit functions, it follows that,  for every v, l~)-->0. 

Finally, the assumption P(CEo)c  C E  0 can be excluded by  the same argument  as 
in the proof of Theorem 13.7. Thus the theorem is proved. 

Remark. Fatou  conjectured ([6], p. 84) tha t  if a critical point belongs to F,  then F 
cannot be total ly disconnected. Our Theorem 13.8, however, gives a counter-example 
to this. 

We have now seen tha t  if P(z) is a polynomial of the third degree and is such tha t  
the critical points c I E F and c, E A ( ~ ) ,  then the set F contains one-point components, 
and furthermore can be total ly disconnected. I t  is thus natural  to ask whether the 
assumptions above always imply tha t  F is total ly disconnected. The answer is in 
the negative, as the following example shows. 

Example. If  P(z) = (3 V3/2)(z 8 + 3z 2 + 2z) then P l(Z) has the critical points c 1 = - 1 E F 
and c2= 1 EA(~) .  Moreover, the set F contains both an infinite number  of single 
point components and an infinite number  of connected components. This can be 
seen as follows. 
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Since P ( -  1 )=0 ,  P ( 0 ) = 0  and IP'(0)[ =3V-3 we conclude t ha t  c I E F .  Fur the rmore ,  
since P(z) has no posit ive,  real  f ixpoint  of order  one, Pn(c2)--> 0% i.e. c 2 E A(o~). Sup- 
pose then  tha t  c 1 is a crit ical poin t  of the  branches P~)l(z) and P~)l(z). Then we see 
t ha t  

P~)~ [ - 1, 0] U p(2), [ _ 1, 0] - [ - 1, 0] and  P[  - 1, 0] = [ - 1, 0]. 

Thus the  closed in terva l  [ - 1 ,  0] is complete ly  invar ian t  under  P(z) if we use 
only the  branches P~(z) and P~(z). I t  follows t ha t  [ 1, 0] = F .  Hence F contains 
an infinite number  of connected components ,  namely  [ - 1 ,  0] and  its predecessors. 
By Theorem 13.7-, F contains an  infinite number  of single poin t  components.  Such 

a component  is the  repulsive first  order  f ixpoint  q = ~ ( - 9 - ( 9 + 8 V 3 ) � 8 9  By  tak ing  
its predecessors, we get  an infinite number  of poin t  components .  

Chapter IlL Asymptotic distribution of predecessors 

14. Definitions 

Let  E be a bounded closed set in the  z-plane and le t /x  be a posi t ive mass distri-  
but ion on E of finite to ta l  mass. The logar i thmic potent ia l  to  be considered is then  
defined by  

u ( z ) =  log ~ Z ~  dtt(~). 

We  also consider the  energy integral  

and  set V =  inf 1(#). 
g. ~(E)-  1 

Then we define the  capaci ty  ?(E) of E by  

y(E)  = e  v. 

The carrier  of a mass d is t r ibut ion  tt is denoted  by  S, .  I n  this  chapter ,  we will only 
consider polynomials  of the  form 

P(z) =zk+a~_lzk-X+ ... + a  0, k>~2, (14.1) 

and  thei r  i terates  {Pn(z)}. Thus the  set F will correspond to a po lynomia l  of the  form 
(14.1). 

15. The capacity of the set F 

Lemma 15.1. y(F)= 1. 

Proo/. Let E o be a s imply connected closed set such t ha t  CEo= A(~)  a n d P ( C E 0 ) =  
CE. 0, i.e. F c  E 0. Fur the rmore ,  we m a y  assume t h a t  ~E 0 is a J o r d a n  curve and t ha t  

138 



ARKIV FOR MATEMATIK. B d  6 nr 6 

~ E o N C I - :  r Now set P_~(Eo)=E .. Then F c E ~ c E , _  1, n - l , 2 , . . . ,  and ~)E,-~ 
~)A ( ~ )  - F. 

Let  g~(z, ~ )  be the Green's  function for the complemcnt  of E~ singular a t  infinity. 
If  y(En)--e  v., then at z -  ~ ,  

g,~(z,~)-= loglz I + V~+o(1). (15.1) 

By making the substi tut ion z-~P(z)  in (15.1), we get at  z--  

~g~(P(z), ~ ) =  log ]z I + o(1). 
V~ 

k + 

Since P(E~+I) -E~  and P_I(E~)--E,~ 1 and since the Green's function is unique, we 
conclude tha t  

1 
g~, ~(z, ~ ) =  -k g,~(P(z), ~ ) .  

Thus V~, 1 :- V~/Ic and by  repeating the procedure above, we get V ~ I :  Vo/k'. Now, 
by Tsuji [21] p. 57, 79 

7 ( F ) =  lim 7 ( E , ) - l i m  e V , ~ l  

and the lemma is proved. 
Denote the equilibrium distribution of F by #*, i . e . / t * ( F ) :  1 and I(/z*) - V. The 

following impor tant  l emma holds. 

L e m m a  15.2. S,,:F. 

For the proof of this l emma we need two more lemmas.  

Lemma 15.3. 7(F--  St,. ) ~0 .  

Proo/o/Lemma 15.3. Since F - - ~ A ( ~ )  this is the Theorem I I I :  31 in Tsuji [21] p. 79. 

Lemma 15.4. Let /(z) be a mapping on the bounded closed set E satis/ying the 
inequality ] ](z,) -- /(zz) I < M I z 1 - z~ l , where M is constant. 1 / 7 ( E ) = 0 ,  then 7(/( E) ) - 0. 

Proo /o /Lemma  15.4. We shall here use the transfinite diameter  as an equivalent  
notion of capacity.  See Tsuji [21], pp. 71-75. Given e > 0 ,  there exists an N such 
tha t  for n ~  N and any  points w~e/(E), w~=/(z~), i - l ,  2, 3 .. . . .  n, 

1 

1[-[ [w, w , [ < M  (~) - -  , z,- z , l<e  (~) 
|<1 i < /  

Hence the transfinite d iameter  o f / ( E )  equals 0 and the lemma is proved. 

Proo[ o] Lemma 15.2. Suppose on the contrary,  tha t  F - S , .  = Fl=i=~. Then by 
Lemma  15.3, 7(F~)=0.  Choose a closed subset H of Fz. Since S , .  is closed and 
S , ,  N H - C ,  we have d(H, S , , . )=20>0.  Let  zoeH and set Co={z[ [z Zo] <5} and 

139 



H. BROmr~, Invariant sets under iteration of rational functions 

C~ N F 1 = F ~ .  Since F~*c F and C~ N S , .  = r  i t  follows t ha t  F* is perfect.  Moreover, 
since F ~ c  Fx, we have ~,(F~*)=0. Now, according to  Theorem 4.3, there  exists an 
integer  N such t ha t  F=PN(F~). Thus by  Lemma 15.4, 7 ( F ) = 0 .  This contradic ts  
our Lemma 15.1 and the lemma is established. 

The following lemma has no connexion with the i te ra t ion  theory  but  will be of 
use later.  

Lemma 15.5. Let E and H be two closed sets such that E c  H and 7(E)=e-V>O. 
Furthermore, let {#n} be a sequence o/ distribution.~ on H with unit mass such that 
#.--->l ~, weakly, where # distributes unit mass on E. 

I /u . (z)  denotes the logarithmic potential with respect to t~. and #* denotes the equili- 
brium distribution o /E ,  then suppose 

1 ~ l im._~un(z)>1 V i / zEE.  

2 ~ Su, = E.  

The assertion is that tt -#*. 

Proo/. By F a t o u ' s  lemma and assumpt ion 1 ~ 

l!m f u~(z)d/~'(z)>~ SE !im u.(z)d.'(z)>~ V. (15.2) 

Let u*(z) be the equi l ibr ium potent ia l  corresponding to / t* ,  so tha t  u*(z) <~ V every-  
where. Then by  Fub in i ' s  theorem 

lim f u.(z)dt,*(z)= lira f u*($)dl~.(: ) V. (15.3) 
n - -~  o o  n - ~ o o  

By (15.2) and (15.3) 
u(z) <~ lim u.(z) = V, 

except  on a set where //* L_ 0. Since S , ,  = E ,  the neighbourhoods of each point  
z 0 E E contain  points  where u(z) <~ V. Since 

u(zo) <. lim u(z) <~ V, 
Z.=~ z l  

we have u(z) <~ V, every z E E. The uniqueness of p* then  implies t ha t  tt =tt* and the 
lemma is proved.  

16. Mass distributions produced by iteration of polynomials 

We now re turn  to  the  polynomia l  P(z)--zk+ak_xzk-l+...+ao and introduce a 
sequence {Pn} of mass d is t r ibut ions  defined as follows: 

Po places the  mass 1 a t  a f ixed point  z 0 in the  plane except  the  except ional  points  
of Theorem 2.5. 

#x places the  mass k -~ a t  the  k predecessors of order 1 of z 0. 

p ,  places the  mass k -n a t  the  k n predecessors of order  n of z o. 

We shall  need the  following 
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Lemma 16.1. Every weakly convergent subsequence extracted from {f~} tends to a 
distribution o/uni t  mass on F. 

Proo/. If  z 0 is not  an a t t r ac t ive  f ixpoint  and  does not  belong to any  singular  domain,  
then  by  Theorem 6.1, the  l emma holds. Hence suppose t h a t  z 0 is an  a t t r ac t ive  fix- 
point .  I f  then  0 is an a rb i t r a ry  neighbourhood of F ,  there  ev ident ly  exists an integer  
N such t ha t  CO contains exac t ly  p predecessors of order n of z o, if n>~N. Thus 
f~(CO) = p ' /c  -n, n >~ N and fn(CO) -+ 0 and the lemma holds in this  case too. 

There remains  the  case where z 0 belongs to  a s ingular  domain  G*. By Theorem 5.2, 
however,  there  exists an  i tera te  Ph(z), which maps  G* one to  one onto itself. Thus 
z o has only one predecessor P*h(Zo) belonging to  G*. Since the  other  predecessors of 
order  h, {P~(Zo)}, do not  belong to a singular  domain,  we can proceed in the  same 
way  as above and the lemma is proved.  

We can now s ta te  the  ma in  theorem of this  chapter .  

Theorem 16.1. I /  {fn} i8 the sequence o/ mass distributions defined above and f* 
denotes the equilibrium distribution o / F ,  then limn ~ ~ fin = f*,  weak convergence. 

Proo/. We shall  prove t h a t  the  assumptions  of Lemma 15.5 are satisfied. 

1 ~ Le t  E be a closed s imply connected set such t ha t  C E c A ( ~ ) .  Thus, if z 0 is 
an  a t t r ac t ive  f ixpoint ,  not  except ional ,  or  belongs to  a s ingular  domain,  al l  i ts  
predecessors are in E.  Fur thermore ,  if 0 is an e-neighbourhood of z = ~ ,  then  there  
exists  an integer N such t ha t  every predecessor of order  n ~> N of any  poin t  w E CO 
belongs to  E. 

E x t r a c t  a weakly  convergent  subsequence {#n~} from {f~} and suppose tha t / , ,~- ->f ,  

where by  Lemma 16.1 # ( F ) =  1. Since F is bounded in the  case of a polynomial ,  and 
since F is complete ly  invar ian t  under  P(z), i t  follows t ha t  

[Pn(z)l<~M, z e F  every n. (16.1) 

The predecessors of order  nv of z o are the  roots  of the  equationPn,(z)-zo=O. Let 

these roots  be Zl, z2 . . . . .  zkn" and t ake  n,>~/V, i.e. so t ha t  { z , } ~ ' c  E. Hence 

knv 

= (16.2) 
V=I 

If  z 6 F ,  then  b y  (16.1) and  (16.2) 

knV 

~ l o g  ]z-z, [  <~M 1 
V=I 

1 knv 1 M1 
and  ~ ,~1 log ./> (16.3) Iz -z~l k-~" 

However ,  (16.3) can be wr i t t en  as a potent ia l ,  namely  
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fE �9 MI  
1 d ~ + ( r  

u+(z)= lOgl _  k+ 

and thus lim u,~(z) >~ O, z e F. 
y - - >  o o  

Since by Lemma 15.1, 7(F) --1, i.e. V =0,  the sequence {/t,~} satisfies the assumption 

1 ~ of Lemma 15.5. 
2 ~ The assumption 2 ~ S+**-F, was proved in Lemma 15.2. Thus, by Lemma 

15.5/tn, ~->/t*, weak convergence. 

But  the same argument  can be used for every convergent subsequence extracted 
from {ft,} and consequently 

lim /~=/~*;  weak convergence. 
n - - ~  o o  

Remark 16.1. Let {/~(., w)} be the mass distributions produced by the start  peint  
w. Then if we allow w to be a function of n, we get a sequence {/~,{-, w.)}. I t  follows 
from the proof of Theorem 16.1 tha t  if w~ varies in a bounded domain, t hen /~ ( . ,  wn)-~ 
/ : ,  weakly. 

17. Ergodie and mixing properties of polynomials 

Since F is completely invariant under the corresponding polynomial P(z), we can 
regard P(z) as a transformation T of F onto itself. Adler and Rivlin [1] have con- 
sidered the transformation Tn which corresponds to the Chebyshev polynomial of 
degree n for the interval [ - 1 ,  1]. They proved tha t  T preserves the equilibrium 
distribution #* of [ -  1, 1] and tha t  the sequence {Tn} is strongly mixing. We shall 
now prove a similar theorem for the more general set F. (For definitions see Halmos 
[7].) 

Theorem 17.1. T preserves the measure/~*. Furthermore, T is strongly mixing. 

Proo/. If  E c  F,  then it follows from Theorem 16.1 tha t  ,u*(T-1E) =/~*(E), i.e. T 
preserves the measure/z*. 

To establish tha t  T is strongly mixing, we have to prove. 

where/(z) ,  g(z)eL~(F, u*). Let {/~n(', wn)} be the mass distributions defined in Re- 
mark 16.1. Cover F by  a finite number  of squares {Qj}~=I with small diameters and 
such that/~*(~Qj) =0,  ] =  l, 2 . . . . .  k. Given e > 0 ,  we assert tha t  there exists an N 
such tha t  for n ~> N 

[/a,(Qj, wn)-/~*(Qj)[<e, ] = 1 , 2  . . . . .  k (17.2) 

uniformly in [ w~ ] < M. For  if this is not  true, then for every n there exists a square 
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Q; fo r  w h i c h  (17.2) d o e s  n o t  h o l d .  B u t  s i n c e  t h e  n u m b e r  of  s q u a r e s  is f i n i t e ,  t h i s  

i m p l i e s  t h e  e x i s t e n c e  of  a s q u a r e  Q~ a n d  a s u b s e q u e n c e  {/~,~(Q~, w,~)} s u c h  t h a t  

,u,,,(Qs, wn.,)+-->lu*(Q~) w h i c h  c o n t r a d i c t s  R e m a r k  16.1. 

I f  S E F  a n d  h a s  t h e  p r e d e c e s s o r s  {$(~)~} of  o r d e r  n ,  t h e n  i t  f o l l o w s  t h a t  f o r  a n y  

f u n c t i o n  g(z), w h i c h  is c o n s t a n t  o n  e a c h  s q u a r e ,  

l i m  ~ g ( ~ ) , ) k  - ~ =  g(z)d/z*(z) 
n--> ov r=~ 

u n i f o r m l y  in  $ E F .  T h i s  y i e l d s  fo r  f u n c t i o n s / ( z )  a n d  g(z) w h i c h  a r e  c o n s t a n t  o n  e a c h  
s q u a r e  

l i m  f e / ( T n z )  g(z)d#*(z  ) = l i m  l i m  ~ / ( ~ ) ~ ) g ( $ ~ m + . ) )  ~-m-n  

= l i m  l i ra  ~ / ( ~ ) m ) ' k  m ~ g(~(U~m+n))k-n~l/(z)d~z,(z).lg(z)d,(z). 
. . . . . .  ( :(-~)m fixed) JF JF 

B y  a s t a n d a r d  a p p r o x i m a t i o n  a r g u m e n t  (17.1) h o l d s  f o r / ( z ) ,  g(z)EL2(F,  #*)  a n d  t h e  
t h e o r e m  is p r o v e d .  

R E F E R E N C E S  

Abbreviations: L = Lemma,  Th = Theorem, C = Corollary 
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