
REVIEW ARTICLE

Investigating Effective Brain Connectivity from fMRI Data:
Past Findings and Current Issues with Reference

to Granger Causality Analysis

Gopikrishna Deshpande1,2 and Xiaoping Hu3

Abstract

Interactions between brain regions have been recognized as a critical ingredient required to understand brain
function. Two modes of interactions have held prominence—synchronization and causal influence. Efforts to as-
certain causal influence from functional magnetic resonance imaging (fMRI) data have relied primarily on confir-
matory model-driven approaches, such as dynamic causal modeling and structural equation modeling, and
exploratory data-driven approaches such as Granger causality analysis. A slew of recent articles have focused
on the relative merits and caveats of these approaches. The relevant studies can be classified into simulations, the-
oretical developments, and experimental results. In the first part of this review, we will consider each of these
themes and critically evaluate their arguments, with regard to Granger causality analysis. Specifically, we
argue that simulations are bounded by the assumptions and simplifications made by the simulator, and hence
must be regarded only as a guide to experimental design and should not be viewed as the final word. On the the-
oretical front, we reason that each of the improvements to existing, yet disparate, methods brings them closer to
each other with the hope of eventually leading to a unified framework specifically designed for fMRI. We then
review latest experimental results that demonstrate the utility and validity of Granger causality analysis under
certain experimental conditions. In the second part, we will consider current issues in causal connectivity
analysis—hemodynamic variability, sampling, instantaneous versus causal relationship, and task versus resting
states. We highlight some of our own work regarding these issues showing the effect of hemodynamic variability
and sampling on Granger causality. Further, we discuss recent techniques such as the cubature Kalman filtering,
which can perform blind deconvolution of the hemodynamic response robustly well, and hence enabling wider
application of Granger causality analysis. Finally, we discuss our previous work on the less-appreciated interac-
tions between instantaneous and causal relationships and the utility and interpretation of Granger causality re-
sults obtained from task versus resting state (e.g., ability of causal relationships to provide a mode of
connectivity between regions that are instantaneously dissociated in resting state). We conclude by discussing
future directions in this area.
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Introduction

The major goal of functional magnetic resonance imag-
ing (fMRI) studies is to understand brain function.

Since its inception in the early nineties, fMRI has primarily fo-
cused on the spatial localization of brain function (Friston
et al., 1994). Accordingly, distinct brain regions are assumed
to be specialized for distinct functions. Although this model

has provided tremendous insights into the workings of the
brain, higher-level functions that require coordinated action
of many brain areas have not been sufficiently well explained
by this model. For example, a flashing checkerboard will ac-
tivate the primary visual area, implying that this area encodes
basic intensity information in the input image. However, an
ecologically valid, complex natural scene that contains people
and their associated motions and emotions may activate a
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swathe of regions such as primary/secondary visual area, fu-
siform, middle temporal, and amygdala. Where exactly are
all these aspects of the brain activity bound together to
form a unified experience? This question has necessitated
an alternate model of brain function based on distributed in-
formation processing. This model does not exclude the spatial
localization model. Rather, it hypothesizes that spatially lo-
calized activated regions do encode basic properties of inter-
nally or externally generated inputs, and that the interactions
between these regions contribute to the encoding of more
complex properties, giving rise to a repertoire of experiences.

Interactions between regions can be of two types. First, in-
formation flow (monosynaptic, polysynaptic, or otherwise)
leads to a causal relationship between activities in different
regions. For example, it is well documented that visual stim-
uli (e.g., human faces) from the retina travel through the optic
nerve to the lateral geniculate nucleus, primary visual area
V1, higher-order visual area V5, and fusiform area, in that
order (Kandel et al., 2000). The evoked potentials measured
through electroencephalography (EEG) source localization
seem to have a larger latency in the downstream areas as
compared to the upstream ones (Russo et al., 2001; Sadeh
et al., 2008). This suggests a causal relationship between activ-
ities in these brain areas. Second, general network level syn-
chronization may lead to simultaneous and coherent
activity in many brain regions. For example, EEG synchroni-
zation in the alpha-, beta-, theta-, and-gamma bands has been
associated with memory, sensory integration, attention, and
consciousness, respectively (Sauseng and Klimesch, 2008).

Friston referred to the causal and synchronous relation-
ships derived from fMRI data as effective connectivity (EC)
and functional connectivity (FC) (Friston, 1995), respectively.
FC has been extensively studied, primarily using the correla-
tion coefficient, in resting state (Biswal et al., 1995) and also in
task-based analyses using the concept of psychophysiological
interactions (O’Reilly et al., 2012). On the other hand, EC has
been extensively applied to task-based studies (Deshpande
et al., 2009; Friston et al., 2003; McIntosh and Gozales-Lima,
1994; Roebroeck et al., 2005) and to a lesser degree to resting-
state data (Deshpande et al., 2011; Liao et al., 2010; Sridharan
et al., 2008). Methodologically speaking, most, if not all, FC an-
alyses employ the correlation coefficient or independent com-
ponent analysis while wide variability exists in EC analyses.
Specifically, EC studies have employed probabilistic/Bayesian
methods (Patel et al., 2006; Zheng and Rajapakse, 2006), dy-
namic causal modeling (DCM) (Friston et al., 2003), structural
equation modeling (SEM) (Zhuang et al., 2005), and autoregres-
sive modeling/Granger causality analysis (Abler et al., 2006;
Deshpande et al., 2008, 2009; Roebroeck et al., 2005; Sathian
et al., 2011). The variability in the methodology used to inves-
tigate EC stems from the fact that causal influence is a diverse
concept with multiple interpretations (as opposed to the com-
paratively straightforward notion of synchronization in FC).

Many previous studies, including some of our group, have
weighed in on the relative merits and caveats of these
methods (Bressler and Seth, 2011; Roebroeck et al., 2009;
Valdes-Sosa et al., 2011) for fMRI. Most of these studies ad-
dress issues unique to fMRI. For example, an fMRI time series
is modeled as a coarse sampling of the byproduct of the con-
volution of a hidden neuronal variable with the hemody-
namic response function (HRF). Consequently, what could
be the effect of non-neuronal spatial variability of the shape

of HRF and slow sampling rate on our ability to infer causal
relationships between hidden neuronal variables (defined as
neuronal causality) from corresponding fMRI time series? It
is evident that loss of neuronal timing information in fMRI
is detrimental to EC analysis, but the bounds of fMRI acqui-
sition parameters and postprocessing methodologies that
might overcome the apparent fallacies of fMRI for inferring
neuronal causality are still an open matter of debate in
these studies. These studies can be classified into simulations,
theoretical developments, and experimental investigations. In
the first part of this review, we will consider each of these
themes and critically evaluate their arguments, with specific
emphasis on Granger causality analysis. In the second part,
we will consider additional major current issues in connectiv-
ity analysis—hemodynamic variability across brain regions
and subjects, sampling, instantaneous versus causal relation-
ship, and task versus resting states—and highlight some of
our own previous work and discuss future directions.

Background Information

Granger causality basics

Granger causality is based on the principle that directional
causal influence from time series A to time series B can be in-
ferred if past values of time series A help predict the present
and future values of the time series B (Granger, 1969). Given k
time series X(t) = [x1(t) · 2(t).xk(t)], the multivariate vector
autoregressive (MVAR) of order p is

X(t) = +
p

n = 1

A(n)X(t� n)þE(t) (1)

where A(n) is the coefficient of the model as shown in Eq.
(2), and E(t) is the model error.
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Multivariate Granger causality between the time series can
be inferred from the model coefficients (Kaminski et al., 2001).
The estimation of the coefficients can also be achieved in the
frequency domain that gives rise to several metrics, including
directed transfer function and partial directed coherence (Kus
et al., 2004). Bivariate and conditional Granger causality be-
tween time series can also be obtained using Geweke’s formu-
lation. Accordingly, the total linear dependence between time
series can be split into an instantaneous part and a causal
part, which can be estimated using the error variances of
the restricted and unrestricted VAR models, rather than
model coefficients (Geweke, 1982). These two types of ap-
proaches, that is, based on model coefficients or error vari-
ances, have been shown to be equivalent (Deshpande et al.,
2010b; Kaminski et al., 2001).

Hemodynamic variability basics

When fMRI time series are used in the MVAR model of
Eq.1 to infer neuronal causality, the characteristics of the
HRF, which defines the relationship between neuronal activ-
ity and observed fMRI signal, become an important consider-
ation. It has been demonstrated that the shape and magnitude
of the HRF vary across brain regions and individuals
(Aguirre et al., 1998; Handwerker et al., 2004; Silva and
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Koretsky, 2002). Only a part of this variance is attributable to
neuronal activity while various other factors such as vascula-
ture differences, baseline cerebral blood flow, hematocrit, al-
cohol/caffeine/lipid ingestion, partial volume imaging of
veins, global magnetic susceptibilities, slice timing differ-
ences, and pulse or respiration differences (Buxton, 2002;
Handwerker et al., 2004; Levin et al., 1998, 2001; Noseworthy
et al., 2003) are responsible for the spatial variability of the
HRF. A large portion of HRF variability is attributable to vas-
culature differences, which are structural, and hence the var-
iability is also spatial. This spatial variability can be expressed
in terms of differences in time to onset, time to peak, and peak
width. Handwerker and associates (2004) found that the time
to peak had a spatial variability of about 2 s under normal
physiological conditions. On the other hand, others have
found larger spatial differences when dealing with pathologi-
cal populations (David et al., 2008). When referring to HRF
variability in this article, we are almost always referring to
its spatial variability as it can be of vascular, non-neuronal or-
igin. This can potentially confound Granger causality obtained
from fMRI data, because it assumes that any lag in fMRI time
series is neuronal in origin (Deshpande et al., 2010c). Accord-
ing to the Balloon model, temporal variability of HRF, unlike
its spatial variability, is mostly driven by underlying neuronal
processes (Buxton, 2002). Later on, we make a reference to
HRF’s temporal variability in the context of using its neuronal
origin to infer neuronal causality from fMRI.

A Critical Look at Previous Work

Simulations

It is difficult to establish the ground truth in an experimen-
tal setup; for example, suppose we want to know whether vi-
sual stimulation causes V1 to influence V3 using fMRI. The
ground truth is whether stimulus-induced action potentials
in V1 neurons actually travel down to V3 neurons, causing
depolarization of their soma, opening voltage-gated channels
in them, and triggering an action potential. How do we mea-
sure this ground truth? One could use simultaneous EEG or
MEG and fMRI, since the former is a marker of electrical ac-
tivity (but then, it suffers from poor spatial resolution). A
more reliable way would be to perform invasive electrical re-
cordings in animals simultaneously with fMRI. Due to the
technical challenges involved in doing such an experiment,
many researchers have taken recourse to simulations.

Friston et al. have used simulated systems to illustrate
the efficacy of DCM and its variants in their various reports
(Friston et al., 2003; Li et al., 2011). Similarly, whenever a
new method is proposed, it is invariably evaluated by simu-
lations. Examples include Granger causality analysis and its
variants (Deshpande et al., 2010b; Kus et al., 2004; Roebroeck
et al., 2005), multivariate dynamical system (MDS) model
(Ryali et al., 2011), and Bayes net (Ramsey et al., 2010;
Zheng and Rajapakse, 2006). Others have used a single simu-
lation to test different models (Smith et al., 2011; Witt and
Meyerand, 2009).

Our contention is that there are subtle (and sometimes
gross) differences in the way synthetic data are simulated,
and these differences can lead to vastly discrepant results.
We present two examples of specific cases of differing evalua-
tions and then discuss a general approach for resolving such
differences in results. In the first example, Smith et al. used a

generative biophysical model without an explicit delay and
found that Patel’s s (Patel et al., 2006) performed the best,
and Granger causality analysis performed worst. This is not
surprising because the former is not based on a delay assump-
tion while the latter is. On the other hand, Roebroeck and col-
leagues (2005) had explicit delays in the synthetic data and
found excellent results with Granger causality analysis. Also,
in a recent simulation study, Wen and colleagues showed a
monotonic relationship between neural-level Granger causal-
ity and fMRI-level Granger causality (Wen et al., 2012), thus
contradicting the findings of Smith and colleagues.

In the second example, we discuss how seemingly reason-
able assumptions made in simulations are challenged. In the
face of experimental data showing that the shape of the hemo-
dynamic response varied in a random manner across differ-
ent brain regions and subjects (Aguirre et al., 1998;
Handwerker et al., 2004), we investigated the effect of spatial
hemodynamic variability on Granger causality analysis in
single subjects and found that causality results were indeed
affected by hemodynamic variability under certain condi-
tions (Deshpande et al., 2010c). Schippers and colleagues
(2011) showed that such effects were minimized in multisub-
ject group inference obtained from Granger causality analysis.
This follows from the observation that if the variability of
the hemodynamic response was indeed random (or at least
pseudorandom) while the underlying neuronal lag was sys-
tematic, the effect of neuronal causality should rise above
that of vascular-driven variability of the HRF in group-level
inference. This follows from the simple fact that averaging
enhances a systematic effect while decreasing a random (or
pseudorandom) effect. Thus, group-level Granger causality
inference, in the vast majority of cases, is likely to be driven
by underlying neuronal causality rather than hemodynamic
variability. The Schippers’ study was criticized in a follow-
up article where the authors speculated that hemodynamic
variability could be systematic (Smith et al., 2012).

The instances of divergence of opinion from different sim-
ulations and the ensuing circular arguments indicate that
simulations are bounded by assumptions and simplifications
made by the simulator. The researchers themselves will de-
fend that their simulation methodology best represents real-
ity, but when we have multiple studies claiming the same,
it is an exercise in futility. For example, earlier simulations
based their conclusions upon synthetic fMRI data with
TR = 2s, which was common then. However, with new acqui-
sition techniques such as multiband echo-planar imaging
(EPI), subsecond TRs are likely to become routine in future
(Feinberg et al., 2010). Therefore, it is not possible to general-
ize the conclusions of such simulations. Given these consider-
ations, it is unfortunate that conclusions drawn from
simulation studies are being viewed by the community as de-
finitive verdicts for whether a method works or not. Our in-
tention is not to criticize simulations per se, but to
underscore the point that they ought to be interpreted with
their limitations in mind. Further, simulations can guide us
toward improvements in the data acquisition methodology
that we need to strive for, to make these methods work better.

Theoretical developments

Most of the theoretical arguments have called for a grand
unified model for assessing directional brain connectivity
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from fMRI data. This prospect is not implausible. Barnett and
colleagues (2009) have demonstrated the equivalence of
causal models based on prediction and resolution of uncer-
tainty, for Gaussian variables. For example, Granger causality
modeling is based on the predictability of the future of time
series Y from the past/present of time series X for inferring
that X causes Y. Causality can also be framed in probabilistic
terms, that is, whether Y disambiguates X, which is captured
by transfer entropy. Barnett et al. mathematically demon-
strated that Granger causality and transfer entropy are equiv-
alent for Gaussian variables. Chen and colleagues (2011) have
shown that there are advantages in using a unified model that
incorporates both SEM and autoregressive models as op-
posed to using either of them individually. We have recently
demonstrated a synthesis of Granger causality analysis and
Patel’s s (Patel et al., 2006), wherein a large number of acti-
vated regions were initially considered in the model, and
the network was reduced to a smaller size based on concur-
rent evidence from both the methods (Sathian et al., 2011).
Recent implementations of Granger causality analysis have
formulated the problem as a state-space model, while simul-
taneously incorporating hemodynamic deconvolution using
Kalman filters or variational Bayes (as in MDS) (Ryali et al.,
2011). These efforts bring Granger causality modeling closer
to DCM.

Likewise, notwithstanding the recent criticism of DCM for
combinatorial explosion (Lohmann et al., 2012), improve-
ments to DCM have made the method better than what
was initially proposed. Most notable advances are stochastic
DCM (Li et al., 2011) and more efficient ways of searching for
larger model spaces (Friston et al., 2011), that make DCM
more exploratory than was initially proposed, while simulta-
neously recognizing the fact that completely deterministic
models are likely too simplistic to model a system as complex
as the brain. The hope is that this cross-fertilization of ideas
will ultimately lead to a method most suitable for fMRI,
and that such an end product is likely to be substantially dif-
ferent from any of the models initially proposed.

Experimental studies

Contrary to popular opinion, efforts to recover neuronal
timing from fMRI did not start with Granger causality analy-
sis. Menon and coworkers showed way back in 1998 that by
fitting a linear function to the early rise of the blood oxygen-
ation level dependent (BOLD) response, timing differences of
the order of 125 ms can be recovered (Menon et al., 1998).
Subsequently, different techniques such as magnetic reso-
nance inverse imaging (Lin et al., 2008), Fourier-based meth-
ods, time to half-peak, mental chronometry, and temporal
derivative of the canonical HRF have been employed for
detecting neuronal timing differences of the order of 100–
300 ms from fMRI [for a review see (Menon, 2012)]. A valida-
tion study by David and associates (2008) showed that in an
animal model with a pathologically deviant hemodynamic
response, Granger causality analysis was able to infer the cor-
rect direction of neuronal causality when the hemodynamic
response was deconvolved, and those results agreed with
that of DCM. Most recently, Rogers and associates showed
in a visual stimulus-onset asynchrony experiment performed
at high field (7T) that Granger causality analysis can detect
neuronal timing differences down to 112 ms with TRs of

250 and 1000 ms (Katwal et al., 2009; Rogers et al., 2010). In
a follow-up study, using a fast TR of 250 ms and voxel size
of 1 · 1 · 2 mm3, they have shown that using data-driven se-
lection of activated voxels using self-organizing maps, as op-
posed to GLM, neuronal timing difference as low as 28 ms can
be resolved with fMRI even without hemodynamic deconvo-
lution (Katwal et al., 2011).

In the face of mounting experimental evidence that it is
possible to infer neuronal timing differences from Granger
causality analysis under certain experimental conditions, it
is surprising and indeed baffling that a sweeping, generalized
negative judgment is being rendered against Granger causal-
ity modeling solely based on simulations [e.g., Smith and as-
sociates (2011) claim that lag-based methods do not work in
fMRI based on their simulations]. Such sweeping and gener-
alized judgments are misleading many fMRI researchers. Our
intention here is to express a more balanced view of Granger
causality modeling to inform the community that using a
well-designed experiment and properly performed analysis,
Granger causality modeling can infer neuronal causality
in a data-driven way. Of course, further methodological
development and validation are needed to make EC analysis
(either using Granger causality analysis or other confirma-
tory models such as SEM/DCM or some combination of
both) as reliable as activation analysis. However, given the
experimental evidence to date, it is worth pursuing this
goal further rather than abandon it based on one set of
simulations.

Interplay between theory, simulation, and experiment

Before concluding this section, we provide a general com-
ment on theory, simulation, and experiment, and the inter-
play between them. A mathematical theory based only on
axiomatic truths is usually sought, but is often not available
when modeling reality. Therefore, theoretical models of real-
ity often have underlying assumptions that are only approx-
imately valid. Furthermore, even if such a theory is available,
analytical solutions are not readily available, and simulations
are often conducted. Simulations are used to test specific real-
izations of the theoretical model and make predictions on
what one might observe in reality. Finally, experiments play
out those specific realizations in reality and provide feedback
on whether the underlying assumptions are realistic in the
first place. If not, the cycle continues to refine the theory
and simulation framework to match experimental results.
An example of this cycle in neuroimaging is the investigation
into the basis of the hemodynamic response. Initial models of
the HRF were based on gamma-functions (Friston et al.,
1994), which was then refined into a more biophysical Bal-
loon model (Friston et al., 2000), which simulated the BOLD
response well and was confirmed by experimental data.
However, recent experimental evidence shows that different
aspects of neural activity can drive oxygen metabolism and
blood flow in parallel, which necessitates some modifications
to the Balloon model (Buxton, 2012).

Current Issues in EC Analysis

Hemodynamic variability

In their initial demonstration of the application of Granger
causality analysis to fMRI data, Roebroeck and colleagues
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(2005) cautioned that spatial variability of the hemodynamic
response had the potential to confound Granger causality es-
timates obtained from fMRI and hence proposed a solution
that if connectivity varied as a function of experimental con-
text, then it cannot be because of spatial hemodynamic vari-
ability. This follows from the fact that spatial hemodynamic
variability is an outcome of structure, and hence HRF charac-
teristics must be stationary across time. This point has been
less appreciated in the subsequent discussion on spatial
HRF variability (Friston, 2009; Smith et al., 2011; Valdes-
Sosa et al., 2011). In our single-subject simulations, we dem-
onstrated that when the spatial variability in the HRF is
due to different rise times and time-to-peaks (Fig. 1), it alters
the shape of the HRF rather than introduces a simple time
shift (Fig. 1). In this case, the neuronal timing is not totally
lost in the fMRI signal by the HRF convolution. Conse-
quently, given fast sampling and spatial hemodynamic vari-
ability within the range reported in previous experimental
studies (Handwerker et al., 2004), neuronal causality of the
order of hundreds of milliseconds could be detected using
Granger causality analysis of fMRI (Deshpande et al.,
2010c). Subsequently, Schippers and associates (2011)
showed that if the spatial variability of the hemodynamic re-
sponse was indeed random (or at least pseudorandom) while
the underlying neuronal lag was systematic, then the effect of
neuronal causality as inferred from Granger causality analy-
sis must dominate that of vascular-driven spatial variability
of the HRF in a group-level inference. In spite of these obser-
vations, pathological conditions can create extreme variations
in hemodynamic response that is outside the normal range of
spatial variability (David et al., 2008).

There are many strategies available to deal with spatial
hemodynamic variability. The first set of methods exploits
one property of spatial hemodynamic variability, namely
that it arises from structural differences, and hence is invari-
ant across time. Based on this property, Roebroeck and
colleagues pointed out that when Granger causality is mod-
ulated by different experimental conditions, it cannot be
confounded by spatial hemodynamic variability. We have
applied this concept in a novel way in our recent work,
wherein we obtained dynamic Granger causality (Sato
et al., 2006) as a function of time and investigated whether
the dynamic variations in causality correlated with the exog-
enous input (Lacey et al., 2011). Such correlation cannot
be the result of spatial hemodynamic variability as ar-
gued below.

Consider the stimulus paradigm in a subject shown in Fig-
ure 2 (green line) and the product of the convolution of two
different HRFs (red and blue lines) and the stimulus para-

digm, with timing difference of 2.5 s between the HRF func-
tions. It can be seen that, given the temporally constant
timing difference, dynamic Granger causality measured
using an adaptive MVAR model (Lacey et al., 2011; Sato
et al., 2006) remains relatively constant around 0.4 (black
line). We also verified using the Wald test that dynamic cau-
sality between the red and blue time series in Figure 2 did not
significantly vary across time (p > 0.05). This indicates that
dynamic Granger causality can covary with the external stim-
ulus only if it is driven by underlying neuronal modulation.
Therefore, stimulus-dependent temporal variability of causal-
ity cannot be a spurious consequence of vascular-driven spa-
tial variability of the hemodynamic response.

The second set of methods relies on the blind deconvolu-
tion of the hemodynamic response from the observed fMRI
signal. Examples include dynamic expectation maximization
(Friston et al., 2008), variational Bayes (Ryali et al., 2011), and
cubature Kalman filter (Havlicek et al., 2011). All of these
methods rely on probabilistic estimation of the HRF based
on priors obtained from the biological plausibility of the pa-
rameters in the model. These methods, particularly the cuba-
ture Kalman filter approach (Havlicek et al., 2011), seem to
give excellent estimates of the underlying neuronal variables
in simulated systems. Briefly, this method uses a forward-
pass Kalman filter and a backward-pass Rauch–Tung–
Striebel smoother for estimating the HRF parameters, hidden
states, and the underlying neuronal input. Given that the
HRF parameters in this method are derived from the Friston-
Buxton model, BOLD nonlinearities are not present in the
deconvolved time series (Friston et al., 2000). The implemen-
tation of Havlicek and colleagues (2011) is an efficient square-
root formulation of the cubature Kalman filter algorithm
(Arasaratnam and Haykin, 2008) in the context of blind
deconvolution of the hemodynamic response. Although ex-
perimental validation of these methods using simultaneous
electrophysiological data is yet to be carried out, they provide
a way of deconvolving the HRF and obtaining underlying
neuronal variables that can be subsequently subjected to
Granger causality analysis.

Sampling

Problems arising from slow sampling in fMRI are not
limited to connectivity analysis. Rather, the poor temporal
resolution of fMRI makes it harder to accurately capture
the time course of activation even in traditional fMRI exper-
iments. However, slow sampling exacerbates the difficul-
ties in estimating relationships between time series that are
nonsynchronous in nature. We will revisit this issue from

FIG. 1. Examples of HRF
variability: The red and blue
curves represent two different
HRFs. Left: the blue HRF is
time shifted from the red HRF
which preserves the shapes of
the HRFs; Right: the blue HRF
is having a different rise time
which alters its shape, but
there is no time shift with
respect to the red HRF
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a theoretical perspective in the next section while discussing
instantaneous-versus-causal relationships.

On the experimental side, the advent of fast imaging tech-
niques will go a long way in increasing the validity of fMRI-
based EC methods. Notable data acquisition strategies with
increased temporal resolution include multiband EPI (Fein-
berg et al., 2010), echo–volume imaging (Posse et al., 2012),
magnetic resonance inverse imaging (Lin et al., 2008), and
MR-encephalography (Zahneisen et al., 2011). Among these,
multiband EPI seems to be most exciting as it imposes rela-
tively little collateral cost (unlike other methods where spatial
resolution and/or coverage is compromised), and yet is able
to achieve subsecond TRs (as low as 200–400 ms with whole-
brain coverage for 3-mm isotropic voxels). Such sampling pe-
riods may capture neuronal timing differences, which also
happen to occur in the hundreds of millisecond range. For ex-
ample, EEG studies have shown that visual evoked potentials
are seen in the primary visual cortex around 100 ms poststim-
ulus (Foxe and Simpson, 2002; Sadeh et al., 2008). Other
event-related potential (ERP) signals such as the P300 have
neuronal latencies that are 100s of milliseconds. We showed
in our simulations that increasing temporal resolution of
fMRI, such as shortening the TR to that comparable to neuro-
nal latency, significantly improves the accuracy of Granger
causality analysis (Deshpande et al., 2010c). With multiband
EPI, we will be able to use Granger causality analysis to cap-
ture the EC underlying many neuronal signals on the scale of
100 ms, such as the P300, using fMRI.

It is noteworthy that fast sampling alone cannot capture
neuronal causality of 100s of milliseconds. Rather, the
smoothing of the neuronal response by the HRF imposes an
inherent constraint on EC analysis of raw fMRI data. There-
fore, to infer neuronal causalities of 100s of milliseconds, it
is desirable to perform hemodynamic deconvolution in addi-
tion to fast sampling.

Some researchers have suggested that neuronal latencies
are governed by axonal conduction delays, which are of the
order of 10s of milliseconds, making them hard to infer
from fMRI (Smith et al., 2011). We would like to argue other-
wise. First, it takes more than axonal conduction for activity

in one neuron to induce activity in another. Most neurons
have chemical synapses (exceptions are gap junctions,
which are very rare in the human brain), which act much
slower compared to electrical activities such as action poten-
tials. Also, ionic transport across dendrites, which eventually
give rise to the depolarizing voltage in the soma of neurons, is
also much slower than action potentials. Second, most of the
connectivity investigations involve distributed networks con-
taining regions that are connected by polysynaptic pathways.
Taking these factors into account, it is likely that many sen-
sory neuronal processes have latencies around 75–200 ms
(Russo et al., 2001; Sadeh et al., 2008) and cognitive processes
around 100–500 ms (Kutas et al., 1977). Of course, certain
slow neuronal processes such as the slow cortical potential
could have latencies up to 1000 ms (He and Raichle, 2009).
Therefore, subsecond TRs achievable using fast imaging
techniques are sufficient to capture a large class of neuronal
latencies.

Smith and colleagues argue against using ERP latencies as
a marker of neuronal latencies as follows–‘‘Event-related po-
tentials are often reported as being a few hundred millisec-
onds, but this is generally the delay between external
stimulation and the response generated by a higher cognitive
area; hence, this period will typically have involved commu-
nication between several distinct functional units, and is un-
likely to reflect a single network ‘connection’ that is of
interest for investigation with imaging-based network model-
ing.’’ Their argument is subject to question for the following
reasons. For instance, consider a syntactic ERP experiment
wherein the potential in V1 was observed at 100 ms poststim-
ulus and in the parietal cortex around 500–600 ms (Gouvea
et al., 2010). In this case, a network connection from V1 to
the parietal cortex has an underlying neuronal delay of
around 400–500 ms and is amenable to being investigated
using Granger causality analysis of fMRI. This does not
mean that monosynaptic connections with latencies
< 100 ms do not exist in the brain. They do, and it will take
a carefully designed experiment, including strategies such
as faster sampling and/or high field/SNR, to detect them
using any EC method employing fMRI data without

FIG. 2. Example of task
paradigm with different HRF
convolutions (see text for
details). Green line: the
stimulus paradigm in a
subject; red line: the product
of the convolution of a HRF1
with the stimulus paradigm;
blue line: the product of the
convolution of a different
HRF2 and the stimulus
paradigm, with HRF2 lagging
HRF1 by 2.5s; black line:
dynamic Granger causality
between red and blue lines.
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deconvolution, including the ones promoted by Smith and
colleagues. Therefore, targeted criticism of Granger causality
modeling in this context is not fully justified.

Instantaneous versus causal relationship

In the EEG literature, instantaneous and causal relation-
ships have specific neurobiological correlates. For example,
instantaneous relationships are referred to as synchroniza-
tion, which is purported to support certain neural processes
(such as seizures, event-related synchronization in specific
frequency bands, and long-term potentiation) (Cantero and
Atienza, 2005; Pfurtscheller and Lopes da Silva, 1999). On
the other hand, causal relationships are supposed to model
the underlying neuronal delay and to characterize informa-
tion transfer. For example, the visual-evoked potential for a
visual stimulus-based language experiment in V1 occurs
around 100 ms, while syntactic ERP over parietal electrodes
occurs around 500–600 ms, which is commonly referred to
as the P600. This reflects a causal inference from the visual
to the parietal area that underlies the propagation of low-
level visual activity to a higher-level multimodal area re-
quired for language comprehension (Gouvea et al., 2010).

In fMRI literature, the underlying meaning of instanta-
neous and causal relationship has been a matter of debate.
The effect of temporal aggregation and sampling of time se-
ries on instantaneous and causal relationships between
them was systematically investigated by Wei way back in
1982 (Wei, 1982). Accordingly, let x and y be the time series
that have a unidirectional causal relationship between them
(x/y). Let Xm(t) = x(mt) and Ym(t) = y(mt) be the down-sam-
pled versions of x(t) and y(t). It can be shown that the relation-
ship Xm/Ym is preserved, although with a reduced
magnitude. On the other hand, let us define temporally ag-
gregated time series X(T) and Y(T) such that

X(T) = +
m� 1

j = 0

Bj

 !
x(mt)

Y(T) = +
m� 1

j = 0

Bj

 !
y(mt)

where the operator B shifts the operand by j, and T = mt is
the amount of aggregation. In this case, Wei demonstrated
that not only the causal influence between X(T) and Y(T) be-
comes bidirectional, but also the instantaneous relationship
between them became nonzero (which is zero in the unaggre-
gated time series). The transformation from neuronal activity
to fMRI could be modeled as a sequence of aggregation (he-
modynamic convolution) and sampling (MR readout) opera-
tions. Therefore, not all synchronous relationships between
fMRI time series can be attributed to neuronal synchronicity
alone. Therefore, for instantaneous relationships between
fMRI time series to be attributed to neuronal synchronicity,
hemodynamic deconvolution, that is, removing temporal ag-
gregation, is imperative. It is very surprising that this aspect
has not been appreciated or debated in the fMRI community,
because instantaneous relationships between fMRI time se-
ries seem to be robust, reproducible, and of clinical and scien-
tific value.

From Wei’s model, it is evident that hemodynamic decon-
volution is highly desirable when inferring neuronal causality
from fMRI time series. In addition, his model also reaffirms

the fact that the detrimental effect of slow sampling in
Granger causality analysis of fMRI can be significantly less-
ened through deconvolution. With new fast imaging tech-
niques such as multiband EPI (Feinberg et al., 2010)
allowing whole-brain coverage with subsecond TRs, it
would be interesting to experimentally test the effect of sam-
pling on Granger causality analysis of fMRI to verify Wei’s
predictions.

In a series of simulations (Deshpande et al., 2010b) and ex-
periments (Deshpande et al., 2010a, 2010b), we demonstrated
that a purely instantaneous relationship at the neuronal level
can manifest as both an instantaneous and causal relationship
at the fMRI level. Combining the results of this study with
Wei’s demonstration (above), it is apparent that a causal rela-
tionship at the neuronal level could manifest as both an in-
stantaneous and causal relationship at the fMRI level. This
ambiguity is introduced primarily due to the aggregation of
phase relationships at the fMRI level, which we term leakage.

We proposed to model both instantaneous and causal rela-
tionships simultaneously in a single model of fMRI time se-
ries and termed the resulting causality as correlation-
purged Granger causality (Deshpande et al., 2010b). Others
such as Kim and associates (2007) have used a unified SEM-
AR model to separate contemporaneous and causal influ-
ences. Although their contemporaneous influence obtained
from SEM is not the same as the instantaneous zero-lag rela-
tionship we obtained, their model falls within the spirit of our
recommendation. Unified models of correlation and causality
on neuronal latent variables obtained from hemodynamic
deconvolution (instead of raw fMRI time series) seem to be
the best available option for inferring neuronal synchronicity
versus causal influence from fMRI data.

Task versus resting state

The discussion in the previous section was generic, but is
also very relevant to the consideration of task versus resting
state. EC methods have been primarily applied to task data
(Deshpande et al., 2008; Hampstead et al., 2011; Krueger
et al., 2011; Pruesse et al., 2011; Stilla et al., 2007, 2008; Stren-
ziok et al., 2011) and FC to resting state (Biswal et al., 1995;
Buckner et al., 2008; Grecius et al., 2003; Raichle et al.,
2001). In task fMRI, the external input introduces synchronic-
ity in fMRI data (as many regions are driven by a common
input), making it difficult to assess instantaneous relation-
ships. Also, EC is more appealing in task fMRI, since the exter-
nal input represents a starting point to which information flow
can be traced back. For example, in a visual-event related ex-
periment, if one could show effective causal connectivity
from lateral geniculate nucleus/primary visual (V1)/
higher-order visual (V5 or fusiform)/frontal areas, the direc-
tional flow of information could be traced back to the visual
input. On the other hand, very few studies have examined
EC in resting-state fMRI, because the results are difficult to in-
terpret. This stems from the fact that ambiguity exists in the
neurophysiological origin of resting-state fMRI and the spatial
distribution of the correlated spontaneous brain activity.
Nevertheless, resting-state FC is accepted because of its robust-
ness, reproducibility, and scientific and possibly clinical utility
(Buckner et al., 2008). Studies are yet to demonstrate the same
regarding resting-state EC. Also, an EC result from resting-
state fMRI cannot be traced back to an initial cause such as a
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known external input. No such difficulties exist with interpret-
ing FC results. Therefore, previous reports of resting-state EC
have only tried to interpret their results as a corroboration of
task-based EC results (Sridharan et al., 2008) or what is already
known from FC. For example, resting-state EC studies have
shown that the default-mode network and dorsal attention
network have complementary connectivity patterns (Liao
et al., 2010). This is not unexpected from the fact that those
two networks are anticorrelated.

In 2011, we reported a study in which we performed func-
tional and effective resting-state connectivity analysis of 33
brain regions belonging to default-mode, dorsal attention,
hippocampal cortical memory, and fronto-parietal control
networks using a unified multivariate model that we had pre-
viously used for correlation-purged Granger causality analy-
sis (Deshpande et al., 2011). We presented instantaneous
connectivity on a force-directed layout (Ebbels et al., 2006)
and overlaid the causal interactions on it, allowing simulta-
neous visualization of instantaneous and causal relationships
between the ROIs. We found that two regions, posterior cin-
gulate and inferior parietal regions, exhibited connections,
mostly bidirectional, with all other ROIs in the four networks.
This result established the two regions as information-transit
hubs. Additionally, most unidirectional inputs ended in the
hippocampal formation, indicating memory encoding and
the anterior prefrontal cortex, which is at the apex of the cog-
nitive hierarchy, indicating cognitive integration. Most unidi-
rectional outputs came from the insula, probably carrying
information about cognitive, homeostatic, and emotional sa-
lience to other regions, specifically to hippocampus, posterior
cingulate, and anterior prefrontal regions. Interestingly, a
causal relationship between hippocampus and medial pre-
frontal cortex was observed. This seems to explain the para-
dox that even though these regions are uncorrelated, it is
imperative that a signal about past associations and analogies
from the hippocampus reach the medial frontal cortex, where
mental simulations with reference to self, constrained by past
associations and analogies, are carried out (Bar, 2007). It is
worth noting that the most significant causal relationships
in our data did not overlap with the most significant instan-
taneous relationships. Therefore, we suggested that resting-
state causal connectivity provides an alternate mode of com-
munication between brain regions that are instantaneously
dissociated. In this context, it is interesting to note that a re-
cent study found that resting-state Granger causalities were
significantly stronger between regions connected by a
white-matter fiber as compared to those that were not, pro-
viding a strong structural underpinning to the causal mode
of interactions between brain regions in resting state (Li
et al., 2011).

Notwithstanding our encouraging resting-state EC results
in terms of neuroscientific relevance, it is to be stressed that
temporal band-pass filtering of fMRI data in the frequency
range between 0.01 Hz and 0.1 Hz (which is an essential pre-
processing step in all resting-state fMRI analysis, including
ours) introduces additional temporal aggregation over and
above what is already present in fMRI data. This is likely to
make attribution of instantaneous and causal relationships
from filtered resting-state fMRI to either synchronous or
time-lagged neuronal activity even more difficult.

There are certain reasons why temporal band-pass filtering
is popular. First, it removes some obvious sources of thermal

and physiological noise. Second, if instantaneous relationship
at the fMRI level is caused by a neuronal causal relationship
as shown by the Wei model, then the detectability of instan-
taneous relationship from fMRI will increase with more tem-
poral aggregation (Wei, 1982). However, the downside is that
it makes it harder to separate the contribution of neuronal
synchronicity from that of causal influences to fMRI-based in-
stantaneous connectivity. Due to these considerations, tem-
poral band-pass filtering of resting-state fMRI improves the
sensitivity and is thereby a popular preprocessing choice.
However, if we have to distinguish between the contribution
from causality and that from synchronicity, band-pass filter-
ing is not a desirable preprocessing method. With the advent
of blind deconvolution techniques such as the cubature Kal-
man filter, which is potentially capable of deconvolving rest-
ing-state fMRI data to recover the underlying neuronal latent
variables (Havlicek et al., 2011), it is preferable to estimate
both resting-state functional and EC from the recovered neu-
ronal latent variables without performing temporal band-
pass filtering as a preprocessing step. The performance and
clinical/scientific utility of such an approach are yet to be in-
vestigated.

Conclusions and Future Directions

In this article, we have critically evaluated previous work
related to EC methods for fMRI, especially Granger causality
analysis, and discussed current issues in fMRI EC analysis
with references to our previous work regarding Granger cau-
sality analysis. Regarding existing literature, we have argued
that simulations are bounded by the assumptions and simpli-
fications made by the simulator, and hence should not be
viewed as conclusive. On the theoretical front, we are opti-
mistic about the converging of different methods, and future
research must concentrate on a unified framework specifi-
cally designed for fMRI. Recent experimental evidence has
shown strong evidence supporting the use of Granger causal-
ity analysis, and future experiments must be designed to rep-
licate those findings using Granger causality analysis as well
as other methods. We have discussed some major current is-
sues in EC analysis of fMRI—hemodynamic variability, sam-
pling, instantaneous versus causal relationship, and task
versus resting states. Accordingly, our opinion is that per-
forming hemodynamic deconvolution or if that is not possi-
ble, designing experiments that aim at only examining the
change of connectivity with experimental context is a very
important caveat to keep in mind while designing fMRI ex-
periments with GCA. Also, we think that sampling is less
of a problem than the hemodynamic variability and hope
that recent fast imaging techniques will alleviate the matter.
Finally, we have discussed instantaneous versus causal rela-
tionships between brain regions in task and resting-state
fMRI, an aspect of connectivity analysis that we think has
not been sufficiently addressed. We expect this aspect to de-
velop as we gain more understanding into the neurobiologi-
cal basis of resting-state FC. Specifically, we think that there is
a need for future studies to address the relationship between
synchronous and causal relationships at the neuronal level to
that in the fMRI level in resting-state. This has major conse-
quences for our understanding of resting-state networks, es-
pecially if nonsynchronous causal relationships at the
neuronal level appear synchronous in fMRI.
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