
 1 

Investigating the emotional appeal of fake 
news using artificial intelligence and 
human contributions 
 
 
Abstract 
 

Purpose:  

The creation and dissemination of fake news can have severe 

consequences for a company’s brand. Researchers, policymakers and 

practitioners are eagerly searching for solutions to get us out of the ‘fake 

news crisis’. Here, one approach is to use automated tools, such as 

artificial intelligence (AI) algorithms, in conjunction with human inputs 

to identify fake news. The study in this article demonstrates how AI and 

machine learning, with its ability to analyze vast amounts of unstructured 

data, can help us tell apart fake and real news content. Specifically, this 

study examines if and how the emotional appeal, i.e., sentiment valence 

and strength of specific emotions, in fake news content differs from that 

in real news content. This is important to understand, as messages with a 

strong emotional appeal can influence how content is consumed, 

processed and shared by consumers.   

 

Design/methodology/approach:  

The study analyzes a data set of 150 real and fake news articles using an 

AI application, to test for differences in the emotional appeal in the titles 

and the text body between fake news and real news content.   

 

Findings:  

The results suggest that titles are a strong differentiator on emotions 

between fake and real news and that fake news titles are substantially 

more negative than real news titles. In addition, the results reveal that the 

text body of fake news is substantially higher in displaying specific 

negative emotions, such as disgust and anger, and lower in displaying 

positive emotions, such as joy.   
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Originality/value:  

This is the first empirical study that examines the emotional appeal of 

fake and real news content with respect to the prevalence and strength of 

specific emotion dimensions, thus adding to the literature on fake news 

identification and marketing communications. In addition, this paper 

provides marketing communications professionals with a practical 

approach to identify fake news using AI.  
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Fake news and brand communications 
 
“When a headline asks a question, the answer should be no”. Although 

this may read like a bizarre or even humorous statement, this adage even 

has a name: Betteridge’s law (Betteridge, 2009). Formulated by the 

British journalist Ian Betteridge, it is based on the notion that journalists 

use this style of headline if “they know the story is probably bullshit, and 

don’t actually have the sources and facts to back it up, but still want to 

run it” (Betteridge, 2009). This quote certainly rings true today. For 

example, a 2017 article from YourNewsWire claimed that according to an 

NPR study, more than 25 million Hillary Clinton votes were fraudulent, 

suggesting that Clinton had actually lost the popular vote by a huge 

margin. This claim was false and the study in question was never 

conducted by NPR; still, it was among the most viral stories shared on 

Facebook in 2017. Although not a new phenomenon, the generation and 

impact of fake news and alt- facts have reached new heights, driven 

mainly by the increasing digitization of information and the explosion of 

social media (Baccarella et al., 2018; Berthon and Pitt, 2018). 

Fake news, defined as news that intentionally present misinformation 

with the intent to deceive the audience (Bakir and McStay, 2018; Horne 

and Adali, 2017; Kumar and Shah, 2018), also known as disinformation 

(Hannah et al., 2015), can have severe consequences for brands, 

businesses and societies as a whole. A prime example is the 2016 US 

presidential election and the concern about how false stories on social 

media may have impacted the election outcome (Allcott and Gentzkow, 

2017). This has led a number of commentators from reputable news 

outlets to suggest that Trump would not have been elected without the 

influence of fake news (Dewey, 2016; Olson, 2016; Parkinson, 2016; 

Read, 2016). As a well- informed public is key to any effective democracy, 

fake news can be especially dangerous in the context of public opinion 

and political information. 

In addition, brands can also be impacted by and impact fake news in a 

number of ways (Berthon and Pitt, 2018). First, brands can be the direct 

target of false stories with major consequences: Pepsi’s stock declined 4 

per cent when a fake news story about its CEO telling Trump supporters 

to “take their business elsewhere” went viral. Second, brands can affect 

fake news stories by consciously or unintentionally associating 

themselves with dubious content. When this happens, this may be 
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perceived as brands accepting or even endorsing the false stories, 

which, on the one hand, may render legitimacy to the false 

information and, on the other hand, contaminate a brand’s image 

(Berthon and Pitt, 2018). As an illustration, Kellogg’s received 

substantial backlash from consumers for advertising on the alt-fact 

site Breitbart and eventually removed its ads (Helmore, 2016). 

As the above examples illustrate, fake news can threaten the 

viability of a brand, which is often regarded as a firm’s most valuable 

intangible asset (Aaker, 1991; Keller, 1993). Marketing communication 

managers are well advised to be vigilant about if and how their brands 

are associated with fake news. With the rising use of social media, 

false content can originate from and be shared by any of a brand’s 

stakeholder group – employees, customers, users or third-party news 

outlets, among others. 

Hence, researchers, policymakers and practitioners are eagerly 

searching for solutions to get us out of the “fake news crisis” 

(Rothman, 2018). Systemic solutions that involve rethinking the role 

of marketing communications and branding in creating reality are 

called for (Berthon and Pitt, 2018); however, these systemic changes 

will need time.  

In the short term, managers require tactical solutions that allow 

them to identify fake news when designing and executing brand 

communication strategies. These approaches will need to allow 

practitioners to flag dubious news at any one of the three core 

elements of the marketing communication process: the source, the 

receiver and the message itself. Here, one tactic currently explored is 

to verify the source of the information, for example, through 

publishing lists of “most trusted” and “least trusted” news sources 

(e.g., Strike Social). A problem with this approach is that these lists are 

static and may be outdated by the time they are published.  

Another approach has been to limit the sharing of false content on 

social media sites like Facebook or Twitter (Baly et al., 2018), which is 

challenging because fake news generally thrive on social media thanks 

to the mechanisms of sharing, which amplifies their dissemination. A 

third strategy is to analyze the news content itself and flag dubious 

content. For example, fact-checking organizations such as Snopes, 

FactCheck or PolitiFact manually verify that the claims made in 

articles are actually factual; however, this is a slow and tedious process 

that does little to identify false information proactively. On the other 
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hand, entirely automated fact- checking tools lag behind in terms of 

availability of authoritative data and are less trusted by humans (Baly et 

al., 2018). 

One approach that has gained more attention recently is to use 

automated tools, such as artificial intelligence (AI) algorithms, in 

conjunction with manual fake new identification approaches. At the time 

of writing this article, social media giant Facebook, for instance, had just 

announced to expand its team of content specialists, in addition to relying 

on algorithmic approaches to fake news screening (Hern, 2018; 

Wakefield, 2019). The premise is that automated tools, such as AI 

algorithms, can effectively assist humans in the important task of 

identifying fake news (Baly et al., 2018; Graves, 2018; Hao, 2018; 

Berthon and Pitt, 2018; Strickland, 2018). 

Building on this anticipation, in this article, I demonstrate how AI in 

conjunction with human inputs can help us tell apart fake and real news 

content. Although there is a large body of research examining the factors 

that contribute to the dissemination of fake news, there is relatively little 

work that helps us understand how the content of fake and that of real 

news differ (Baly et al., 2018; Horne and Adali, 2017). In other words, of 

the three strategies mentioned above (i.e., to verify the source, analyze 

the content and limit the sharing), I focus on the content. This study 

contributes to our understanding of news content by investigating if, and 

how, fake and real news vary with respect to their emotional appeal. More 

specifically, this study focuses on understanding whether the overall 

sentiment valence and strength of specific emotions in fake news articles 

differ from those in real news articles. This is important to understand, as 

messages with a strong emotional appeal can impact how content is 

consumed, processed and shared (Meenaghan, 1995; Taute et al., 2011). 

With these aims in mind, this article proceeds as follows: It first 

provides conceptual foundations of fake news before discussing the 

current knowledge of fake news identification as it relates to the key 

elements in the marketing communication process (i.e. the source, the 

content and the receiver). The next section (Section 4) then describes the 

empirical study underpinning this paper and presents the study results. 

Section 5 discusses these results in the context of extant brand 

communications literature, and the paper concludes with contributions 

for practice and academia as well as avenues for future research. 
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Conceptualizing fake news: factuality and intent 
to deceive 
 
Fake news has become a buzzword, especially in the aftermath of the 

2016 US presidential election, so much so that the Collins Dictionary 

made it the “word of the year” in 2017 (Habgood-Coote, 2018). Early 

studies on the topic of fake news have defined the phrase in terms of 

particular types of media content, such as political satire, news parodies 

or news propaganda (Tandoc et al., 2018). Contemporary discourse 

defines fake news as viral posts, often on social media, based on fictitious 

accounts constructed to look like news reports. BuzzFeed’s media editor 

Craig Silvermann is credited with helping to popularize the term in 2016, 

when he identified 140 Macedonian websites that fabricated stories to 

attract audience interest and profitable clicks. One key element of fake 

news, according to Silvermann’s definition, is an underlying profit motive 

of its creators (Habgood-Coote, 2018). A second key motivation implied 

in many definitions of fake news is ideological: Fake news providers 

create fake stories to promote particular ideas or people that they favor, 

often by discrediting others (Allcott and Gentzkow, 2017). A similar 

ideological motif is emphasized by the Ethical Journalism Network 

(2017), which defines fake news as “information that has been 

deliberately fabricated and disseminated with the intention to deceive 

and mislead others into believing falsehoods or doubting verifiable facts” 

(Ethical Journalism Network, n.d.). These illustrations show that 

different people have a different understanding of what fake news means. 

However, for parsimony, it is important to clearly conceptualize fake 

news in this article. This is the purpose of the following section. 

Originally derived as a plural of “new”, news have been defined in 

various ways, such as the account of recent and interesting events 

(Kershner, 2005), the presentation of new information (Stephens, 

1988) or the account of events that have a significant impact on people 

(Richardson, 2007). News is often viewed as an output of journalism 

and is expected to provide independent, reliable, accurate and 

comprehensive information (Tandoc et al., 2018). Kovach and 

Rosenstiel (2014) suggest that the key purpose of journalism is to 

“provide citizens with the information they need to be free and self- 

governing” (Kovach and Rosenstiel, 2014, p. 12); thus, journalism has 
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a responsibility to report accurate and true information in the output it 

produces. 

These definitions of fake news also prompt us to think about the 

connotation of “fake”. The Oxford Dictionary defines fake as “not 

genuine; imitation or counterfeit” (Oxford English Dictionary, 2018). The 

word “fake” is often used interchangeably with “not real”, “false”, 

“fraudulent” or “inauthentic” (Andrea, 2016; Oxford English Dictionary, 

2018). Thus, according to this notion, one could judge whether a news 

item is fake or real based on the degree to which it relies on facts. 

However, one problem with this unidimensional conceptualization is that 

it would consider certain news types, such as satire or parody, as fake 

news; however, these forms play an increasingly important part of the 

media ecosystem and a critical and informed public (Plangger et al., 

2019; Rubin et al., 2016; Tandoc et al., 2018). Satire, for example, relies 

on actual events but uses humor, sarcasm and exaggeration, rather than 

objective facts, to portray these events. Satire news outlets promote 

themselves and their stories as delivering entertainment to their 

audiences, rather than independent, accurate and reliable information 

(Rubin et al., 2016; Tandoc et al., 2018). 

In a meta-analysis of scholarly articles published on fake news 

between 2003 and 2017, Tandoc et al. (2018) introduce a typology of fake 

news based on two dimensions, similar to Hannah et al.’s (2015) typology 

of leaked secrets. Each dimension in Tandoc et al.’s (2018) typology 

encompasses a spectrum, ranging from low to high. The first dimension is 

facticity, i.e. the degree to which fake news relies on facts. High- facticity 

news items provide accurate and reliable real accounts of events, whereas 

low-facticity stories often take a broad social context upon which they 

fabricate ficticous accounts. The second dimension, author intent to 

deceive, refers to the degree by which the creator of a piece of content 

intends to misinform people for ideological or profit motiviations. Satire 

news have a low intent to deceive – their main purpose is to entertain 

their audiences, and they assume an open disclaimer that their stories are 

not factual (Tandoc et al., 2018). On the other hand, creators of fabricated 

news content intent to mislead their readers, without any disclaimer. 

Recent scholarly work has emphasized the two dimensions proposed 

by Tandoc et al. (2018) to define fake news (Bakir and McStay, 2018; 

Horne and Adali, 2017; Kumar and Shah, 2018). Following these 

conceptualizations, the present study defines real news as news articles 

with a high degree of facticity and low (no) intent to deceive. Fabricated 
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(or fake) news have a low degree of facticity and a high intention to 

mislead their audience. Table 1 presents a typology of news 

definitions; highlighted in italics are the types that this paper focuses 

on. 

 
Table 1 Typology of news definitions (adapted from Tandoc et al. (2018)) 

 

Degree of facticity 
Author’s intention to deceive 

High Low 

High Propaganda news Real news 

Low Fake news Satire news 

 

Having delineated the key constructs, the following section reviews 

the existing literature on fake news identification and positions the 

current study within this literature. 

 

 

Fake news identification: source, receiver and content 
 

Fake news detection has been extensively examined in the field of 

communications and computer science. Working from the three key 

elements of (brand) communication mentioned earlier, i.e. the source, 

the receiver and the message (i.e. content), the fake news literature can 

be categorized into three different paradigms: source-based, context-

based and content-based studies (Table 2; Potthast et al., 2017). 

 
Table 2 Elements of communication and corresponding paradigm for fake news 

detection literature alongside a selection of relevant work  

 

Key element of 
communication 

Source Receiver Message 

Paradigm of 
fake news 
detection 

Source-based Context-based Content-based 

   Fact-checking Style-based 

 

Baly et al. (2018) 

Mukherjee and 

Weikum (2015) 

Popat et al. 

(2016) 

Kwon et al. 

(2013)  

Bessi et al. 

(2015) 

Del Vicario et al. 

(2016)  

Vosoughi et al. 

(2018)  

Etzioni et al. 

(2008)  

Magdy and 

Wanas (2010)  

 

Chen et al. 

(2015) 

Potthast et al. 

(2017)  

Horne and Adali 

(2017)  

Horne et al. 

(2018) 



 9 

Source-based fake news detection studies attempt to identify the degree 

of faking by assessing the reliability of the source reporting the 

information. For example, Baly et al. (2018) predict the factuality of 

reporting and bias of various news sources using a machine learning tool. 

Mukherjee and Weikum (2015) present a model to predict the 

trustworthiness of news communities, such as Digg and Reddit, and how 

trustworthiness interacts with content credibility and user expertise. 

Popat et al. (2016) propose a machine learning tool that leverages the 

interaction between the language of articles and the reliability of the 

underlying Web sources to identify and predict false claims. 

Context-based fake news detection is mainly concerned with 

understanding the dissemination of fake news online, thus focusing on 

the receiver of a message in the communication model. For instance, 

Kwon et al. (2013) propose a model to characterize rumors by examining 

the temporal, structural and linguistic aspects of their diffusion on social 

media. Del Vicario et al. (2016) conduct extensive quantitative modeling 

to understand the mechanisms behind the spreading of misinformation 

on Facebook. In a recent Science publication, Vosoughi et al. (2018) 

investigate the diffusion of 126,000 verified true and verified false news 

stories distributed on Twitter from 2006 to 2017. They found that false 

news stories diffused farther and faster, were more novel and inspired 

replies with different emotions (such as surprise and disgust) compared 

to true news stories (such as sadness, trust and anticipation). 

Content-based fake news studies analyze the textual or visual content 

to identify dubious content, thus focusing on the third key element in the 

communications process, i.e. the message. Here, two subfields exist: 

knowledge-based (or “fact checking”) studies use methods borrowed 

from information retrieval research to extract facts from a given narrative 

and compare them with known truths. For instance, Etzioni et al. (2008) 

use a tool to extract factual claims made in a given narrative, compare 

them with facts retrieved from the Web and flag discrepancies. In another 

study, Magdy and Wanas (2010) demonstrate a statistical model that 

checks factual claims from a given text and determines how frequently 

they are supported by facts retrieved from the Web. The underlying 

assumption of knowledge-based approaches is that Web resources or the 

frequency by which a fact is mentioned is an indicator of its truth; 

however, this is problematic and the reliability and credibility of almost 

any website can be questioned (Potthast et al., 2017). A number of fact-
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checking organizations rely on the knowledge-based approach to fake 

news identification. 

The second subfield to content studies, style-based fake news 

detection, focuses on modeling the degree of faking and its 

manifestation in a given text assuming that deception has its own 

style. Here, extant studies have examined the textual features, such as 

semantics and syntax. For example, Potthast et al. (2017) use 1,627 

articles that have been manually fact- checked by professional 

journalists from BuzzFeed and apply stylometric analysis using a 

machine learning algorithm to predict factuality of stories. In another 

study, Chen et al. (2015) examine methods for the automatic detection 

of clickbait content as a form of deception, by analyzing both textual 

(i.e., semantics and syntax) and non-textual (i.e., images) elements of 

content. They conclude that clickbaiting can be identified through 

“certain linguistic patterns, such as the use of suspenseful language, 

unresolved pronouns, a reversal narrative style, forward referencing, 

image placement, reader’s behavior and other important cues” (Chen 

et al., 2015, p. 18). Featuring prominently among these “other 

important cues” are emotional features derived from their text 

analysis, e.g., via sentiment analysis; however, this is not further 

explored in their study. Horne and Adali (2017) analyze a 

comprehensive set of features including stylistic, complexity and 

psychological characteristics in a data set of real, fake and satire news. 

The authors conclude that fake news use shorter, simpler and more 

repetitive content. They also found that fake news content displays 

stronger negative emotions compared to real news; however, the type 

of emotions in fake news is not further explored. Horne and Adali 

(2017) also found a strong dissimilarity between the title and text body 

of news and suggest that the title and the body should be analyzed 

separately. In a follow-up study, Horne et al. (2018) use a data set 

encompassing over 136,000 news articles from 92 sources, which they 

characterize based on 130 features from seven categories: structural, 

sentiment, engagement, topic- dependent, complexity, bias and 

morality. Their analysis suggests that highly engaged fake articles 

express more negative emotions, thus confirming previous findings by 

Bessi et al. (2015) and Horne and Adali (2017). 

Although a number of studies under the content-based paradigm 

exist, this field of research is still underdeveloped (Potthast et al., 

2017). In particular, the above literature discussion suggests one 
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interesting finding common across a number of studies under this 

paradigm: That the content of real and fake news is different with respect 

to emotions portrayed in it. However, what is currently less understood is 

the valence of emotions and how different types of emotions differ across 

different types of narratives. The study presented in this article helps 

close this gap in our understanding. Specifically, the research uses AI, in 

addition to human analysis, to determine whether the valence and the 

strength of specific emotions differ in fabricated and real news articles. 

The next section will outline the methodology used in this study to 

achieve this research objective.  

 

 

 

A study about the emotions in fake news and 
real news 

 

The research conducted here was guided by the following research 

questions: 

 

RQ1. How do the overall sentiment valence and specific emotions 

displayed in the titles differ with respect to real and fabricated news 

articles? 

 

RQ2. How do the overall sentiment valence and specific emotions 

displayed in the article body differ with respect to real and fabricated 

news articles? 

 

To answer these research questions, I use a data set encompassing 

political news articles for each of the above two types of news: real and 

fabricated. This data set was used in a previous study by Horne and Adali 

(2017) and data collection followed a two-step process. The first step, 

identifying the appropriate source for each of the two news categories, 

relied primarily on manual input. Specifically, this step relied on 

published lists of news outlets that had been previously deemed 

“trustworthy” or “misleading” by human fact checkers. For instance, the 

sample source for real news articles encompassed Business Insider’s list 

of “most trusted and least trusted” news outlets (Engel, 2014) and 

includes well-established news outlets that all have low (no) intent to 
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mislead their audience. Fabricated news articles were sourced from 

Zimdars’ (2016) list of misleading news sources which have had at least 

one news article identified as false on the fact-checking website 

snopes.com. Table 3 summarizes the sources for each of the three types 

of news articles in this study. 

 
Table 3 News article sources (adapted from Horne and Adali (2017)) 

 

Real news source Fabricated news sources 

ABC 

BBC 

CBS 

NBC 

NPR 

The Economist 

The Guardian 

USA Today 

Wall Street Journal 

Washington Post 

Abcnewsccom.co  

Before it’s news 

DC Gazette 

Ending the Fed  

Infowars 

Libertywritersnews  

Real News Right Now  

True Pundit 

 

The second step involved randomly selecting 75 political news 

articles from each source group – real news and fabricated news, for a 

total of 150 articles. Only “hard” news articles were included in the data 

set, whereas editorials or opinion pieces were excluded. Horne and 

Adali (2017) made the above- described data set publicly available on 

the open-source platform github 

(https://github.com/rpitrust/fakenewsdata1), so this platform was 

accessed to obtain the data set for the current study. Although Horne 

and Adali (2017) analyzed a comprehensive set of linguistic and 

psychometric features by which fake and real news content differed, 

their study did not consider if and how specific types of emotions differ 

in fake and real news content. This is the focus of my study, for which 

the results are outlined in the following section. 

 

 

 

Analyzing emotions and sentiment using AI 
 
The unit of analysis in this study encompasses the written text in the body 

and titles of news articles in the data set described above. Following the 

suggestion by Horne and Adali (2017), the present study will analyze the 
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text body and titles of real news and fake news separately. The first step 

in the data analysis included analyzing the data set using the AI 

application IBM Watson. AI systems, such as IBM Watson, use natural 

language understanding to assign meaning to text-written everyday 

human language and to detect language patterns, topicality, sentiment 

and other linguistic characteristics (Kietzmann et al., 2018; Rubin et al., 

2016). In addition, machine learning algorithms enable an AI system to 

learn by itself, i.e., to improve its performance without the algorithm 

being changed by a trained coder. Among Watson’s suite of applications 

is a “Natural Language Understanding Service”, which uses linguistic 

analytics to “analyze target phrases in context of the surrounding text for 

focused sentiment and emotion results” (IBM, 2018). 

AI applications, such as IBM Watson, have been used in other 

academic research, for example, to extract personality profiles from 

written text (Majumder et al., 2017; Mostafa et al., 2016) or to 

understand the sentiment portrayed in a body of text (Cambria et al., 

2013; Pitt et al., 2018). AI algorithms have also been extensively used to 

perform linguistic analyses in the context of fake news detection (Chen et 

al., 2015; Horne and Adali, 2017; Potthast et al., 2017; Rubin et al., 2016). 

As part of its Natural Language Understanding Service, IBM Watson 

calculates scores for emotions detected in a narrative based on Plutchik’s 

(2001) work on basic human emotions. The five emotions analyzed by 

Watson include sadness, joy, fear, disgust and anger, and for each 

emotion, the score ranges from 0 to 1: A score of 0 means the text does 

not convey the emotion, whereas a score of 1 indicates that the text 

expresses the emotion strongly (IBM, 2018). In addition, Watson returns 

an overall sentiment score indicating the valence (positive/negative/ 

neutral) and strength of sentiment displayed in the focal document. 

Sentiment scores range from −1 (strong negative sentiment) to 1 (strong 

positive sentiment); a score of 0 suggests a neutral sentiment. Following 

the Watson analysis, the second step in the data analysis included further 

analyzing the emotion and sentiment scores using the content analysis 

software DICTION (Pitt et al., 2017; Short et al., 2018) for descriptive 

statistics and the statistical software package SPSS 25. 

Table 4 displays the summary statistics for article body and titles. An 

observation to be made from Table 4 is that the body of real news articles 

appears to be much longer and uses longer words on average than 

fabricated news articles. However, the titles of real news appear to be 

shorter but use longer words on average than fabricated news. 
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Table 4 Descriptive statistics   

 

 Text body Title 

 

Real news 

(n=75) 

Fabricated 
news 

(n=75) 

Real news 

(n=75) 

Fabricated 
news 

(n=75) 

Shortest text (words)   126 100 6 6 

Longest text (words) 2316 1700 16 21 

Mean total words 699.4 477.1 9.9 11.8 

Total words 52458 35781 739 887 

Mean word size (characters) 5.06 4.85 5.65 5.45 

 

 

Sentiment valence by news type 

For each news type, the proportions of narratives with positive, negative 

and neutral sentiment were computed; this was done separately for the 

article body and the title. Inferential statistics comparing two population 

proportions (Z scores; Hair et al., 2011) were calculated to test whether 

the proportion of narratives displaying an overall positive (negative, 

neutral) sentiment differed across each news category. The level of 

significance was set at = 0.05. 

The results in Table 5 suggest that there is no significant difference 

in the sentiment valence of the article body of fabricated versus real 

news articles. However, the article titles for each news category 

differed with respect to sentiment valence (Table 5). Specifically, a 

larger proportion of fabricated news display a negative sentiment in 

their titles, and proportionally fewer fabricated articles reveal a 

neutral sentiment. 

 
Table 5 Sentiment valence in the text body and titles 

 

 

Text body Title 

Real news 

(n=75) 

Proportion 

Fabricated 
news 

(n=75) 
Proportion 

Z Real news 

(n=75) 

Proportion 

Fabricated 
news  

(n=75) 
Proportion 

Z 

Positive   0.080 0.160 −1.508 0.040 0.053 −0.387 

Negative 0.920 0.840 1.003 0.240 0.600 4.467* 

Neutral 0.000 0.000 −1.508 0.720 0.347 4.583* 

Total  1.000 1.000   1.000  

 *p < 0.05 
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Specific emotions by news type 

An independent-samples t-test was used to test the hypothesis that the 

two types of news differ on specific emotion dimensions. The results 

(Table 6) suggest that emotions in the article body itself differ 

significantly for three out of the five emotion dimensions analyzed. Fake 

news articles were significantly less joyful than real news articles (t(144.434) 

= 2.073, p = 0.040). In contrast, fabricated news articles expressed 

significantly higher levels of disgust (t(147) = –3.720, p = 0.000) and 

higher levels of anger (t(136.408) = –3.433, p = 0.000) than real news 

articles. In other words, the text body of fake news articles was less joyful 

but angrier and more revulsive than the text body of real news articles. 

There were no significant differences in the article body of fabricated and 

real news with respect to the dimensions of sadness (t(147) = –1.408, p = 

0.161) and fear (t(140.389) = –1.409, p = 0.161). 

With respect to the article titles, the results in Table 7 suggest that 

fabricated news articles displayed significantly higher levels of disgust 

(t(131.647) = –3.253, p = 0.001) and higher levels of anger (t(147) = –3.418, p 

= 0.000) than real news articles. No significant differences were found in 

the titles for the emotion dimensions of joy (t(130.789) = –0.913, p = 0.363), 

sadness (t(147) = 0.737, p = 0.462) and fear (t(147) = 0.653, p = 0.515). 
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Discussion 
 
If, as alluded to earlier, fake news is about stories with low degree of 

facticity and high intent to deceive for ideological or profitable 

motivations, then one would expect the content of fake and real news to 

substantially differ. Previous studies have confirmed that substantial 

differences exit and have suggested that the emotional appeal is one 

important feature by which to tell fake and real news apart (Bessi et al., 

2015; Chen et al., 2015; Horne and Adali, 2017). However, what was 

lacking in the extant literature was an understanding of if and how 

specific emotions differ between fake and real news. This is the research 

objective of the present study. Specifically, this work was guided by the 

following research questions: How do overall sentiment valence and 

specific emotions displayed in titles differ with respect to real and 

fabricated news articles? And, how do the overall sentiment valence and 

specific emotions displayed in the article body differ with respect to real 

and fabricated news articles? The following section discusses the findings 

related to these research questions. 

 

 

 

Titles are a strong differentiator on emotions between fake and real 

news 

 

When looking at only the titles of fake and real news, the results suggest 

substantial dissimilarities between the two types of news. First, fake news 

titles are significantly more “emotional” and less neutral in sentiment 

than titles of real new articles, thus confirming previous findings by 

Horne and Adali (2017) and Horne et al. (2018). Table 8 provides an 

illustrative example of a fabricated news title displaying a high (negative) 

emotional tone in comparison to a real news title with neutral sentiment. 

 
Table 8 Example of fabricated news title and strong sentiment valence 

 

Fabricated news title – 
Negative sentiment 

Real news title – Neutral 
sentiment 

BREAKING! Dems Caught 

Counting Hillary Votes 6 

TIMES In THIS City, TIME 

FOR PRISON! 

Report: White House 

preparing response to 

Russian election 

interference 
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To better explain these findings, I turn to the existing literature on 

message framing in marketing and brand communication. Marketing 

communication strategies can be roughly divided into rational versus 

emotional appeals (Dens and Pelsmacker, 2010). A rational message 

framing aims to inform consumers using factual claims, whereas an 

emotional framing aims to evoke emotions in consumers (Johar and 

Sirgy, 1991). An emotional appeal in a message facilitates message 

processing in a number of ways, for example, through containing less 

information to processed by consumers, improved levels of attention 

(Heath, 2007) and higher levels of recall (Ambler and Burne, 1999; 

Friestad and Thorson, 1986). Given consumers have limited capacity to 

absorb all the information contained in a message (Lang, 2000), an 

emotional appeal may be more effective at persuading consumers than a 

rational message frame. Furthermore, studies suggest that a majority of 

links shared on social media are never clicked, only the titles are read by 

users (Wang et al., 2016). This suggests that titles may serve as an 

important mechanism for fake news to audience persuasion through 

strong emotional appeals. 

 

 

 

Fake news content is substantially more “disgustful” and “angry” 

and less “joyful” 

The results of my study also revealed that negative emotions are much 

more prominent in fabricated news than real news, in both article title 

and text body. Specifically, fabricated news articles display significantly 

higher levels of anger and disgust and substantially lower levels of “joy” in 

their article body than real news stories. Again, to make sense of these 

findings, one can turn to the communications literature. Although 

research into the impact of specific emotions, such as disgust, is rare, a 

number of studies have considered negative emotions and their impact on 

message processing (Dens et al., 2008). Extant studies suggest that 

negative message framing, such as offensive or shocking content, can be 

effective at cutting through the “information clutter”, improve attention 

and facilitate message retrieval and recall (Cotte and Ritchie, 2005; Dahl 

et al., 2003). This can be explained using Mandler’s (1982) schema 

incongruity framework according to which consumers process messages 

on the basis of existing schemata, i.e. cognitive structures representing 

consumers’ knowledge and expectations about brands, products and 
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events (Dens et al., 2008). According to Mandler, a message that is 

incongruent with existing structures will attract more attention, more 

extensive processing and better recall than information consistent with 

existing schemata (Mandler, 1982). This suggests that negative message 

framing may be a means for fabricated news to draw an audience’s 

attention and facilitate recall. 

 
 
Contributions to literature, managerial 
implications and future research 
 
This study makes a number of contributions to academia and practice. 

First, it contributes to the body of knowledge on the distinguishing 

characteristics of fake versus real news content. Previous studies have 

suggested that fake news and real news are different with respect to 

linguistic style and particularly the emotional tone. The present study 

confirms previous findings that fake news are substantially more negative 

than real news. In addition, and this is a new contribution, the study in 

this article has demonstrated which specific emotions differ in fake versus 

real news narratives. Specifically, the study found that fake news is 

substantially higher in anger and disgust and lower in joy than real news 

articles. This opens up a number of avenues for future research 

(discussed in the section below) and contributes to our understanding of 

message framing as a key element of any communication process. 

In addition, the study offers a methodological contribution by 

demonstrating how computer algorithms, specifically AI tools with their 

ability to process natural language and “learn by themselves” (Kietzmann 

et al., 2018), can assist researchers in their data analysis to detect 

patterns in large sets of unstructured qualitative data. Without an 

automated tool, such as IBM’s Watson, the sheer task of manually coding 

a data set consisting of more than 85,000 words seems daunting, if not 

unachievable. Here, the computer algorithms made data analysis 

substantially less time-consuming. However, this does not suggest that 

human contributions are eliminated from the research process and the 

data analysis. On the contrary, the numerical output from IBM Watson 

has lent itself well to further quantitative analysis by researchers, for 
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example for hypothesis testing, as demonstrated in this article. These 

quantitative analyses could be replicated by other scholars. 

Furthermore, a number of managerial implications flow from the 

findings of this research. First, this study provides managers with a 

practical approach by which to identify fake news as part of their 

brand communication plans and implementations. Specifically, in this 

study, I have demonstrated a tactic that practitioners can use to 

identify dubious content originating from third-party news outlets. 

This is a complex undertaking given the volume and velocity of 

communications that are produced and consumed every day. Here, AI 

tools can provide valuable support for managers by doing the “heavy 

lifting” on the data analysis. Trained observers can then further 

analyze, verify and interpret the results produced by AI tools. 

Alternatively, or in addition to as shown in this study, humans can be 

enlisted to flag spurious content or their sources to be used as an input 

in the AI analysis. This is consistent with Berthon and Pitt’s (2018) call 

to “introduce a human layer” (Berthon and Pitt, 2018, p. 222) into 

solutions to deal with the fake news crisis. This suggests that both 

human and machines offer valuable contributions to identifying fake 

news. Figure 1 summarizes the relationship between human and 

machine contributions to fake news identification. 

 
Figure 1 Relationship between human and artificial intelligence (AI) contributions to 

fake news identification 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Human 
contributions to 
identifying fake 

news

AI contributions 
to identifying 

fake news

Humans 

support AI

Flag dubious 

content

AI supports 

humans

Flag dubious 

content

Analyze and 

interpret AI results

Analyze 

content 
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Second, this article identifies specific emotional dimensions by which to 

tell fake and real news apart. This is important for brand managers 

because a brand’s association, willingly or unwillingly, with fake news can 

significantly contaminate a brand’s image with substantial consequences, 

as illustrated at the beginning of this article. Thus, practitioners can use 

the insights from this study to minimize placing their brand ads next to 

fake news and thus better “manage their brands in this post-rational 

world” (Berthon and Pitt, 2018, p. 222). 

Third, the results of this study may also serve as a note of caution for 

communication professionals or writers, be it the creators of fake content 

or non-fake ad copy. In an attempt to cut through the clutter and draw 

consumers’ attention, well- known brands and organizations have used 

highly controversial and negative message appeals relying on anger or 

disgust (Dens et al., 2008). The European clothing manufacturer 

Benetton, for example, created a brand campaign including 

advertisements displaying a photograph of the blood-stained clothes of a 

dead Croatian soldier or a man dying of AIDS (Crawshaw, 1995). 

Although this shock strategy succeeded in drawing attention, brand 

managers risk that these types of content may be flagged as fake because, 

as illustrated in this study, fake news is substantially more likely to 

exhibit specific negative emotions. Thus, managers can use the insights 

gained from this study to “check” their message appeal for being too 

negative and adjust accordingly. 

This study is not without limitations. First, the data set contained 

political news articles only. As fake news in politics can have profound 

consequences for societies, as alluded to at the beginning of this article, it 

is critical to be able to detect and flag dubious political news reporting. 

However, this article did not investigate whether and to what extent the 

differences in emotional valence and specific emotions manifest in other, 

non-political fake narratives, which could be explored in future studies. 

Second, this study focused on communications originating from one 

important stakeholder group, i.e. third- party news organizations. Future 

studies could investigate fake news originating from other stakeholder 

groups, such as consumers (e.g. user-generated content on Twitter or 

other social media sites) or employees (e.g. employee reviews on 

Glassdoor or other employee review sites). Third, although AI tools and 

specifically IBM Watson have been used in previous research studies, 

Watson’s analysis of emotions constrains the researcher to the five 

human emotions reported above, whereas other basic human emotions 
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(e.g. surprise, anticipation and trust) are excluded from the analysis. 

Thus, this study cannot offer any insights if and how fake narratives 

differ with respect to these omitted emotions; however, this could be 

an avenue for further research. Third, when using a large data set that 

contained more than 85,000 words for the text body itself, there is the 

possibility of a Type I error (false-positive), i.e., the test statistics show 

a significant result that may actually be trivial in practice. I attempted 

to overcome this limitation by reporting the effect size, Cohen’s d, but 

further studies could confirm the findings. 

 
 
Concluding remarks 
The identification of fake news is a complex issue. The study presented 

here describes a method on how to tell fake news content apart from real 

news content. Specifically, it analyzes the differences in the emotional 

framing of the message content in fake and real news using a data set of 

150 political news articles. Using an AI tool for analyzing these narratives, 

in addition to skilled human input, it finds that there is a significant 

difference between the overall emotional sentiment portrayed in the 

titles, and that fake news are substantially more negative with regard to 

the emotion dimensions disgust and anger than real news articles. In 

addition, fake news stories are markedly less “joyful” than real news 

narratives. This study adds to the literature on fake news, in addition to 

providing a number of implications for marketing communication 

professionals. In summary, it suggests that human approaches to fake 

news identification can be augmented by automated tools, like AI, and in 

turn, human intelligence can augment “machine intelligence”. Armed 

with powerful tools, like AI, managers can be more effective and efficient 

at telling fake and real news apart. 

 

Note: 1 www.uccs.edu/lbecker/  
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