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ABSTRACT 
The accuracy of change detection on the earth’s surface is important for understanding the relationships and interactions 
between human and natural phenomena. Remote Sensing and Geographic Information Systems (GIS) have the potential 
to provide accurate information regarding land use and land cover changes. In this paper, we investigate the major tech-
niques that are utilized to detect land use and land cover changes. Eleven change detection techniques are reviewed. An 
analysis of the related literature shows that the most used techniques are post-classification comparison and principle 
component analysis. Post-classification comparison can minimize the impacts of atmospheric and sensor differences 
between two dates. Image differencing and image ratioing are easy to implement, but at times they do not provide ac-
curate results. Hybrid change detection is a useful technique that makes full use of the benefits of many techniques, but 
it is complex and depends on the characteristics of the other techniques such as supervised and unsupervised classifica-
tions. Change vector analysis is complicated to implement, but it is useful for providing the direction and magnitude of 
change. Recently, artificial neural networks, chi-square, decision tree and image fusion have been frequently used in 
change detection. Research on integrating remote sensing data and GIS into change detection has also increased. 
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1. Introduction 
Change detection is the process of identifying differences 
in the state of an object or phenomenon by observing it at 
different times [1]. The time and accuracy of change de- 
tection on the earth’s surface can provide a better under- 
standing of the relationships and interactions between 
human and natural phenomena and can provide guidance 
in the management of the use of resources. In change 
detection applications, it is necessary to use multi-tem- 
poral datasets to analyze the temporal effects of the ob- 
ject or phenomenon [2]. Currently, with increased com- 
puter capability and data availability, Remote Sensing 
and Geographic Information Systems (GIS) have become 
effective tools for detecting objects and phenomena 
change. 

Remote Sensing means the ability to detect change on 
the earth’s surface through space-borne sensors [3]. The 
repetitive coverage of satellite images and the improve-  

ment of image quality can provide valuable assistance in 
the identification of changes [4]. Temporal and spatial 
resolutions allow scientists to monitor and detect changes 
over a broad scale and help planners to obtain or main- 
tain information on various phenomena, such as shifting 
agricultural patterns, crop stress, disaster monitoring, 
land use and land cover changes [5]. 

Geographic Information System is a useful tool for 
measuring the change between two or more time periods. 
It has the ability to incorporate multi-sources of data into 
a change detection platform [2]. For example, the use of 
multiple layers, such as classified images, topographical 
maps, soil maps and hydrological maps, provides a 
greater ability to extract useful information about the 
changes over a particular area. Moreover, GIS can meas- 
ure the trends in these changes by modeling the available 
data and using statistical and analytical functions. The 
benefit of GIS is the provision of different outputs in 
different formats (e.g. maps or tables), which allows us- 
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ers to select the appropriate output for extracting the de- 
sired information. 

Remotely sensed data and GIS are widely used for de- 
tecting land use and land cover changes. Many studies 
have attempted to use remotely sensed data and GIS to 
address land use change detection e.g. [6-9]. A variety of 
procedures or methods of Remote Sensing technologies 
are used to detect land use and land cover changes. Some 
studies have actually utilized Remote Sensing techniques; 
others have integrated remotely sensed data with GIS 
data e.g. [10-12]. In addition, many studies have re- 
viewed and summarized the various change detection 
techniques [1,2,5,13-15]. The articles reviewed here con- 
sider these change detection techniques in many applica- 
tions, including land use and land cover changes, vegeta- 
tion and forest changes, urban changes, environmental 
changes, crop monitoring, forest fires, deforestation and 
other applications. Table 1 shows examples of applica- 
tions that are investigated using change detection tech- 
niques.  

In this paper, we firstly review the major land use and 
land cover change detection techniques, including im-
age differencing, image ratioing, change vector analysis 
(CVA), principal component analysis (PCA), chi-square, 
post-classification comparison, decision trees, image fu- 
sion, hybrid change detection, artificial neural networks 
(ANN) and Geographic Information Systems (GIS), by 
giving overview about the characteristics, strengths and 
weaknesses of each technique. Second, we discuss the 
importance of accuracy assessment in change detection 
and the use of different matrices in previous studies. Fi- 
nally, we evaluate the change detection techniques ac- 
cording to the analysis of related literature. 

2. Land Use and Land Cover Change 
Techniques

2.1. Image Differencing 
Image differencing, also referred to as image delta [16], 
is a simple, easy-to-use technique for implementing and 
interpreting change detection [17]. It divides the image 

pixels into two results: change or no change. The process 
by which these results are obtained involves subtracting a 
pixel’s digital number on the image for date one from the 
corresponding pixel’s digital number on the image for 
date two. The general process for detecting the change in 
two dates in image differencing is extracting the change 
of the image of date 2 from the image of date 1 (e.g. im- 
age of date 1—image of date 2) [18]. In this technique, it 
is necessary to select thresholds for determining the 
changed area [16,19]. However, the image differencing 
technique cannot provide sufficient information about the 
change itself. Atmospheric and other non-surface radi- 
ance characteristics can affect the results of image dif- 
ferencing [20]. 

Image differencing is widely utilized for change detec- 
tion in the geographical environment [16,21-23]. It has 
been used either as a single-band difference [24] or as a 
color composite of three bands [25]. Sohl [22] examined 
five change detection techniques, including univariate 
image differencing, “enhanced” image differencing, ve- 
getation index differencing, post-classification differ-
encing and change vector analysis, to detect the land-
scape change in the Abu Dhabi Emirate using Landsat 
Thematic Mapper (TM) data. He found that the “en-
hanced” image differencing technique provided the most 
accurate values of change when compared to other tech-
niques, while change vector analysis was a useful tech-
nique for providing rich qualitative detail about the na- 
ture of the change. Ridd and Liu [26] compared four 
techniques for change detection in an urban environment; 
image differencing, image regression, tasseled cap trans-
formation and chi-square were used. The results showed 
that the most accurate technique for detecting change 
was the regression of TM band 3, whereas the image 
differencing of TM 4 was found to be the least accurate. 

In arid and semi-arid environments, red band image 
differencing is more effective than using the Normalized 
Difference Vegetation Index (NDVI) for vegetation 
change detection [27]. Also, Pilon, Howarth [28] con- 
cluded that visible red band data provided the most ac- 
curate identification of spectral change for their semi-arid 

 
Table 1. Examples of the applications that can be investigated using change detection techniques. 

Application Most Commonly Used Techniques Examples 

Land use/Land cover change Image differencing, image ratioing, NDVI, CVA, PCA, chi-square,  
post-classification, hybrid change detection, ANN, decision tree, GIS [21,22,26,31,33-41] 

Urban change Image differencing, post-classification, hybrid change detection, PCA, GIS,  
chi-square, image fusion [26,42-44] 

Environmental change NDVI, ANN, CVA, post-classification, image differencing [30,38,45] 

Vegetation change NDVI, CVA, image differencing, post-classification [46-48] 

Landscape change Post-classification, GIS [49-51] 

Deforestation Post-classification, NDVI, image differencing, PCA [52-54] 

Wetland change Post-classification, GIS  [55-57] 
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study area in north-western Nigeria in Sub-Sahelian  
Africa. 

2.2. Image Ratioing 
Image ratioing is extracting the information between two 
or more different images by using the same bands of two 
or more images. For example, to compute changes be- 
tween two times using band 2, the simple process of im- 
age ratioing could be: (Band 2 of t1 divided by Band 2 of 
t2). It is used to highlight subtle variations between the 
pixels of the various land covers. In image ratioing, the 
unchanged pixel takes the same number for both dates 
with a grey level. The changed pixel takes a different 
value and is displayed at a lighter or darker level. To 
display the different changes between two or more im- 
ages, selecting the appropriate threshold value is impor- 
tant in image ratioing. The image ratioing technique is 
useful for extracting vegetation cover information. The 
advantage of this technique is that the effect of shadows, 
the radiation change, image noise and the sun angle can 
be reduced [29]. However, there are two major disad- 
vantages: it is difficult to select the threshold value, and 
the types of changes cannot be analyzed [2]. 

Image ratioing was used by Howarth and Wickware 
[30] to generate three different color enhancements—an 
overlay of band 5, ratios of bands 5 and 7 and a vegeta- 
tion index. The results showed that the major change was 
emphasized by using band ratioing and band 5 overlay, 
which gave additional information about the change, 
while the vegetation index enhancement results showed 
less information about the change. Nelson [31] tested 
three change detection techniques, including image dif- 
ferencing, image ratioing and vegetation index differ- 
encing, to determine the most appropriate technique for 
detecting changes due to gypsy moth defoliation. The 
results indicated that the vegetation index difference and 
the band 5 ratio were more accurate for delineation of 
forest canopy changes than other single bands or band 
combinations. Prakash and Gupta [32] used image ratio- 
ing and the normalized difference vegetation index image 
and they found that image ratioing provided very useful 
land use mapping information. 

2.3. Change Vector Analysis (CVA) 
Change vector analysis can represent both the direction 
and magnitude of a change. The total change magnitude 
per pixel � �pixelCM  can be computed by determining the 
Euclidean distance between end points through n-dimen- 
sional change space [58]: 

� �2
pixel 2 1

1

n

i
CM X X

�

� ��             (1) 

where X1 and X2 are date one and date two pixel values in 

i band. 
CVA is complicated to implement, but it is useful for 

providing information about the change. Change vector 
analysis was used by Schoppmann and Tyler [46] to 
monitor changes in and around the Chernobyl nuclear 
power plant. They concluded that CVA was able to iso- 
late a number of phenomena, including construction and 
excavation, water level variations, changes in agricultural 
cover type and riparian vegetation. In addition, change 
vectors were consistent across both change images. Allen 
and Kupfer [36] used change vector analysis to examine 
spruce-fir ecosystems. The results showed the ability of 
change vectors in multiple biophysical dimensions to 
differentiate forest disturbance and regeneration trends as 
an alternative to nominal forest or land cover classifica- 
tions. Berberoglu and Akin [59] used four change detec- 
tion techniques, including image differencing, image 
ratioing, image regression and CVA to detect land use 
and land cover change in a Mediterranean environment. 
The results showed that CVA was the most accurate 
technique for handling the variability present in Mediter- 
ranean land use and land cover change. 

Combining CVA with other techniques provides more 
information than either technique alone. For example, 
Silapaswan, Verbyla [37] used CVA, unsupervised clas- 
sification and visual interpretation of aerial photographs 
to detect land cover changes on the Seward Peninsula. 
They found that, in a transitional region between tundra 
and boreal forest, the use of CVA and unsupervised clas- 
sification together provided a more powerful interpreta- 
tion of change than either method alone.  

2.4. Principle Component Analysis (PCA) 

Principle component analysis, also referred to as eigen- 
vector transformation, Hotelling transformation and 
Karhunen Loeve transformation in remote sensing, is a 
multivariate technique [60] that is used to reduce dataset 
dimensionality. In this technique, the original remote 
sensing dataset, which is a correlated variable, is trans- 
formed into a simpler dataset for interpretation. This al- 
lows the dataset to be uncorrelated variables representing 
the most important information from the original [15]. 
The calculation of the variance-covariance matrix (C) of 
multiband images is expressed as: 

� �� �T

1

1

n

j j
j

n
�

� �
�

�

� X M X M
C          (2) 

where M and X are the multiband image mean and indi- 
vidual pixel value vectors respectively, and n is the 
number of pixels. 

In change detection, there are two ways to apply PCA. 
The first method is adding two image dates to a single 



A. F. ALQURASHI, L. KUMAR 

Copyright © 2013 SciRes.                                                                                  ARS 

196 

file, and the second methods is subtracting the second 
image date from the corresponding image of the first date 
after performing PCA separately. The disadvantages of 
PCA can be grouped into three issues: 1) it requires the 
selection of thresholds for identifying the change; 2) 
PCA results are difficult to interpret and label; and 3) it 
does not provide a complete matrix of change class [2]. 

Principal components analysis has been used in the 
case of land use and land cover change detection using 
standardized methods. For example, Baronti, Carla [33] 
applied PCA to investigate the changes occurring in 
multi-temporal polarimetric synthetic aperture radar (SAR) 
images. They used correlation instead of a covariance 
matrix in the transformation to reduce gain variations 
that are introduced by the imaging system and that give 
weight to each polarization. In another example, Liu, 
Nishiyama [43] compared four techniques, including 
image differencing, image ratioing, image regression and 
PCA, from a mathematical perspective. They recognized 
that standardized PCA achieved the best performance for 
change detection. Standardized PCA is better than un- 
standardized PCA for change detection because, if the 
images subjected to PCA are not measured in the same 
scale, the correlation matrix normalizes the data onto the 
same scale [61]. 

2.5. Chi-Square Transformation 
Chi-square transformation uses multi-bands together to 
produce a single change image. The original chi-square 
test, also referred to as Pearson’s chi-square, was pre- 
sented by Karl Pearson in early 1990s [62]. Ridd and Liu 
[26] introduced the chi-square formula that is currently 
used in change detection: 

� � � �1TY X M X M��� � �          (3) 

where Y is the digital value of the changed image; X is 
the vector of the difference of the six digital values be- 
tween the two dates; M is the vector of the mean residu- 
als of each band; T is the transverse of the matrix; and 

1��  is the inverse covariance matrix of the six bands [2]. 
Y is distributed as a chi-square random variable with P 
degrees of freedom, where P is the number of bands 
when 0Y � , meaning no change. Chi-square can pro- 
duce a single change image from multiple bands. How- 
ever, it is not true that 0Y �  represents an unchanged 
pixel when a large portion of the image is changed. In 
addition, a change related to a specific spectral direction 
is difficult to identify [2]. 

The chi-square transformation change detection tech- 
nique was introduced by Ridd and Liu [26]. They also 
used other digital change detection techniques, including 
image differencing, image regression, and tasseled cap 
transformation. Chi-square was used with six reflective 
bands to create a single band change image. 

2.6. Post-Classification Comparison 
Post-classification comparison is a useful technique for 
extracting land use and land cover information. It is a 
common method in change detection. Post-classification 
requires the comparison of independently produced clas- 
sified changes. It could be that the produced map shows 
the complete matrix of changes by coding the classifica- 
tion results for time 1 and time 2. Moreover, the subset of 
changes is observed by selective grouping of the classi- 
fication results. In post-classification comparison, the 
images are classified separately, pixel by pixel, on two 
dates, minimizing the atmospheric and sensor differences 
between the two dates. In addition, the accurate registra- 
tion problem of multi-date images is reduced in this 
technique [1]. However, a great deal of time and exper- 
tise is required for the performance of post-classification 
comparison and the quality of the classified image for 
each date affects the final accuracy. 

Post-classification comparison includes two scheme 
classification and unsupervised classification algorithms. 
Supervised classification is a process when the analyst 
selects a number of areas for an image and then identifies 
the type of each phenomenon on the computer screen. In 
accordance with the phenomenon identified by the ana- 
lyst, the computer identifies the characteristics of the data 
that comprise each type, and classifies the most similar 
remaining image pixels [14]. Supervised classification 
usually requires training data and prior knowledge of the 
objects that are selected for classification. 

Unsupervised classification is a process by which the 
computer partitions the data without prior knowledge and 
then applies thematic labels [14]. Unsupervised classifi- 
cation does not normally require training data nor further 
initial input from the analyst [15]. 

Post-classification comparison is the most commonly 
used technique in change detection. [6,21,41,63-69]. The 
advantage of post-classification was recognized by Mas 
[70], who compared six change detection techniques to 
monitor land cover change. These techniques included 
image differencing, vegetative index differencing, selec- 
tive PCA, direct multi-date unsupervised classification, 
post-classification differencing and a combination of 
image enhancement and post-classification comparison. 
He concluded that post-classification comparison was the 
most accurate procedure and presented the advantage of 
indicating the nature of the changes. Schulz, Cayuela [71] 
utilized post-classification for investigating land cover 
changes in dry-land forest landscapes in Central Chile. 
The maximum likelihood algorithm was used to provide 
a consistent classifier for multi-date classification. They 
indicated that the classification accuracy increased, espe- 
cially after applying the post-classification procedure. 

Combining classification with other techniques, such 
as classification with NDVI, or classification with PCA 
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and CVA, has also been used in some studies to increase 
classification accuracy as well as to avoid the leak of 
training sample sets for image classification. For exam- 
ple, Li and Yeh [72] combined interactive supervised 
maximum likelihood classification with combined PCA 
to prevent over-estimation of the amount of change. Abd 
El-Kawy, Rød [73] also used map interpretation to im- 
prove classification accuracy and to identify areas with 
effective use of water for irrigation and areas of private 
land reclamation. 

Unsupervised classification was performed to deter- 
mine the change in eelgrass meadows with Landsat TM 
data by Macleod and Congalton [74]. They used three 
techniques including post-classification, image differ- 
encing and PCA. Classification was separately performed 
for each image using both supervised and unsupervised 
methods. Brink and Eva [75] also used an unsupervised 
classification algorithm to monitor 25 years of land cover 
change dynamics in Africa. 

2.7. Artificial Neural Networks (ANNs) 
A neural network is a computing process that provides a 
solution through an unstructured approach founded on 
the adjustment of the weights connecting the neurons in a 
network. The concept of a neuron was inspired by the 
study of biological neural processing [76]. 

There are three types of layers-an input layer, a hidden 
layer and an output layer-in which an artificial neural 
network (ANN) is typically contained. In the input layer, 
the neurons can be the multispectral reflectance values 
for each pixel with their texture, e.g. elevation, slope and 
aspect. In the hidden layers, the use of neurons enables 
the simulation of nonlinear patterns in the input data. 
And lastly, in the output layer, the neuron represents a 
single thematic map for each individual land cover class 
e.g. agricultural or urban. Each one of these layers con- 
sists of interconnected nodes. That interconnection al- 
lows the different information to flow in multiple di- 
rections [15]. The back-propagation algorithm is used to 
train the multi-layer perceptron neural model [2].  

To extract useful information from the remotely 
sensed data and ancillary data, the ANN requires training 
and testing classifications [15]. However, an ANN is 
sensitive to the amount of training data that is used and 
requires a long training time. Moreover, ANNs are not 
common in remote sensing software [2]. 

Using ANNs in remote sensing has been widely rec- 
ognized by many researchers [34,35,77-80]. They have 
also been used to detect changes in many applications. 
For example, Foody, McCULLOCH [34] utilized a feed- 
forward ANN using a variant of the back-propagation 
algorithm to classify agricultural crops from synthetic 
aperture radar data and found that the ANN was able to 
characterize classes better than discriminant analysis. 

The ANN was used to classify image data into from-to 
classes for detecting urban change. Principle component 
analysis was also applied to extract the salient features 
and reduce the dimensionality of the input data prior to 
the ANN-based change detection. By using an ANN, the 
accuracy increased more than with post-classification 
comparison. Principle component analysis also improved 
change detection accuracy [38]. Artificial neural net- 
works have been used to map land use and land cover 
change with a combination of satellite sensor data and 
GIS. The ANN approach was used to generate land use 
and land cover classes from ancillary and spectral data 
[81]. This combination increased the accuracy of classi- 
fication compared with spectral classification alone and 
established relationships between land use and land cover 
and environmental variables specific to the mapped area. 

2.8. Hybrid Change Detection 
A hybrid technique uses two or more techniques (e.g. 
supervised and unsupervised classification, PCA and 
CVA) to detect a change. There are two types of hybrid 
techniques. The first type is procedure-based hybrid 
analysis, which involves the use of different detection 
techniques in different detection procedures. The second 
type is result-based hybrid analysis, which means using 
different change detection techniques successively and 
then analyzing the results. This technique makes full use 
of the benefits of many techniques to obtain significant 
change detection results. On the other hand, the hybrid 
change detection technique is complex, difficult to per- 
form and not very effective because it depends on the 
characteristics of other techniques [82]. 

Hybrid change detection, combining the advantages of 
supervised and unsupervised classification, was used to 
derive a land cover map from three Landsat Thematic 
Mapper Plus (ETM+) images from the year 2000 in three 
Eastern Europe countries (Slovakia, Poland and the 
Ukraine). The results were more accurate than using in- 
dividual techniques [7]. The same results were obtained 
by Zhang, Ma [83], who used hybrid change detection 
and a decision tree classifier based on a data mining al- 
gorithm. The results showed better accuracy than using 
individual change detection techniques. 

2.9. Image Fusion 
Image fusion is a technology that merges two or more 
images from the same area in different sensors and wave- 
lengths [61,84]. In general, different spectral and spatial 
resolutions are helpful when high spectral resolution is 
used in discriminating land use and land cover type, 
whereas high spatial resolution holds advantages in iden- 
tifying terrain features and the earth’s structure. The 
purpose of using image fusion is to provide additional 
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information to help users detect and identify targets on 
the earth’s surface. Image fusion can be implemented 
along with PCA, the intensity hue-saturation (HIS) 
transform, Brovey’s methods and wavelet transformation 
to provide more accurate information and at high resolu- 
tion [61]. 

The advantage of using image fusion in change detec- 
tion is that fusion techniques can provide high spatial and 
spectral resolution, which can easily and effectively al- 
low users to extract land use and land cover information. 
However, it is obvious that resized and registered images, 
which are obtained from different sensors, may be diffi-
cult to implement. For example, in a fusion image from 
Landsat TM and a SPOT-5 image, the TM image is re-
sampled at the SPOT size, and then the two images have 
the same size and are registered before image fusion [61]. 
Therefore, users should take this point into account be-
fore performing fusion technique activities. 

In a change detection context, image fusion has been 
used to detect land use and land cover change over urban 
areas. For example, Zhou, Huang [40] compared three 
methods for land cover classification of shaded areas 
from high spatial resolution imagery in an urban envi- 
ronment, including combined spectral information, lin- 
ear-correlation correction and multisource data fusion. 
The results indicated that data fusion achieved better 
accuracy when compared with combined spectral infor- 
mation and linear-correlation correction. Zeng, Zhang 
[85] presented the results of different temporal SAR and 
optical image fusion algorithms for land cover change 
detection. The data used in their research were from 
SPOT-5 imagery and RADARSAT-1. Peijun, Sicong [44] 
used feature and decision level fusion to combine simple 
change detectors and to build an automatic change detec- 
tion procedure. This method was tested with multi-tem- 
poral CBERS and HJ-1 images. The results were satis- 
factory and more effective than other methods. 

2.10. Decision Tree 
A decision tree classifier is an algorithm for the labeling 
of an unknown pattern using a sequence of decisions [61]. 
The structure of a decision tree is organized with rules, 
conditions and hypotheses, where rules and conditions 
are evaluated in order to test the hypotheses. The concept 
of a hierarchical (or top-down) decision tree is referred to 
when each hypothesis appears as the trunk of the tree, 
each rule is a limb of the tree and each condition is a leaf 
[15]. A decision tree splits a complex decision into many 
simpler decisions to obtain a solution that is easier to 
interpret [86]. 

There are two approaches in the design of a decision 
tree. The first one is called the manual design approach; 
it is based on the user’s knowledge and relies solely on 
user interaction. The second approach is based on an 

automatic procedure. The manual design approach is 
time-consuming and it does not provide satisfactory re- 
sults, especially when the number of classes is large and 
there is spectral overlap between classes [61]. 

Hansen, Defries [87] used decision tree to classify land 
cover using data for 1992-1993 from the Advanced Very 
High Resolution Radiometer (AVHRR). Yang, Ren [88] 
used a comparison of post-classification and knowledge- 
based decision tree (K-DT) classification to quantify land 
use and land cover changes in the watershed of the Inner 
Mongolia Autonomic Region of China using Landsat TM 
and ETM+ images from 1987 to 2007. The results 
showed significant modification and conversion of land 
use and land cover of the watershed over the course of 20 
years. 

2.11. Geographic Information Systems (GIS) 
All the techniques discussed above are based on pixel by 
pixel change detection analysis of satellite images as well 
as being based on images only. It is important to use the 
benefit of collateral information, such as digital elevation 
models, hydrology and soil maps [15], which can be pro- 
vided with the extracted information from remotely 
sensed images into GIS platforms. Thus, the integration 
of remotely sensed data with GIS data has the potential 
to improve the accuracy of results. The main advantage 
of GIS is that changes can be detected more clearly than 
with other techniques using multi-source data. However, 
using different source data with different formats and 
accuracies may affect the change detection results [2]. 

In recent years, remote sensing and GIS have been 
commonly integrated for analyzing and mapping land use 
and land cover changes [9,11,12,89]. Driving land use 
and land cover change maps into GIS applications has 
been done using supervised classification algorithms 
through remotely sensed software [90,91]. Utilizing an- 
cillary data with satellite imagery, (e.g. digital elevation 
models and soil maps) provides more accuracy in the 
detection of change [92]. The use of GIS has also been 
recognized for detecting and mapping land use and land 
cover changes. Spatial statistical analysis and advanced 
functions (e.g. hotspots) have been used for change de-
tection [93]. In addition, screen digitizing of satellite 
images and previous land use and land cover maps have 
been used to detect land use and land cover change [94, 
95]. 

3. Change Detection Accuracy Assessment 
Accuracy assessment is very important for understanding 
the obtained results and making good decisions. Accu- 
racy is determined by the quality of the thematic infor- 
mation and maps that are obtained from remotely sensed 
data. Accuracy assessment is required to minimize the 
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common sources of error in remotely sensed data (e.g. 
sensor systems errors such as detectors and cameras, the 
movement of spacecraft platforms, ground control errors 
and classification errors). The statistical methods used to 
assess the accuracy of land cover maps include overall 
accuracy, user’s accuracy, producer’s accuracy and the 
Kappa coefficient. 

The consideration of classification errors is common in 
previous studies and reviews [96-102]. Image classifica- 
tion is subject to a variety of errors that occur during the 
classification process. The difference between the class 
label assigned by the classification and objects in the real 
field is significant error. In this case, an error matrix pro- 
vides an appropriate summary of the omission and com- 
mission errors [98]. An error matrix or a confusion ma- 
trix and its measures, such as user’s accuracy and pro- 
ducer’s accuracy, is the most common approach for de- 
termining the accuracy of remote sensing image classifi- 
cation [96,103]. 

Change detection accuracy assessment is particularly 
difficult and requires a large amount of work [104]. The 
matrices that are most commonly used are single date 
error matrices, binary change/no change error matrices 
and the transition error matrix. However, the transition 
error matrix is less commonly reported than single date 
error matrices and binary change/no change error matri- 
ces [105]. The single date classification error matrix 
needs to be adapted to a change detection error matrix. 
The characteristics of the new matrix are the same as the 
single date classification error matrix and assesses errors 
in changes between two time periods (time 1 and time 2) 
[104]. 

Many previous studies on change detection failed to 
provide the required information to produce a stratified 
estimator of change area and construct confidence inter- 
vals [106]. It is not possible to check whole mapped ar- 
eas; sampling is the means from which accuracy from 

land cover maps can be derived [107]. Thematic map 
accuracy assessment begins with the generation of an 
error matrix. The factors that should be considered in the 
generation of an error matrix include ground data collec- 
tion, classification and sample scheme, sample size and 
sample unit, and spatial autocorrelation [108]. It is some- 
times possible to reduce or remove ground data errors or 
to derive accurate estimates of change detection without 
ground data [109]. 

4. Evaluation of Change Detection 
Techniques

Providing details and determining the direction of change 
is important. Some change detection techniques, such as 
image differencing, image ratioing, and PCA, do not 
provide sufficient change trend information. These tech- 
niques only provide change or no change results, there- 
fore, the trend and direction of the change is difficult to 
determine. Other techniques, such as post-classification 
comparison, provide more detail about the objects that 
are selected and provide more information about change 
trends (Table 2). 

In addition, some change detection techniques, such as 
image differencing, image ratioing, PCA, chi-square, 
hybrid change detection and CVA, require the selection 
of a threshold (Table 2) [19]. In this case, selecting an 
appropriate threshold is important for obtaining good 
change detection results; however, selecting a suitable 
threshold is difficult and time-consuming. On the other 
hand, some techniques are affected by errors and require 
more time and effort to reduce such errors in order to 
produce high-quality thematic change detection maps. 
For example, post-classification comparison always con- 
tains omission and commission errors and needs the se- 
lection of a confusion matrix and its measures (e.g. user’s 
and producer’s accuracy) to minimize these errors. 

 
Table 2. Characteristics of change detection techniques. 

Technique Providing Change 
Direction 

Selecting 
Threshold 

Selecting 
Training 

Providing Change
Matrix Data Used to Preform 

1. Image differencing × � × × Satellite imagery 

2. Image ratioing × � × × Satellite imagery 

3. Change vector analysis � � × × Satellite imagery 

4. Principle component analysis × � × × Satellite imagery 

5. Chi-square × � × × Satellite imagery 

6. Post-classification comparison � × � � Satellite imagery 

7. Hybrid change detection × � × × Satellite imagery 

8. Artificial neural networks � × � � Satellite imagery & ancillary data 

9. Decision tree × × × × Satellite imagery 

10. Image fusion × � × × Satellite imagery 

11. GIS � × × � Satellite imagery & ancillary data 
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Furthermore, the strengths and limitations of individ- 

ual change detection techniques should be taken into 
account. For example, post-classification comparison 
minimizes the impacts of atmospheric, sensor and envi- 
ronmental differences between multi-temporal images; 
image differencing is affected by these elements. Also, 
image ratioing can reduce the impact of sun angle, 
shadow and topography. Image differencing and image 
ratioing allow for easy interpretation of change detection 
results, whereas the results of principle component 
analysis are difficult to interpret. The use of additional 
data, such as digital elevation models, soil and hydrology 
maps, with satellite imagery may provide additional in- 
formation about a change. However, the accuracy of dif- 
ferent data may affect the quality of land use and land 
cover change results. It is also important to consider the 
level of difficulty in dealing with the various functions 
and software. For example, the limitation of ANNs could 
be in their functions, which are not common in image 
processing software [2]. 

5. Summary 
By analyzing the related literature, it seems that no one 
technique is suitable for all cases. Selection of an appro- 
priate method for detecting change in an object or a phe- 
nomenon on the earth’s surface depends on a number of 
elements, including the characteristics of the study area, 
the spatial resolution of the sensor, atmospheric effects 
and sun angle, which should be taken into account before 
applying a suitable technique for the detector. Further- 
more, the characteristics objects themselves should be 
considered before selecting a method because some of 
these techniques showed more powerful in some cases 
than others. For instance, for detecting vegetation cover 
in arid environments, image differencing is more effec- 
tive than Normalized Difference Vegetation Index. Also, 
post-classification comparison is useful in two ways. It 
provides details of changes, and avoids selecting appro- 
priate thresholds. The accuracy of change detection re- 
sults can be affected by these elements, as well as the 
resolution of spatial and spectral images. 

Research using change detection techniques should 
consider the elements that may affect the results. More- 
over, researchers should provide a quantitative analysis 
of the results with their conclusions. Many of the studies 
reviewed failed to do this; as these studies compare the 
performance of change detection techniques, there was 
no ground reference for accuracy assessment. It is nec- 
essary to link the results obtained using change detection 
techniques with the real changes occurring on the ground. 
Some of the previous studies failed to consider the real 
changes. 

Most of the change detection studies considered the 
impact of urban expansion on tropical and temperate 

environments; however, unfortunately, few studies ad-
dressed changes in desert environments. Certain ele- 
ments, including urban expansion and natural factors, 
may lead to changes in a desert environment. These 
changes are sometimes challenging to detect using satel- 
lite imagery. Vegetation cover, for example, can be eas-
ily determined from satellite images in a forested area, 
but not in a desert area. Therefore, further studies are 
warranted to apply change detection techniques to desert 
environments. 
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