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In current years, drowsy driver detection is the most necessary procedure to prevent any road accidents, probably worldwide. The
aim of this study was to construct a smart alert technique for building intelligent vehicles that can automatically avoid drowsy driver
impairment. But drowsiness is a natural phenomenon in the human body that happens due to different factors. Hence, it is required
to design a robust alert system to avoid the cause of the mishap. In this proposed paper, we address a drowsy driver alert system that
has been developed using such a technique in which the Video Stream Processing (VSP) is analyzed by eye blink concept through
an Eye Aspect Ratio (EAR) and Euclidean distance of the eye. Face landmark algorithm is also used as a proper way to eye detection.
When the driver’s fatigue is detected, the IoT module issues a warning message along with impact of collision and location

information, thereby alerting with the help of a voice speaking through the Raspberry Pi monitoring system.

1. Introduction

Driver fatigue has been the main issue for countless mishaps
due to tiredness, tedious road condition, and unfavorable
climate situations [1]. Every year, the National Highway
Traffic Safety Administration (NHTSA) and World Health
Organisation (WHO) have reported that approximately
1.35 million people die due to vehicle crashes across the
world. Generally, road accidents mostly occur due to inad-
equate way of driving [2]. These situations arise if the
driver is addicted to alcohol or in drowsiness [3]. The
maximum types of lethal accidents are recognised as a
severe factor of tiredness of the driver. When drivers fall
asleep, the control over the vehicle is lost [4]. There is a
need to design smart or intelligent vehicle system through
advanced technology [5]. This paper implements a mecha-
nism to alert the driver on the condition of drowsiness or
daydreaming. A camera monitors the driver’ eye blinking,
eye closure, face detection, head posture, etc. with face land-

mark algorithm and Euclidean distance in the behavioral-
based approach. These characteristics help to measure driver
fatigue and instantly alert him with the help of voice speaker
and forwarding an e-mail to a person (owner of vehicle) who
can make him conscious [6]. An e-mail is being transmitted
to a destination using IoT module, which relies on wireless
transmission [7, 8]. But, the proposed system is being inte-
grated by a credit card-sized computer known as Raspberry
Pi3 and Pi camera which can trace an eye movement [9]
thereby monitoring intensity of collision effects that happen
at the time of accident and alerting the emergency ward of
the hospitals or owners that are nearby to the accident spot
along with GPS location of the accident [10, 11].

1.1. Problem Statement. An IoT-based system is designed
to avoid countless mishaps due to drowsy drivers’ behav-
ioral and psychological changes by focusing on driver’s
eye movements. In addition to monitoring the intensity
of the collisions impacts during road accidents, it is also
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required to keep records of the location for taking sup-
portive action.

1.2. Contribution to This Work. The drowsiness of driver and
impact of collision monitoring or alert system is constructed
using IoT technology along with Raspberry Pi. For finding
the fatigue or sleepiness of driver, a Pi camera can be used
during driving. Apart from it, the vehicle needs to be well
mounted by crash sensor and FSR sensor for detecting the
extremity of collision. When the drowsiness is detected, the
driver is alerted by voice speaker and a mail sent to the vehi-
cle owner. Similarly, suppose any sudden collision happens
due to drowsiness. In that case, the data collected from the
sensors and the alert message are messaged to the nearer hos-
pitals nearby the prone location from Google Maps link
where the mishap has happened.

The rest of the paper has been organised as follows: in
Section 2, the literature review is included. Section 3
describes about components which are used for designing
the proposed system. Section 4 illustrates the proposed sys-
tem with a block diagram along with a brief explanation of
the methodology with a flowchart in Section 5. The result
analysis is discussed in Section 6. Finally, a conclusion of
the paper with its future work is detailed in Section 7.

2. Literature Review

Drowsiness of driver can be determined with different
aspects using vehicle-based, psychological, and behavioral
measurements implemented through different predictive
algorithms as discussed in the following sections.

2.1. Face and Eye Detection by Machine Learning (ML) and
Deep Learning (DL) Algorithms. Jabbar et al. [2] proposed
Convolutional Neural Network (CNN) technique of the ML
algorithm to detect microsleep and drowsiness. In this paper,
detection of driver’s facial landmarks can be achieved
through a camera that is then passed to this CNN algorithm
to properly identify drowsiness. Here, the experimental clas-
sification of eye detection is performed through various data
sets like without glasses and with glasses in day or night
vision. So, it works for effective drowsiness detection with
high precision with android modules. The algorithm of Deep
CNN was used to detect eye blink and its state recognition as
provided by Sanyal and Chakrabarty [12]. Saleh et al. [13]
developed an algorithm of LSTM and Recurrent Neural Net-
works (RNN) to classify driver’s behaviors through sensors.
Ed-Doughmi et al. [14] analyzed the driver’s behaviors
through the RNN algorithm. It specially focuses on construc-
tion of real-time fatigue detection to prevent roadside acci-
dents. This system formulates a number of drivers’ faces,
which works on multilayered 3D CNN models to identify
drowsy drivers and provide 92 percentage acceptance rate.

2.2. FPGA-Based Drowsiness Detection System. A low-
intrusive drowsiness detection system using field-
programmable gate array (FPGA) has been designed by
Vitabile et al. [15]. This system focuses on bright pupils
of eyes which are detected by IR sensor light source
embedded in a vehicle. Due to this visual effect, the retinas
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identified up to 90%, which helps to find drivers” eyes for
analyzing drowsiness through a number of frames for
avoiding serious mishaps. Navaneethan et al. [16] imple-
mented a real-time system to track human eyes using
cyclone II FPGA.

2.3. Eye Recognition System Based on Wavelet Network
Algorithm. Jemai et al. [17] introduced a technique for
drowsy warning system using wavelet networking. That
network tracks eyes with the help of classifying algorithms
like Wavelet Network Classifier (WNC) that relies on Fast
Wavelet Transform (FWT), which specifically leads to binary
way decision (conscious or not). The physiological aspects
are heart beat rate and electrocardiogram that are repeatedly
extracted through wavelet transformation with regression
technique for fatigue detection, designed by Babaeian et al.
[18]. This principle worked on heart rate data classification
through wavelet network which can find an average way of
drowsiness alert system.

2.4. Fatigue Detection Using Vehicle State (Steering Wheel)
Algorithm. Arefnezhad et al. [19] proposed a noninterfering
drowsy detection system based on vehicle steering data using
neurofuzzy system with support vector machine and particle
swarm optimization algorithm. Mutya et al. [20] established
a system to resolve the problem of drowsiness using steering
wheel algorithm. It is basically based on image-formed or
pictorial-based steering movement and the CNN algorithm
for proper classification of drowsiness, which can also reduce
false drowsy detection rates.

2.5. Drowsy Alert System Designed Using Electroencephalog-
raphy (EEG), Electrocardiography (ECG), Electrooculogram
(EOG), and Electromyogram (EMG) Algorithm. Budak et al.
[21] designed a drowsy detection system through EEG
technique which is designed with various components like
AlexNet method, VGGNet method, and wavelet transform
algorithm. This process effectively analyses the state of
sleepiness using the brain indicator signal (EEG), camera,
and sensors that are activated with the help of machine
learning method to alert drowsy driver. Hayawi and
Waleed [22] proposed a method to observe drowsiness
through signal of Heart Rate Variability (HRV) which is
obtained using EEG sensors. Hayawi and Waleed [23]
established an intrusive method for measuring eyeball
movement using EOG technique to construct a fatigue
alert system that is also embedded with an Arduino con-
troller board with K Nearest Neighbors (KNN) classifier
to improve the percentage of accuracy. Song et al. [24]
proposed a system to identify the fatigue of driver through
the movement of muscular skin of eyes which is processed
using EMG sensors with the help of a human machine
interface. Similarly, the closure of eyelids and muscle part
movements are also observed through the EMG sensors
signals that function with the help of ESP8266 to provide
or monitor the drowsy data on the Internet, which is
designed by Artanto et al. [25]. Ma et al. [26] designed a
driving fatigue detection system by measuring the EEG
signals. It provided a robust platform for detecting
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drowsiness which is based on a deep learning process to find
the accuracy of fatigue through EEG signals. But the deep
learning process is structured through a principal component
analysis network (PCANet) that preprocesses EEG data to
create accuracy of detection. This process was tested in small
sample size and offline mode, but it violates the accuracy in a
large population of samples in real-time situations. Due to
that reason, the IoT module is used to test online or offline
in large sample sizes. Ma et al. [27] proposed an efficient
application for the detection of driver fatigue through facial
expression. Here, the facial movement is observed by deep
learning of multiblock local binary patterns (MB-LBP) and
AdaBoost classifier. But it is also used to accurately and
quickly detect drowsiness with the help of a fuzzy inference
system. When the driver wears a glass, then the accuracy of
detection is decreased. So IoT modules are used to make it
more intelligent and to improve accuracy level of fatigue
detection.

2.6. Fatigue and Collision Alert System Using Smart
Technique. Chen et al. [28] implemented a smart glass to
detect fatigue. The rear light of the vehicle is automatically
flashed with a message being sent using the IoT module or
cloud environment. Kinage and Patil [29] proposed a system
to detect the drowsiness using eye blinking sensors and any
accidents or collisions that happened; then, the vibration
sensor was integrated with heart rate measurement sensor
for forwarding alert message to the authorized user. So, it is
also attached to the GPS and GSM device for tracking the
location and transmission of message. Siva Reddy and
Kumari [30] introduced a system to control cause of uncon-
ditional mishaps using Arduino board with sensors which
operated through camera. But, it is an efficient system with
less estimation cost for construction of it. Jang and Ahn
[31] implemented a system to detect an alcohol addict and
drowsy drivers through sensors, where these elements are
integrated with the Raspberry Pi controller module. So, the
IoT modules are also used to send messages for any abnormal
driver activities, which are properly invigilated with the help
of a webcam (image processing) and controller unit. A new
process has been developed for regular vigilance of facial
detection and eye blink state, which predicts the driver’s
drowsiness. In addition to extra sensors, voice recognition
application and machine learning methods are used to
enhance the process of alert [32].

In the existing system, the fatigue of the driver is cal-
culated through the eye or facial movements, deep learn-
ing, FPGA-based, ECG or EEG or EOG, vehicle steering
movement, etc. But the implementation of the IoT-based
technique helps to smartly control the various issues of
driver drowsiness by the automatic buzzing of alarm, eas-
ily tracing the mishap location, and warning to the owner
by sending emails or messages.

3. Component Description

The proposed system is made up of the following primary
components.

3.1. Pi Camera Module V2. This Raspberry Pi Camera mod-
ule v2 can be used instead of the original camera module, to
capture high-definition video with still picture with the help
of Sony IMX219 8-megapixel sensor [33, 34]. It operates with
1080p30, 720p60, and VGA90 video modes which connect to
a CSI port via a 15 cm ribbon cable on the Raspberry Pi mod-
ule that is depicted as in Figure 1(a).

3.2. Raspberry Pi3 Model B Module. It is a credit card-sized
computer which is embedded with Quad Core 1.2GHz
Broadcom BCM2837 64-bit CPU, 1 GB RAM, and other
parts. Raspbian OS is integrated in it, and its microprocessor
is designed for Windows operating system [34] that is shown
in Figure 1(b).

3.3. Speaker. It is an audio- or voice-generating device which
can convert electromagnetic waves into sound [35]. If the
driver’s drowsiness is detected, then a voltage is supplied as
an alert to generate regular programmed voice sound [36],
which is depicted as in Figure 1(c).

3.4. Crash Sensor. It is an electronic equipment that provides
safety and detects an impact through vibrations. Due to
drowsiness, any type of crash may happen; then, it detects
the impact of collision [37] as shown in Figure 2(a).

3.5. Force Sensitive Resistor Sensor (FSR). Special types of
resistor known as force sensitive resistor, whose resistance
may differ, according to pressure or force on it. So, it is
made by a thick polymer sheet which is operated in differ-
ent environments [38]. Due to good shocking resistance, it
is integrated in this system as depicted in Figure 2(b).

3.6. GPS Module. This module is used to track the vehicle’s
location, if any serious collision occurs with a drowsy driver.
It is the main component to detect the latitude and longitude
of any area on the Earth with date and time from satellite. In
this system, the mishap location is easily traced and the loca-
tion is forwarded using GPS [39] as depicted in Figure 2(c).

4. Proposed System

The proposed system here is designed to minimise the
occurrence of countless mishaps due to the drowsy driver.
Nowadays, fatigue of driver causes road accidents every
now and then across the world. So, these activities should
be required to automatically handle an implementation of
smart alert system or vigilance in a vehicle which is an
objective of this system. To analyze different behavioral
or visual-based attitudes of the driver, face movement
and eye blink are measured to study the state of the
driver. Here, eye blink is mainly focused to detect drows-
iness of the driver. The threshold value of an EAR lies
above 0.25 without any effect of exhaustion. When a
driver automatically shuts down, then the threshold value
of EAR falls below the given range. A threshold value of
drowsy eye blink sample represents the number of video
frames of the driver’s closed eyes. If the consecutive count-
ing frames increase above the range of the threshold value,
then the drowsiness of the driver is detected. Here, a Pi
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FIGURE 1: Basic requirement with IoT devices.

camera is used to regularly record the total movement of
an eye through which the threshold value of an EAR is
calculated. A counter is also included in it for counting
occurrence of frames. Suppose that it exceeded above a
range of 30. In that case, a voice is activated by a speaker
and a mail is automatically sent to an authorized person
of the vehicle which is generally processed at the time of
drowsiness detection. The described modules work prop-
erly through Raspberry Pi3 which is programmed in
Python programming language. Figure 3 depicts a test sce-
nario of the proposed system.

The mail is received by an authorized one, who can
alert the sleepy driver by ringing to him, if that drive is
still not awake after turning on the voice alert message
in the speaker. Thus, this process is successfully performed
to detect a driver’s drowsiness and detect the collision
impacts due to braking of the vehicle through crash sensor
and Force Sensitive Sensor (FSS). Due to the occurrence of
the collision, the data collected from sensors and the loca-
tion data are sent to an authorized person (owner) or any
near hospitals with the help of a GPS module (Google
Maps link).

5. Proposed Methodology

When the Pi camera model V2 is successfully integrated
with Raspberry Pi3, it continuously records each move-
ment of the driver’s face. This proposed work specially
focuses on behavioral measures of the driver with severity
measurement of collision in following sections. The EAR is
accurately calculated due to the use of Raspberry Pi3
model B and Pi camera modules to make a persistent
recording of face landmarks that are localized through
facial landmark points. But the Raspberry Pi3 model B
and Pi camera modules are securely processed due to the
operating system of the controller and predictable secure
shell (SSH) keys. The use of SSH host keys provides secure
network communications and helps to prevent unautho-
rized communications or file transfers. The IoT-based
application is being developed through the integration of
some IoT modules like wireless sensors, GPS tracker, Pi
camera, and smart code for detecting drowsiness of the
driver. So the above modules are properly integrated with
the Raspberry Pi controller module that intelligently con-
trols and smartly warns a drowsy driver. The successful
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FIGURE 2: Basic sensor device requirement.
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integration of IoT modules is robustly used to prevent the
cause of mishaps and also warns the drowsy driver to
avoid careless driving. The Internet of Things (IoT) is
helping to manage various real-time complexities like han-
dling complex sensing environments and also provides a
very flexible platform to control multiple connectivities.

The ToT module is a very reliable way of capturing images
of the drowsiness of the driver as well as sending an alert
message to the owner for awareness.

5.1. Drowsy Eyes and Face Detection. The step by step
methods for detection of drowsy drivers in the scenario are
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previously explained in Figure 4, and the various steps are as
follows:

(i) Step 1: video recording
(ii) Step 2: face detection
(iii) Step 3: eye detection

(iv) Step 4: drowsiness detection (combination of steps 2
and 3)

The Raspberry Pi3 camera is an 8-megapixel video
camera which captures continuous video stream in good
quality. Recorded video stream is converted into a number
of frames which are forwarded to face detection step. The
face detection is analyzed by face landmark algorithm,
which can detect eye, mouth, and nose from facial appear-
ance. Actually, this detection technique works with
Python-based library package like OpenCv. OpenCv is
used for real-time image processing which is implemented
by computer vision algorithm. When facial features are
successfully detected, the next step, like eye detection of
drowsy drivers, is possible to focus through facial land-
mark predictor algorithms. So, it can convert that image
frame format to gray scale level, where detected eye areas
are traced by six coordinates as depicted in Figure 5
Now, it is needed to calculate EAR which measures the
distance between vertical and horizontal eye landmark
points by using a Euclidean distance (ED) method as in

Equation (1). The calculation of the distance of the eyelid
section is made as

A )

n=1

iED(X,, Y;) =

where ED(X,Y) is denoted as a Euclidean distance
between X; and Y;; these are two Cartesian coordinate
points. So it is represented in Python program which is
explained below:

(i) A =dist.euclidean(eye[2], eye[6])
(i) B=dist.euclidean(eye[3], eye[5])
(ili) C = dist.euclidean(eye[1], eye[4])

From the above statement, dist is an object of distance
package that belongs to scipy library file which is invoked a
Euclidean (X, Y;). Here, there are two coordinate points of
an eye landmark. The variables (A4, B, and C) are used for cal-
culation of the EAR value of an eye. In order to find the EAR
by using detected eye landmark coordinate values from ever
video frames, it is being computed as

[, = x| + [|%3 — 5|

EAR = , (2)

21| = x4 |
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FIGURE 5: Eye landmarks (6 coordinates) of opening and closing eye.

where x;, x,, X5, X,, X5, and x, are 6 landmark coordinates
which are shown in Figure 2(b). The EAR value of the left
and right eyes is averaged during synchronous eye blink.
The threshold value of EAR remains constant when both
eyes continue to be open, where values will be randomly
changed during eye blink. The threshold range of EAR is
above 0.25 that means the driver’s eyes are unlatched. If
any drowsiness of the driver is detected from video
frames, it happens due to drop of its threshold value
below 0.25. When the number of frames is more than
30, then the voice speaker is turned on and a mail is sent.
So, the Raspberry Pi3 is programmed to operate a speaker
by using a software which can convert text-to-speech
(TTS) conversion technique. TTS in speaker is more reli-
able for a sleepy driver to be alerted than other sound.
All the statements of the speaker are coded as follows:

The above code is having a text message like wake up; it
will be converted to speech by espeak synthesizer and operat-
ing system (os) module in Python.

The Raspberry Pi also forwards a mail at the time of
fatigue detection to the driver to be more vigilant to avoid
a number of mishaps. The mails are transferred through
Simple mail Transfer Protocol (SMTP) that is accessed as
a predefined library smtplib in Python. The SMTP client
session object is created by using smtplib module to send
mail source to destination. Here, the MIME protocol is
used to define a multipart section of a mail like subject,
to and from parts. The mail is securely transferred from
drowsy driver unit to an authorized person (owner of
vehicle or any) through Transport Layer Security (TLS)
and server port number 587 for http://smtp.gmail.com
server, which is shown in program section Figure 6.

5.2. Collision Detection. The collision alert system is generally
constructed by a combination of crash sensor and force sen-
sitive register for providing data about collision impact [40].
So, the data related to impacts of collision are collected to
measure the severity of mishaps due to drowsiness or uncon-
scious driving. The cause of severity is monitored through
following stages:

(i) Stage 1: Python script
(ii) Stage 2:local database

(iii) Stage 3: update server (web page)

while alarm_status: do
print(‘call’)
s = ‘espeak’ ‘+” wake up ‘+’
os.system (s)

end

T W=

CopE 1

The IoT module or server forwards detected data to
program script which is based on Python. Here, Python
script is specially preferred for reliable communication
with connected sensors. When any crashes of vehicle
occur, then the respective sensors generate information
which detects the range of severity as well as the location
of collision that are recorded in database which is shown
in Figure 4. The location of accident is fetched from Goo-
gle Maps link with longitude, latitude, time, and date that
are accessed through the Raspberry Pi module. The longi-
tude and latitude of a location are specially calculated by
using the haversine technique to measure the distance of
earth surface between two points which is represented as
in Equations (3) to (5):

x = sin? <A7¢> +C0s ¢ * COS ¢, * sin’ (AT/\) , (3)

y=2*xtan2(\/9_c,\/W), (4)

z=Rad * y, (5)

where ¢ is denoted as latitude, A is denoted as longitude,
and earth’s radius is denoted as Rad. Here, the mean
radius is represented as 6,371 km.

The GPS is automatically tracked by using this formula
in Python script which perfectly puts the values of latitude
and longitude of the location where the accident occurred.
So, the tracking script is implemented by using a reserved
library package, i.e., pynmea which is used for NMEA 0183
protocol. This protocol provides an interface to parse date,
time, altitude, longitude, latitude, and location pin code
with Google Maps links, which is programmatically repre-
sented as follows:
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from pynmea import nmea

import serial, time, sys, threading, datetime, shutil;

message = pynmea. parse $ (“6GPGGA, 172245. 25, 20. 4377,
S, 85.8997,E,2,09,3.7,110.00, M, —36.9 ,M,00013*7D”)

CoDE 2

Here, line 3 is denoted as a combination of some param-
eters which are listed in Table 1.

This indicates the serial library for the port number of the
GPS module; shutil library was used for copying nmea file to
other text file in script, and other libraries are used for some
additional activities in the system. These parameters are
parsed through pynmea library object to create plot location
of vehicle accident due to drowsiness or unconscious mind.
After these parameters are retrieved for mishap location, they
are forwarded to the database (MySQL, Oracle, etc.) for
remote visualisation by everybody or authorized one (owner
or hospital authority). So, the database is updated by fetched
data; then, it is displayed in the web page of official websites
which belong to stages 2 and 3 in this detection system.
Simultaneously, an emergency message (URL link of colli-
sion web portal) is sent to a nearer hospital or owner of the
vehicle for taking steps to recover from that situation.
Figure 7 represents the collision impact with map program
section.

6. Result Discussion and Performance Analysis

This section provides a successful experimental consequence
which is obtained from the proposed method at the time of
driving. The drowsiness is calculated through the observation
of EAR of the driver. This process provides the status of eyes
if they are open or closed thereby providing data about colli-
sion impact on the website.

TaBLE 1: Parameter of pynmea package.

Parameter Value
Date time 17-22:45:25
Latitude 20.4377
Longitude 85.8997
Altitude 110.00
Station_ID 00013+7D
GEO_SetupID M

6.1. Prediction of Drowsiness. When the EAR value is greater
than 0.25, it indicates the eyes are open. This test shows that
the driver has not fallen into drowsiness that is graphically
represented in Figure 8 and detected the face is not recog-
nized as a drowsy one which is shown in Figure 9. Similarly,
the drowsiness of the driver is detected due to the EAR value
being less than 0.25 as graphically plotted in Figure 8 and
finally, a drowsy face is detected as shown in Figure 9. The
EAR values are frequently changed due to movements of
the eyelids as shown in above figure. When the drowsiness
is found, then the driver is alerted with repeated voice sound
and an email message is forwarded to the owner or related
authority. Here, speech speaker is implemented instead of
buzzer for more vigilance; if it fails, then the owner will pro-
vide any warnings after receiving the message from its mail as
represented in Figure 10.

6.2. Impact of Collision. Due to the drowsiness or uninten-
tional driving of a driver, it causes a road accident which is
a serious problem. So there is a need to find the status of
severity through sensors as well as the most important thing
which is to trace the location of accident for urgent hospital
service.

So, the emergency message is also provided to a nearer
hospital authority or owner to take the right precaution. That
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FIGURE 8: EAR mapped: (a) when eyes are opened; (b) when eyes are closed.
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FIGURE 9: Face detection: (a) not a drowsy face; (b) drowsy face.
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inbox e e

alert message

anil. biswalauromiral 23 @gmail___. A :

to me, sunil.biswal123

2 days ago View detalils

Driver feel drowsiness to alert him....
- < -
Reply Reply all Forward
Ficure 10: Alert email received on mobile.
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FiGure 11: Collision impact measuring system generated data on the web page.
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FIGURE 12: Map locates the place of collision.

message is interpreted from a specific web portal (web page)
with brief data about the mishap which is shown in Figure 11.
Here, this web page is formed using Glassfish local server
(JSP page) and it also facilitates to manage multiple accidents
happening nearly at the same time period. Whenever the
collision location place is traced from the web portal, then
it is specifically located in a map link as shown in
Figure 12. This map locates the source or traced location

in a green bar as well as destination or severity location in
a red bar.

6.3. Performance Analysis. This system experimented on ten
different persons with samples on various conditions like
using glasses, instead of glasses as an alternative view. So,
the performance is measured on different levels such as eye
accuracy and drowsiness accuracy detection. So, the blinking
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TaBLE 2: Performance analysis of the proposed system in view of 500-frame test in various conditions.

Face condition TED FED TAD FAD TMD FMD Eye accuracy detection Drowsy accuracy detection
Without glasses 498 2 497 3 495 5 99.6% 99.2%
With glasses 489 1 485 15 486 14 97.8% 97.1%
Alternative view 478 2 474 26 477 23 95.6% 95.1%
Finally 1465 5 1456 44 1458 42 97.7% 97.1%

eyes and drowsiness were detected on 500 frames which are
used to observe accuracy from video streams. The overall anal-
ysis was performed on frames with TED (Truly Eye Detect),
FED (Falsely Eye Detect), TAD (Truly Alarm Detect), FAD
(Falsely Alarm Detect), TMD (Truly Mail Detect), and FMD
(Falsely Mail Detect).

From Table 2, the performance of eye accuracy and
drowsiness can be accurately calculated and are measured
by given data set frames on various situations. We consider
Eye Accuracy Detection as EAD and Drowsy Accuracy
Detection as DAD.

TED
EAD= — | 6
(TED + FED) (©)
DAD (TAD + TMD) )
~ (TAD +FAD + TMD + FMD)’

From the overall analysis of tested result, it can be
concluded that using face landmarks does not change
under any conditions and its performance is more accu-
rate than the cascaded method. But, this process takes a
little bit more time to load at deep night vision than the
cascaded technique. Thus, this proposed system has pro-
vided an efficient or successful drowsy detection using
the facial landmark method as well as another interface
for detection of collision due to drowsiness or unconscious
state of driving. However, it is tested on 10 distinct people
with various situations and detection of drowsiness warned
through speaking alarm with an attached mail sent to the
owner or authority whereas the random data set for-
warded to this system to check its functionality and it per-
formed in 97.1% accuracy. Due to this reason, this system
can be more useful for monitoring the fatigue of the driver
and impact of collisions.

7. Conclusion

This research provides a robust method for detecting
drowsiness of drivers and collision impact (severity) sys-
tem in the present time. This method generally combines
two different systems in one integrated system. But, the
existing techniques are based on psychological or vehicle-
based approach to detect drowsiness of drivers and also,
the severity of collision is separately measured, but such
technique is highly intruding as well as fully turns on
the physical environment. So, the proposed system is used
to construct a nonintruding technique for measuring
drowsiness of the driver with severity of collision due to
braking or mishap. This system’s main components are the

Raspberry Pi3 model B module and Pi camera module that
are used for persistent recording of face landmarks that are
localized through facial landmark points then to calculate
EAR. However, if the calculated EAR value increases from
the threshold range, then the eyes are kept open and no
change in the state of system occurs. Similarly, if the EAR
value falls from the threshold range, then the system urgently
alerts using speech speaker and warning e-mail to the author-
ity (owner) for extra supportive alertness to the driver. In
addition, measurement of collision severity (impact) is made
through implementation of sensors with the GPS module to
properly track the location of accident thereby alerting the
nearer medical service centre to serve emergency diagnosis.
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