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Introduction

Over the past decades, data generated by the massive implementation and use of the 

Internet of �ings (IoT) have been growing exponentially. �e global Big Data market 

size has been projected to grow from USD 138.9 billion in 2020 to USD 229.4 billion by 

2025 [1]. �is unprecedented increase of data acquisition across many fields [2] (such 
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as healthcare, manufacturing, retail, logistics, transportation, etc.) allows for gain-

ing meaningful in-depth insights. �e extraction of meaningful insights from Big Data 

(e.g., volume, velocity, and representation) require a robust structure to facilitate the 

data storage, analysis, and processing in a secure, distributed, and scalable manner [3]. 

Big Data Analytics is an emerging field dealing with processing and analyzing vast data 

volumes [4]. �e tremendous increase of data volumes within the Big Data ecosystems 

requires a robust solution to ensure information integrity so the correct knowledge can 

be derived from the analysis.

Blockchain offers a promising architecture for distributed large data storage and pro-

tection. A group of nodes and users within a blockchain network works cooperatively 

to structure the public ledger that contains the validated and recorded transactions as 

blocks. �e data in IoT applications can be stored in off-chain storage (Big Data sys-

tems) while the data pointer to the off-chain storage can be kept in the blockchain sys-

tem. When a data entity from the big data system is required, the blockchain accesses 

the specific data entity through a trusted environment. �e user authentication is 

maintained by the distributed blockchain miners instead of a third-party auditor or a 

trusted centralized server. �is study considers the decentralized storage for IoT data as 

off-chain Big Data system in a distributed manner while an entity can easily locate the 

address through the blockchain system. �e third-party auditor and centralized trusted 

server are eliminated and the access to IoT data is managed by the blockchain nodes. 

�e blockchain also manages the authentication of the users. �e proposed work pro-

vides the accountability and tractability of IoT data where activities such as data modifi-

cation and data access can be recorded in the blockchain.

Various approaches have been put forward to implement blockchain in several real-

world applications. �e Secured Map Reduce (SMR) is a security and privacy layer 

between HDFS and MR Layer (Map Reduce) introduced in [5]. �e research work pro-

motes data sharing for knowledge mining and address the scalability issues of privacy. 

�e state-of-the-art security and privacy challenges in big data as applied to healthcare 

industry is reviewed in [6], �e research work explores the security and privacy issues of 

big healthcare data and discussed ways in which they may be addressed. A permissioned 

blockchain is deployed for Halal supply chain to maintain secure transactions where the 

proposed model considers the transaction speed and rate to transfer data in effective 

manner [7].

Big Data analytics operating on cloud-based systems has been exploited widely. It 

has become the technology norm in extracting data-driven knowledge. �e existing 

sensor-based IoT ecosystems (formed from integrating cloud-based Big Data analyt-

ics and wireless technologies) span a broad range of applications such as smart homes, 

smart cities, smart healthcare, etc. However, practical integration of IoT and Big Data 

systems face many issues such as security and privacy, non-interoperability, scalabil-

ity, data traceability, and management. �is hinders the true potential of such systems. 

Security concerns associated with data privacy, integrity, safety mechanisms, and quality 

could negatively affect Big Data systems applications [8]. �e existing solutions fail to 

address the Big Data auditing challenges in cloud platforms efficiently. �is could lead to 

security issues in computing-based Big Data storage. �e multi-layer blockchain paves 

the way to address the privacy and security of IoT through a layer-based structure [9]. 
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Local authentication and authorization are deployed to ensure the security of small IoT 

devices. Hyperledger Fabric (HLF) blockchain platform is a feasible approach to address 

the security and privacy challenges of edge computing devices within the IoT ecosystem. 

It can also provide the data provenance for generating data from IoT devices within the 

HLF and off-chain storage [10]. �e details of implementing a layer-based blockchain 

model in an IoT environment including mathematical modelling and assumptions are 

described in our previous works [9, 10] along with the implementation of lightweight 

authentication mechanism for constrained IoT devices within the blockchain platform.

�e most critical challenges and issues associated with various Big Data applications 

and techniques are security and privacy, infrastructure scalability, data interpretation, 

intelligence, real-time data processing, and data management. Among them, security 

and privacy are considered to be the most important [11]. �e verification and integrity 

of user data within an untrustworthy infrastructure provided by a cloud service provider 

(CSP) is another critical challenge. Big Data characteristics consisting of variety, volume, 

and veracity raise concerns about efficient Big Data security mechanisms [12]. �e afore-

mentioned concerns and issues require investigating a robust mechanism that can verify 

the integrity of the outsourced data for Big Data storage in the cloud environment.

�e majority of existing solutions incorporate third-party auditor (TPA) programs to 

maintain data integrity based on log files. �is process increases the required storage size 

as well as communication and computation overheads. At the same time, it also brings 

many security concerns. Various solutions and practices have been explored to preserve 

data confidentiality and provide information security. In recent times the blockchain 

technology has received significant attention from many researchers as a promising 

solution to provide security and privacy in Big Data systems. �e blockchain is defined 

as a number of nodes joined in a peer-to-peer manner maintained by the distributed 

ledger technology (DLT). �e study [13] considers the blockchain to enable efficient data 

collection and secure data sharing in a reliable and safe industrial IoT environment. �e 

integration of blockchain with edge computing servers facilitates the security of the data 

collection process from IoT devices and the integrity of collected data [14]. Blockchain 

provides a robust structure for efficient and secure data collection in mobile ad-hoc net-

works [15]. Besides, the blockchain framework ensures data immutability, non-repudi-

ation services, and network management capabilities. �e decentralized architecture 

of the blockchain and its unique advantages make it a promising solution for securing 

big data services and protecting data privacy. Nonetheless, direct implementation of 

the blockchain technology on existing auditing systems is not practical [16]. �e perfor-

mance of blockchain system is degraded with the increase of the volume of data stored 

in the ledger. Accordingly, the deployment of the centralized auditing program into the 

decentralized blockchain network is challenging.

IoT systems face challenges in performing various identity managementfunctions, 

maintenance of the trustworthiness of data, access control to data within the network, 

and detection of abnormal behaviours. Data provenance is a solution to tackle these 

challenges. It includes recording information about data operations, and data origins 

as well as analyzing the data history from their source to the current state. Blockchain 

offers a distributed data storage. It can be deployed to provide data provenance for vari-

ous applications by recording data operations from blockchain transactions. Embedding 
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the data provenance (enriched by blockchain technology) into Big Data applications 

enhances system security and privacy while ensures data availability. �e blockchain-

enabled data provenance mechanism for Big Data applications in IoT systems guaran-

tees data verifiability and integrity. �is is because the data operations are recorded in 

the form of the transaction by every block in the blockchain network. Different devices 

within the IoT edge cloud architecture impose various trust concerns on the systems. 

Hence, a provenance mechanism is applicable to record the origin of multiple sensor 

data to meet these concerns [17]. Nonetheless, the blockchain-based provenance system 

scalability can be enhanced by integrating the high capacity of Big Data systems such 

as the Hadoop Distributed File System (HDFS). Smart contracts combined with crypto-

graphic methods maintain the task automation within the blockchain network. �e inte-

gration of smart contacts helps to build up a secure environment for the IoT Big Data 

applications through a comprehensive data provenance management system. �is study 

aims to provide the data provenance, integrity, traceability, and accountability for a large 

volume of data generated by a very large number of IoT devices and stored in a secure 

and verifiable Big Data ecosystem.

Blockchain technology paves the way to provide security and privacy for large-scale 

IoT data storage as well as to enhance the decentralized storage application, eliminate 

the centralized trust server, facilitate data traceability and accountability. Although many 

research efforts attempted to address the security and privacy challenges of Big Data sys-

tems, the authors are not aware of any studies on the application of blockchain tech-

nology that would comprehensively address the data traceability and data provenance 

for Big Data systems on large-scale IoT environments. �e main goal of this paper is 

to address the outlined research gaps by implementing the HLF blockchain framework 

to maintain data provenance and auditing on Big Data systems within the large-scale 

IoT network without third-party auditing interventions. HLF blockchain is deployed to 

enhance data security by implementing mutual authentication and overcoming commu-

nication and computation overheads. In summary, the main contributions of this work 

are as follows. 

1) HLF blockchain scheme is developed to provide secure data storage for Big Data 

systems in a large-scale IoT network. �e proposed model maintains data privacy 

preservation, ensures a secure connection to a Big Data system through the HLF net-

work, and guarantees data collection security. �e centralized trust server is elimi-

nated through implementing the HLF blockchain technology.

2) A two-layer security framework is proposed that involves HLF blockchain and a 

Big Data system. Trusted entities are linked to HLF, and third-party auditing par-

ties are eliminated to reduce the compromised auditor’s risk. �e network scalability 

is enhanced by incorporating edge computing to maintain IoT data computation as 

well as to collect and forward data to the blockchain and off-chain storage.

3) A model is proposed to store the lightweight verification checksums and data point-

ers in the blockchain ledger to reduce the communication and computation over-

heads. �e HLF blockchain performs data provenance while the actual metadata are 

stored in off-chain storage after being verified by the blockchain. Extensive experi-

ments were conducted through a prototype implementation on a Hadoop system to 
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evaluate the performance of the proposed scheme in terms of throughput, response 

time, latency, communication, and computation cost.

�e rest of the paper is organized as follows. "Background" introduces blockchain tech-

nology, security settings, Big Data systems, and the primary settings of the model. An 

overview of relevant state-of-the-art literature sources for the different data provenance 

solution approaches is presented in "Related works" section. In "System model and archi-

tecture" section, the proposed model is extended to protect large-scale IoT data storage. 

�e system implementation is presented in "System implementation" section. Detailed 

model analysis and performance evaluations are presented in "Results and discussions" 

section. Finally, the findings are summarized in "Conclusion" section. along with outlin-

ing potential future research directions.

Background

Blockchain and Big Data systems are the two main components of the blockchain-ena-

bled IoT data provenance framework. Blockchain provides a security and privacy basis. 

It guarantees the authorization and authentication for data owners and users with spe-

cific access and allows them to perform data analysis. Meanwhile, blockchain records 

storing the lightweight verification tags on the blockchain ledger to maintain the verifi-

ability, integrity, and traceability of data are stored in off-chain storage. An overview of 

the technologies used in the framework is presented below.

Blockchain

Blockchain, as an open-source digital distributed ledger, is one of the most prevalent 

innovations broadly deployed in various areas [18]. Nodes within the distributed block-

chain network communicate in a peer-to-peer (P2P) manner while the need for a central-

ized authority is eliminated. Blocks are the list of records wherein stored information is 

encrypted. All transactions are cryptographically marked and verified by all other par-

ticipants holding replicas of the entire ledger and records. �us, all records are immuta-

ble, tamperproof, synchronized, and cannot be changed when stored in the blockchain. 

Blockchain platforms can be categories into three types: private, public, and consortium. 

Public or permissionless blockchains such as Bitcoin and Ethereum [19] allow all enti-

ties to join the network without restrictions while anonymous participants can perform 

the verification process. On the contrary, participants are required to get permission to 

join the private blockchain or permissioned blockchain network while the blockchain is 

limited to the authorized participants belonging to an organization or group of organi-

zations. Only selected nodes within the blockchain consortium can perform the veri-

fication process (Hyperledger Fabric [20] and Ripple [21]). In consortium blockchains, 

a specific group of nodes has access to the public ledger. �e blockchain architecture 

is partially decentralized. Here, the consensus process is maintained by all participants 

based on specific rules. �e key features of blockchain are as follows. 

1) Immutable Blockchain (with its permanent and unalterable characteristics) provides 

an immutable framework where each node has a copy of the ledger. Transactions are 
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verified and validated by nodes before adding to the ledger. Participants are not able 

to make alterations to the data stored in the blockchain ledger.

2) Distributed �e deployed standard protocols in blockchain facilitate orchestrat-

ing blocks build upon the group of transactions verified by participants based on a 

predefined set of rules. Besides, blockchain can synchronize and distribute the data 

among multiple networks.

3) Decentralized �e architecture of blockchain eliminates the need for a central 

authority. �e governance is done by the group of nodes maintaining the ledger. 

Network participants hold a copy of all transactions and record their replicated data 

using private keys. �us, the risk of single-point failure vulnerability is eliminated.

4) Consensual Data consistency within the blockchain framework is maintained by the 

associated consensus algorithms, and the blockchain operation relies on that. �e 

consensus process decides to select a group of active nodes and remove the false and 

corrupted transactions added to the ledger. Maintaining transaction data integrity is 

achieved when all nodes agree by executing consensus algorithms.

5) Anonymous All users communicate in the blockchain network in a P2P fashion. 

Users’ identities cannot be disclosed while the encoded transaction details are visible 

to all participants.

6) Secure High degrees of security are provided by the immutable and decentralized 

blockchain through deploying various cryptography techniques. Each set of data is 

uniquely identified by implementing hash functions on information and robust fire-

wall algorithms to protect the framework against unauthorized access. �e data are 

tamperproof as each block in the ledger holds its associated hash information and 

the previous block hash data.

7) Traceable �e blockchain transactions are digitally signed and time-stamped thus 

facilitating data traceability and auditability. Every block is permanently connected 

to its previous block enabling the data owner to trace the data within the blockchain 

framework.

Big Data systems

Big Data is a definition for large data sets that traditional data processing systems can-

not efficiently interpret, collect, process, and manage using conventional methods and 

mechanisms. Big Data typically have the 4-V attributes, consisting of volume, velocity, 

variety, and veracity [22]. Many challenges are associated with data volume processing, 

such as modularity, imbalance, dimensionality, data nonlinearity, bias and variance, and 

computing availability. Variety indicates the collected data types, which are naturally 

heterogeneous and involved structured data, unstructured data, multi-structured data, 

and semi-structured data. �e velocity presents the data generation speed while the 

veracity indicates the quality of data generated from various sources.

Big Data analytical systems facilitate knowledge extraction from multiple datasets for 

various purposes. �e extracted information can be used in many applications, including 

smart cities, smart grids, e-health, logistics, transportations, mobile and wireless com-

munications. �e most popular data analytics frameworks in the industry are Hadoop 

[23, 24], MongoDB [25], Spark [26], and Strom [27].
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Hadoop ecosystem

Hadoop is a framework to manage an orchestration of a cluster of computers with dis-

tributed processing based on the MapReduce programming model. Two main compo-

nents of the Hadoop system are MapReduce (for parallel and distributed processing) and 

Hadoop Distributed File System (HDFS) (as storage of data in a distributed file system). 

Nodes within the Hadoop architecture are classified into Master and Slave ones. �e 

master node performs the data collection and maps them to the respective slave nodes. 

�e slave nodes maintain read/write operations in the file system and carry out the block 

creation, block deletion, and replication based on the name node rules. �e master node 

then records all the operation results. �e final results are formed by combining the sub 

results. �e MapReduce determines the master nod as a job tracker and the slave nodes 

as task trackers. �erefore, the job scheduling, subtask distribution, and fault tolerance 

associated functions take place in the master node.

HDFS helps to address the storage challenges of Big Data sets by distributing the 

enormous volume of data among various computing resources and machines called the 

Hadoop cluster. �e main components of the HDFS architecture are the Name Node 

(referred to as a master node), the Data Nodes (slave nodes), and the Secondary Name 

Node (the name node backup). �e HDFS distributed system architecture is illustrated 

in Fig. 1.

MapReduce programming framework is implemented within the Hadoop system 

to perform the Big Data processing. �e framework maintains the processing of large 

data sets in a parallel and distributed manner across the Hadoop cluster architecture. 

Map phase and Reduce phase are the two distinct tasks of the MapReduce process. �e 

data process is happening in all machines with the Hadoop cluster. It is known as the 

Map phase. Combining the outcomes and forming the final results are referred to as 

the Reduce phase. MapReduce is one of the core pieces of Hadoop that performs big 

data analytics along with HDFS and Yet Another Resource Negotiator (YARN). YARN is 

a technology sitting under the hood to manage all the resources of the cluster and to 

Fig. 1 The HDFS system architecture
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assign computational resources for application execution. NodeManager, AppManager, 

and Container are the components of YARN. Figure 2 presents the detailed operations 

and system structure of MapReduce.

Related works

Data provenance and data integrity have been considered as critical elements of the 

security requirements for big data analytics in IoT-based solutions. �ey enable users to 

check the integrity of stored data in outsourced storage. Data provenance enhanced with 

blockchain technology is a promising solution to provide the trustworthiness of stored 

data through immutable and tamperproof information about the data origin and history 

of data records.

Blockchain-based data provenance in IoT

AgriBlockIoT [28] is a fully decentralized blockchain-based model to maintain the data 

traceability for Agri-Food supply chains. �e mechanism provides immutable, fault-

tolerance, and auditable records of the whole supply chain system from production to 

consumption. �e history of the purchased product is recorded in the blockchain system 

thus enabling effective data retrieval for consumers. �e proposed system collects data 

provenance including the data origins and operations performed on the data. �e trust 

concerns coming from various IoT edge devices in cloud infrastructure are addressed by 

a provenance mechanism to record sensor data and origins of the related entities [17]. 

�e provenance system structure is based on a combination of IoT edge devices organ-

ized with a blockchain network. Blockchain transactions are used to record all actions 

within the ledger with data provenance. Physical Unclonable Functions (PUFs) are uti-

lized in BlockPro [29] to facilitate the data provenance and data integrity to achieve 

secure IoT environments with the help of the Ethereum blockchain and smart contracts. 

Fig. 2 System structure nd operation flow of MapReduce
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PUFs produce unique hardware fingerprints for each device and deploy them to find 

data provenance and identify the data source.

A distributed database based on the blockchain was designed to guarantee data veri-

fiability and integrity called ProvChain [30]. �e Ethereum blockchain and two smart 

contracts are applied to maintain a decentralized digital ledger to ensure data integrity 

and prevent data tampering attacks. Data operations are stored in the local ledger while 

the blockchain records the provenance entry. �e provenance retrieval from the block-

chain network is maintained by a Provenance Auditor (PA) that keeps the local database. 

Research [31] reports an extensible and secure IoT data provenance framework based 

on a layered architecture consisting of smart contracts and Etherum blockchain imple-

mented for a wide range of IoT applications. Shreya Khatal et  al. [32] propose decen-

tralized storage called Fileshare for file sharing within the secure environment based on 

blockchain to ensure the integrity and ownership of shared files. �e introduced Decen-

tralized Application (DApp) is built upon the Ethereum blockchain framework while 

smart contracts utilize a distributed file system in the data layer.

Blockchain-based data veri�cation

Blockchain technology has recently attracted many researchers in various fields, includ-

ing cloud data storage and data integrity, application of edge and fog computations, 

provenance, etc. [33]. �e foundation of cloud storage systems is formed based on data 

storage. �e challenges of storing cloud data securely are being investigated in [34, 35] 

and addressed by deploying blockchain techniques. Restructuring the history of data 

associated with each data operation or scientific result is a critical data provenance ele-

ment. Nonetheless, it facilitates data management more efficiently in different appli-

cations such as scientific data and high-quality web data management. Works [36, 37] 

investigate embedding the data provenance mechanism into blockchain transactions to 

address the collection and verification issues.

Computing services with low latency and higher bandwidth are in place by applying 

the new edge and fog computing techniques with shared resources. Edge and fog com-

puting security can be further enhanced by integrating the emerging blockchain tech-

nology to establish a trusted decentralized environment. Blockchain technology has 

been considered to ensure the privacy-preserving for applications on edge platforms. 

Besides, data storage and resource allocation applications are deployed using blockchain 

at the edge and fog computing level while the architectural security is further improved 

[38–41]. Although the existing works attempt to enhance the data provenance mecha-

nisms and edge computing applications by replacing some functionalities with block-

chain technology, they still rely on centralized entities with significant limitations and 

additional overheads generated from deploying the centralized entities.

Research [42] proposes a framework for data integrity based on a blockchain for peer-

to-peer (P2P) cloud storage. Data integrity verification is deployed using rational sam-

pling approaches to establish sampling verification effectively. A fixed third-party auditor 

is deployed to perform the integrity verification of operation logs based on blockchain 

in the cloud [43]. �is method brings third-party auditor security drawbacks into the 

system while the computing and communication overhead being quite considerable. A 

certificate-less public verification scheme against procrastinating auditors with the aid 
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of blockchain technology is proposed in [44]. �e main idea is based on recording each 

verification by auditors in the form of blockchain transactions. Moreover, certificate-less 

cryptography is deployed in the scheme to overcome certificate management issues.

Implementing blockchain in a distributed large scale IoT environment with Big data 

storage providing the protection is a challenging task. �e most significant issue is pro-

viding a light-weight authentication mechanism to manage the identities of users and 

IoT devices through a blockchain system. Most of the research works consider authen-

tication and other security primitives in a centralized server. Besides, providing a secure 

channel where data provenance and accountability can be maintained without inter-

vention from third party and trusted central server is a major limitation of the previous 

works. In our work, we take advantage of light-weight authentication model to achieve 

effective and efficient authentications for the users and IoT identities. �e works sited 

in the literature review suffer from scalability problem that has been addressed in our 

proposed scheme with multi-layer blockchain approach extending to Hadoop database 

as off-chain storage of the underlying database. Hadoop is a distributed and scalable Big 

Data storage and supports random, real-time read/write access to Big Data. Further-

more, the majority of the previous studies consider the Cloud-IoT environment in which 

a large number of users and devices share data through the cloud computing infrastruc-

ture. However, the cloud can not provide a scalable platform and suffers from a lack of 

supporting a vast number of users. �erefore, the existing research works are limited 

to a certain number of devices and users. �ese challenges have been addressed in our 

proposed framework. In addition, our work considers processing massive data in IoT 

devices through lightweight algorithms to overcome the limitation of energy efficiency 

and processing performance of the current approaches.

System model and architecture

Blockchain technology and Big Data integration have been considered as potential solu-

tions to address large-scale real-world problems. �e exponential growth in the gener-

ated data presents its own security and privacy challenges and issues associated with 

data sources reliability and data sharing. �e challenges of the Big Data ecosystem can 

be answered using unique features of blockchain technology such as decentralized stor-

age, transparency, immutability, and consensus mechanisms. �e integration of them 

can further enhance Big Data security and privacy, improve data integrity, provide fraud 

prevention, facilitate real-time data analytics, expand data sharing, enhance data quality, 

and streamline data access.

�is work aims to develop a blockchain-enabled public data provenance and audit-

ing model in the Big Data ecosystem (Hadoop ecosystem) to provide a more efficient 

and secure framework than the reported solutions. Blockchain offers a decentralized 

database that records the history of all transactions appended to the shared ledger and 

enhances data traceability. �e information inside the Big Data ecosystem in many 

applications is shared with multiple workers and writers, while most of them may be 

non-trusting participants. Blockchain as a resilient framework is a feasible solution to 

eliminate a third-party intermediary, provide automated interactions among multiple 

transactions in the shared database, and enhance auditability. To achieve the goal of the 

research, a distributed provenance tracking architecture is designed while deploying an 
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application built on top of the HLF and Hadoop ecosystem. �e proposed data prove-

nance model aims to identify the way the data was derived and to provide data confiden-

tiality, integrity, and availability. �e HLF permissioned blockchain having registered 

members offers the above-required functionalities.

The blockchain-based high-level scheme

�e architecture of the system includes three layers: a blockchain layer, a Big Data sys-

tem (off-chain storage) layer, and an authentication provider layer. �e first component 

is the HLF network implemented and running in Docker containers [45] and associated 

client libraries for multiple interactions with the HLF. �e second component is the Big 

Data system (Hadoop ecosystem, in this case) operating as off-chain storage. �e com-

munication with other parts of the system is managed through a client library to ini-

tiate and perform multiple tasks and operations. �e proposed model aims to provide 

seamless records of provenance data in a tamperproof and immutable blockchain ledger, 

ensuring data storage and access to a pluggable Big Data storage service. HLF blockchain 

framework is deployed to record all provenance data entries. Multiple data operations 

can be stored within each block in the system. Data operations, as well as invoke and 

data querying, are recorded in the blockchain ledger. �e identity of devices needs to 

be registered and stored in the shared ledger before running the HLF blockchain. Each 

gateway collects data from connected devices and sends them to a higher level for veri-

fication and storage. �e registration request is sent to the gateways (IoT applications to 

edge IoT nodes). It includes the required information such as device ID, gateway iden-

tity, and timestamp. �e gateway runs the ChainCode (smart contract) in the local block-

chain to perform the device registration. �e mutual authentication model is designed 

and implemented to provide the device’s authentication before joining the network to 

ensure a secure and trusted environment. Secure communications between entities can 

be then established through the implemented blockchain network.

Figure  3 demonstrates the blockchain-based data provenance system model. It veri-

fies data integrity by finding the location of the data item and associated checksum. �e 

lineage of data for new items is accessible via storing the references to the data items 

deployed to create it. Data operations are recorded to have good visibility on the time 

and the clients who stored the data items or manipulated the data object. �e records 

are maintained based on the certificate ID used to invoke the transaction. Such a design 

provides a data provenance framework based on the HLF blockchain offering data secu-

rity, privacy, and auditability for Big Data systems.

Hyperledger framework

Multiple HLF processes are orchestrated and configured to be run on different nodes 

using Docker containers. Nodes in the HLF network run a peer process and maintain 

the shared ledger through various transaction proposals. �e client library initiates 

the transaction proposal using the HLF software development kit functions, which 

are cryptographically signed with a certificate generated by the Certificate Author-

ity (CA). �e critical element in the HLF framework is the peer process. It holds a 

replica of the shared ledger by running the ChainCode. Running more peers helps 
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to achieve higher performance. At the same time, one peer per organization is suffi-

cient to run the HLF network. �e ordering service handles the block ordering (based 

on deterministic consensus protocol) and validates the blocks that peer processes 

have proposed. �e single-orderer architecture is considered in the reported model 

using the built-in HLF RAFT consensus algorithm. Figure  3 presents the proposed 

Fig. 3 Proposed blockchain-enabled secure big data provenance scheme for large-scale IoT
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blockchain-enabled secure Big Data provenance scheme for a large-scale IoT, includ-

ing the HLF framework components.

Hadoop data storage

�e distributed shared ledger implemented through the HLF blockchain has limitations 

in terms of data storage. �e HLF performance degrades with the growth in the ledger’s 

size resulting from increasing the blockchain platform’s shared ledger. �e proposed 

model stores the provenance of data in the shared ledger (a small portion of the meta-

data). �e actual metadata is placed in the Hadoop ecosystem to tackle the issues men-

tioned earlier. In this way, the data is stored in the off-chain storage. �e data checksums 

are computed to perform the data verification and integrity checks. Hence, the HLF 

blockchain can verify stored data integrity by comparing the immutable recorded infor-

mation in the shared ledger with the checksum of stored data in the Hadoop system. A 

ChainCode is developed to facilitate these operations running in each peer node within 

the HLF network. �e built-in client library sends the data checksum and provenance 

data. �e file-store operators are not needed and thus are eliminated. A flexible distrib-

uted Hadoop ecosystem is introduced as a pluggable storage solution to accommodate 

secure and verified data. �e client facilitates the data invocation process by putting the 

data in the Hadoop storage and sending information to the blockchain for verification. 

�e data query operations initiate the ledger side to acquire the location and address. 

�en the data is retrieved from the Hadoop storage.

ChainCode

�e ChainCode runs on the peer nodes, maintains the data query, and appends data on 

the information stored in the shared ledger. It is the main component in the model with 

several functionalities to automate the tasks within the blockchain platform. All peer 

nodes have access to the functionalities implemented in the ChainCode. Storing and 

retrieving data from the shared ledger are automated by the ChainCode. �e proposed 

design considers storing checksums of all data objects, data addresses and locations, 

information about workers who stored the data, information on creating an object, data 

lineage, timestamp, certificate ID, and additional fields that can be customized for vari-

ous data structures (e.g., JSON structure). �e process starts with the ChainCode func-

tions (invoked as parameters associated with the data) to begin storing data in the HLF 

ledger. A specific function is designed in the ChainCode to perform the data retrieving 

functionalities. �e data can be queried based on the data items assigned to a particular 

stored key and the data iterations. �e query of data collections is provided through var-

ious query definitions within the ChainCode, either by key range or the iteration history.

Client library

�e client library is developed and built using the Software Development Kit (SDK) [46] 

to interact with the HLF blockchain platform for data verification and provenance oper-

ations. �e client library is a core element operating as a middleware for all other appli-

cations that need to interact with blockchain and store data or record the provenance 

data. �e client application communicates with both blockchain and Hadoop systems 

for various operations as different distributed workers. It can be integrated into the peer 
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node or work as a separate node within the HLF blockchain system. Several client nodes 

with their associated client applications can run the HLF blockchain as an overlay net-

work in the background and perform various tasks relevant to Big Data analytics. �e 

client applications control the fraction of data stored in the HLF shared ledger and the 

metadata that need to be stored in the Big Data system.

Edge computing

�e edge computing device is a central node to implement the blockchain-based IoT 

Big Data storage scheme. It offloads the tasks from small IoT devices and maintains sig-

nificant energy savings. Besides, it performs the associated computations, manages data 

storage, and relays transactions and messages for IoT devices. �e edge computing node 

contains the IoT device identification and authentication information. It stores the iden-

tification information of all interconnected IoT devices and provides a pair of keys for 

each device to perform the authentication through implementing a lightweight mutual 

authentication protocol.

�e authentication procedure is shown in Fig. 4 for each IoT device to the edge com-

puting server. �e generated messages and transactions by IoT devices are managed and 

created by the IoT edge node. �e HLF blockchain framework runs on the edge com-

puting nodes, and the edge server conducts signing valid transactions, including the 

IoT device signature. �e sensitive data are then verified to be ready for storage in the 

Hadoop ecosystem while the data checksums and related operation tags are stored in 

the HLF blockchain. �e edge servers collect all verified and trusted data and send them 

to the Hadoop distributed file system. �e collection of data from interconnected IoT 

Fig. 4 Local mutual authentication procedure at IoT edge computing [10]
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devices is a continuous process. �e locations and addresses of the stored data are deter-

mined in the HLF blockchain for further verification and traceability operations. �e 

details of the authentication and authorization process and the procedures to implement 

it within the layer-based structure are fully covered in the earlier research [10].

System implementation

�e interaction with the ledger in HLF is possible through executing the defined Chain-

Code. �e ChainCode is responsible for storing the data provenance and handling 

various data queries. Hence, the system implementation starts with defining specific 

ChainCode operations consisting of storing data provenance, querying the lineage 

of data, and retrieving data lineage. �e IoT applications require a lightweight Chain-

Code to be implemented on endorsing peers to address the limitation of IoT devices 

in terms of their communication capacity, storage, and processing power.�e access of 

the ChainCode to external resources is limited to ensure that the ChainCode can pro-

vide the same results for all endorsers. �e ChainCode is designed to support different 

operations associated with data provenance and traceability of data within the ledger 

and the attached off-chain storage. �e ChainCode specific operations in the proposed 

system include storing the data provenance related to an item, querying item check-

sums, retrieving an object with the associated transaction ID, extracting the version of 

an object based on its transaction ID, retrieving the lineage of the data item, retrieving 

the history of a data objects, querying the key-range of the list of items, retrieving the 

provenance information, and providing a specific version of an object and the related 

transaction ID. �e main implementation concern is to make the ChainCode lightweight 

that can address the limitations of IoT devices and allocate a significant part of function-

alities to the client applications. �e implemented system consists of distributed peer 

nodes that are at the centre of communications between network elements and the off-

chain storage (Big Data ecosystem).

�e performance of the proposed model was evaluated for the system throughput, 

response time, latency, and resource consumption (memory, CPU, network) metrics. 

�e evaluation was further expanded to cover the scalability of the distributed large-

scale IoT network environment. �e measurements were conducted by implementing 

a benchmark application on top of the node package manager (NPM) libraries run on 

the client node. Besides, various Linux-based tools and utilities were deployed to moni-

tor the system’s performance. To emulate a large number of IoT devices, the custom-

ized Locust [47] was deployed on an independent server interconnected with the edge 

computing devices in the same LAN. �e experiments were conducted by emulating 

100–2000 IoT devices connected directly to the edge IoT servers to send messages and 

transactions. A maximum number of 500 IoT devices was considered to be managed by 

each edge device. �e edge server stored the identification of all connected IoT devices 

and authenticated them within a trusted HLF environment by implementing a mutual 

authentication scheme described in "Edge computing" section.

�e performance analysis was carried out for the proposed model for various work-

loads and environment parameters. Moreover, a diverse set of interaction perfor-

mances was observed to explore the improvement or degradation caused by different 
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parameters and configurations of the model. Several benchmarking applications build 

on NPM libraries run on client nodes were employed to perform the benchmarking 

processes.

Often, stakeholders need to find out which benchmarking model is suitable for 

their applications and particular use cases since different methods differ in terms 

of involved parameters and phases. To address this challenge, the HLF performance 

guidelines and HLF performance metrics documented in the Hyperledger Perfor-

mance and Scale Working Group white paper [48] were considered to conduct the 

benchmarking of HLF V1.4. Real-time data reporting was deployed and statistic data 

on resource utilization were collected and monitored.

Experiment setup

�e setup of the developed system prototype consists of five units of ARM-based 

Raspberry Pi (RPi) 4B, a client-server, and a Hadoop system as off-chain storage. 

�e hardware and software specifications of RPis are summarized in Table  1. �e 

RPis, client-server, and Big Data ecosystems were interconnected within the same 

LAN. �e peer docker containers run on each RPi, and one node was assigned as the 

orderer node. Unofficial docker images of HLF version 1.4 were modified and estab-

lished on each RPi device. �e docker images were compiled to suit the ARM64 archi-

tecture of the RPi. Performance measurements were conducted by a client desktop 

computer using a client application build on the NPM libraries. �e client applica-

tion was developed using HLF node SDK. �e ordering type (using the solo type of 

order in HLF) indicated that the consensus was achievable by a single ordering node 

implementing a sorting algorithm. New block generation was done based on specific 

parameters that have been defined in the client application.

�e Hadoop cluster was configured with one master node and five slave nodes. �e 

cluster was equipped with 48 CPU core and 35 TB local storage. �e details of the 

Hadoop cluster configuration and associated software are presented in Table 2. �e 

cluster had dedicated switches. It worked in the same networking structure. �e same 

as mentioned in "Blockchain-based data verification" section, Yarn maintained the 

resource management. It facilitated resource monitoring for active nodes including 

the job details and correspondent histories. �e HDFS was configured in the master 

node (name node), secondary name node, and five worker nodes (data nodes). Fig-

ure 3 shows the proposed model and the system under test architecture used for the 

performance measurements.

Table 1 Raspberry hardware specifications

Type of device CPU cores Memory

Raspberry Pi Computer Model B Broadcom BCM2711
Quad-core Cortex-A72 (ARM v8)
64-bit SoC @ 1.5GHz

4GB LPDDR4

Client node Intel (R) core(TM) i-7-6700
CPU @3.4 GHz

8 GB
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Results and discussions

�is section presents the results attained after implementing the proposed model and 

sending various batch sizes and workloads to evaluate the performance of the entire 

architecture. We have assessed the performance of the proposed model by measur-

ing multiple parameters consisting of the system throughput, response time, latency, 

and resource consumption (memory, CPU, network) metrics. Each measurement was 

conducted with some repeats, and the average obtained results were plotted in each 

graph.

Throughput and response time measurements

�e benchmark application was developed on top of the client library to generate trans-

action batches to the network. A timer was associated with each transaction. In addition, 

the timer was allocated for every set of transactions. �e benchmark application calcu-

lated the response time of a transaction and the total average time while considering the 

number of successful and failed transactions for various data set and batch sizes. �e 

benchmark application was powered with the ability to store the data in the HLF ledger 

or the Hadoop system. �e performance evaluation was initiated by several transactions 

submitted together. �e results indicated that the throughputs and response times were 

affected by the size of the data. However, the impact was not significant if the data prov-

enance and the transaction tags were only stored in the blockchain ledger. As stated ear-

lier, the provenance of data was stored in the blockchain ledger, and the actual metadata 

were placed in the Hadoop ecosystem off-chain storage.

�e performance was affected when the Hadoop system was involved in storing the 

metadata (since the client application needed to consider the time for calculation of data 

checksums, operation tags, and the time to store the data in the Hadoop system). Fig-

ure 5 illustrates a degradation in the performance with the growth in the bath sizes.

Table 2 Hadoop cluster experimental setup and specifications

Node con�guration Hardware Speci�cations

Server configuration Processor 2.9 GHz

Main memory 64 GB

Local storage 10 TB

Node configuration CPU Intel� Xenon�

CPU E3-1231 v3@ 3.40 GHz

Main memory 32 GB

Number of nodes 5

Local storage 6 TB each, 30 TB Total

CPU cores 8 each, 40 total

Software Operating System Ubuntu 16.04.2
(GNU/Linux 4.13.0-37-generic x86 64)

JDK 1.7.0

Hadoop 2.4.0

Spark 2.1.0

Workload Varying data sizes and batch 
sizes

Submitted by the HLF client application
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�e obtained results (600 transactions per minute and 500 ms average response 

time) can be considered as very promising according to the HLF performance guide-

lines and HLF performance metrics documented in the Hyperledger Performance and 

Scale Working Group white paper [48]. One of the main limitations came from the cli-

ent node’s hardware capabilities and the peer process hardware constraints. �e HLF 

employed the Execute-Order-Validate and Commit transaction model. �erefore, 

the system needed to perform the required operations for each data object, resulting 

in degradation in the throughput and increased response time. Besides, the system 

needed to consider the time for storing the data provenance in the HLF ledger, calcu-

lating the checksum of data objects, and storing the metadata in the Hadoop system.

To address the challenge,the network was made to include multiple clients. More 

endorsers were required to improve the overall throughput and response time perfor-

mance. With the small number of transactions, the throughput was slightly lower, while 

the increase in the number of transactions led to some rise in the throughput. At the 

same time, it could be noted that the throughput was approximately constant for a cer-

tain number of transactions.

�e latency measurements were done by running multiple rounds of the benchmark to 

submit various transactions with different sending rates(from 10 Transactions-per-Sec-

ond (TPS) to 500 TPS) for different block sizes. �e goal was to measure the maximum, 

average, and minimum transaction latency.

�e results indicate that during the experiments, the minimum latency remained 

below 1 s. However, there was an increase in the maximum latency when the sending 

rate reached around 200 TPS. �is was due to the rise in the number of ordered transac-

tions waiting in the verification process queue during the validation phase that signifi-

cantly increased the commit latency.

Since the system setup deployed a solo-orderer configuration, other orderer types 

needed to be employed along with different configurations. Consequently, the valida-

tion phase was considered as being a bottleneck in the overall system performance. 

Fig. 5 Throughput and response time for various batch sizes
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Hence, there was a need to deploy a smaller block size with a low transaction rate for 

IoT applications to have lower transaction latency. In contrast, higher transaction rates 

needed larger block sizes to achieve higher throughput and lower transaction latency 

(the results of latency measurements for various block and batch sizes are presented in 

Figs. 6 and 7). It happened mainly due to the increasing waiting time for transactions in 

the ordering services.

A potential optimization solution to overcome this drawback is to process transactions 

in parallel with sharding. However, the effect of transaction conflicts needs to be consid-

ered. Besides, in order to achieve lower transaction latency, it is recommended to use a 

Fig. 6 Latency vs. transaction sending rate (5 Peers 10 Blocks)

Fig. 7 Latency vs. transaction sending rate (5 Peers 50 Blocks)
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lower block size (along with a lower arrival transaction rate) than the default block size. 

Hence, with a higher transaction arrival rate than, a higher (than the default value) block 

size is recommended.

Large scale IoT environment evaluations

�e data collected from massive IoT devices were managed by Edge computing and 

IoT gateways as a middleware between the IoT sensors and Big Data systems as well as 

application services. �e data provenance tracking was maintained to ensure the qual-

ity of shared data. �e process consisted of the identity, validity, and lineage of data. 

Hence, edge devices could save energy for small sensors by offloading work, improving 

the bandwidth, and decreasing the latency. �e edge devices performed preprocessing 

tasks and compression, resulting in significant energy saving for IoT devices. �e traf-

fic evaluations demonstrated a constant range between 20 KB/s and 30 KB/s in the idle 

state when there were no transactions between peer nodes and 100 KB/s during maxi-

mum load where the maximum amount of transactions were exchanged. �e increase in 

the number of the orderer and endorser peers could improve the performance through 

the gossip protocol configuration. However, the results indicate that the proposed prov-

enance model was promising for application in large-scale IoT networks with many 

trusted IoT sensors and devices. �e generated ChainCode queries were able to retrieve 

10 linked IoT records in 104 ms.

To further explore the system’s performance in a large-scale IoT environment, a set of 

experiments were conducted with varying numbers of IoT devices connected to each 

edge device. By implementing a large-scale IoT environment, the impact of CPU uti-

lization and throughput on the system were explored. �e experimental environments 

included from 100 to 2000 IoT devices distributed equally between IoT gateways (RPi). 

All devices needed to be authorized before initiating communication with the network 

and other participants. �e procedure of mutual authentication is described in "Edge 

computing" section. �e increase in the number of IoT devices caused growth in the 

processing time. �at was addressed by modifying the HLF configurations and adding 

more orderers and endorsers based on specific applications.

�e system throughput and CPU utilization are illustrated in Figs. 8 and 9. Figure 8 

shows a linear growth in the system throughput until it reaches the maximum load 

(around 1000 IoT devices). It can be seen as a result of gradually increased resource 

allocation by the system until all resources were fully utilized. As depicted in Fig.  9, 

the CPU utilization was increased, reflecting higher resource utilization by the system. 

After the peak point, the throughput stabilized. �e CPU was mainly used during the 

validation phase of a generated block. �erefore, modifying the configuration of HLF in 

terms of the batch timeout, maximum message count, and block size can result in better 

performance.

Data provenance and tracking resource consumption

To further evaluate the performance of the proposed system, the federated machine 

learning technique [49] was considered for application across the distributed set of net-

work participants while providing a collection of models, training, and test data sets. 

�e framework was implemented in a way that facilitated data provenance and metadata 



Page 21 of 26Honar Pajooh et al. J Big Data           (2021) 8:114  

tracking. �e ImageAI [50] library was implemented. Training and data sets were pro-

vided in the framework. �e process was initiated with storing the model. It included 

the following steps: data checksum computation, storing the metadata in a big data sys-

tem, and maintaining the transactions by the client application library through the HLF 

blockchain to record the data checksum and files locations. Storing 100 models of 100 

MB (the models were created using the ImageAI library) was successfully performed in 

around 2.3 s.

�e resource consumption measurements results are presented in Figs.  10  and 11. 

�e results show that the CPU consumption was slightly (2–3%) affected in the peer 

process during the model storage. �e client application consumed more CPU capac-

ity—approximately 10 to 20%. �e reason for that can be found in the range of opera-

tions that needed to be handled by the client applications: computing data checksums, 

Fig. 8 Large scale IoT system throughput of edge gateways

Fig. 9 IoT gateway and peer node CPU utilization
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storing the metadata in the Big Data system as well as storing information within the 

HLF blockchain. It indicates that this network model can easily be deployed on low-cost 

IoT devices (e.g., RPi) for real-world applications. 

�e client application profiling can reveal more details of the CPU consumption. Fig-

ure 12 indicates that the majority of CPU consumption by the client process was due to 

checksum computation and data storing in the big data system. Storing the HLF block-

chain information by the client process and garbage collection occupied a small amount 

(some 6% and 7%, correspondingly). As mentioned in "System model and architecture" 

section, the client application needed to follow the sequential operations resulting in 

more CPU consumption. �ese limitations can be addressed by implementing the calcu-

lation of checksum in parallelized manner.

Fig. 10 Peer process CPU and memory utilization

Fig. 11 Client application CPU and memory usage
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�e network traffic measurements were conducted to explore the network overhead 

impact by storing the models generated by ImageAI every 2.3 s (this was for stor-

ing 100 models of 100 MB). �e proposed provenance data framework was able to 

store the data provenance information, including data checksum, the data location, 

operation tags, data owner information, and some other optional parameters about 

the batch size. �e system also provided the history of data models, tracked training 

datasets, and tested dataset provenance. �erefore, the lineage of successful transac-

tions could be traced, and the model could be verified through the system. �e pre-

vious measurements (associated with the utilisation of CPU, memory, and profiling) 

indicate that the system limitations were mainly due to the size of the file, checksum 

calculation, and network transfer. Figure 13 shows a low overhead for storing 100 MB 

data objects. Storing large files could be considered as a limitation that impacts the 

Fig. 12 Client application profiling

Fig. 13 Network utilization for peer process with 100 models of 100 MBs
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network traffics. Hence, in such cases, the optimized solution would be to store the 

data provenance in the HLF. Files of large size (e.g., megabytes range) posed addi-

tional loads on the client nodes due to various resource-consuming operations such 

as checksum computation. �e statistical results indicate no abrupt or anomalies in 

the network performance with changes in the system configurations. �e network 

performance was mainly dependent on the traffic input and output. �ere was a pro-

gressive response to traffic changes—the observed increases in the network perfor-

mance were primarily related to the growth in the network traffic thus indicating the 

normal network behaviour.

Conclusion

�is paper proposes a blockchain-enabled secure framework for large-scale IoT data 

storage in a Big Data system environment. Edge computing is considered to be merged 

to facilitate the management of the authentications of the small IoT devices and per-

form data storage. A lightweight mutual authentication scheme is deployed to perform 

authorization and authentication of IoT devices in blockchain-based IoT applications.

�e paper presents the detailed implementation of the proposed security scheme to 

provide the data provenance, data integrity, traceability, and auditability of IoT data in 

the Hadoop system as off-chain storage. �e proposed model offers tamper-proof and 

transparent records spread across a collection of distributed peers by developing a prov-

enance scheme using blockchain. �e model also overcomes the high communication 

and computation overheads associated with storing large volumes of IoT data in central-

ized cloud storage. �e proposed model eliminates the need for third-party auditing and 

a centralized server.

�e results of the experimental research show the throughput of about 600 transac-

tions per minute and 500 ms of the average response time. Peer and client processes 

were the primary resource consumers in HLF. �e measurements showed about 2–3% 

of the CPU capacity consumption at the peer process, and approximately 10–20% at the 

client node. �e minimum latency remained below 1 s during the experiments. How-

ever, there was an increase in the maximum latency when the sending rate reached 

around 200 TPS.

�is study shows that the proposed scheme is a promising solution for a large-scale 

IoT network. Moreover, extensive experimental results demonstrate that the proposed 

model can be deployed to track provenance metadata with competitive throughput and 

latency while maintaining low computation and communication overheads. Integrat-

ing the proposed scheme with a distributed database such as Apache Cassandra to store 

transaction data with more detailed performance evaluations and developing a sharding-

based consensus that handles the network partitions are future research directions.

�e future works may include developing a framework to support more features 

including MQTT-based communication between blockchain, IoT sensors and Hadoop 

off-chain storage to store transaction data. Besides, the future works could categorize 

IoT data types and match them with feasible frameworks within the Hadoop ecosystem 

through integration with the proposed blockchain model.
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