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ABSTRACT
In this demo, we present a system called iRIN designed for
performing image retrieval in image-rich information net-
works. We first introduce MoK-SimRank to significantly im-
prove the speed of SimRank, one of the most popular al-
gorithms for computing node similarity in information net-
works. Next, we propose an algorithm called SimLearn to (1)
extend MoK-SimRank to heterogeneous image-rich informa-
tion network, and (2) account for both link-based and content-
based similarities by seamlessly integrating reinforcement
learning with feature learning.

Categories and Subject Descriptors
H.3.1 [Information Storage and Retrieval]: Content Analysis
and Indexing; H.3.3 [Information Storage and Retrieval]:
Image Processing and Computer Vision

General Terms
Algorithms, Experimentation

Keywords
Image Retrieval, Information Network, Ranking

1. INTRODUCTION
In this paper, we study the problem of performing image

retrieval in image-rich information network. Social image
sharing websites, such as Flickr and Facebook, have billions
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of user submitted images and the users interact with the im-
ages by social annotations and interest groups, thus forming
image-rich information networks. Take Flickr as an example,
images are tagged by the users and image owners contribute
images to topic groups, forming an information network, as
shown in Figure 1. Figure 2 shows another network of Ama-
zon products with product images.

Figure 1: Flickr image information network.

Searching images in such large information networks is
very useful but also challenging, for example, user annota-
tions are noisy, incomplete and there are many similar inter-
ests or product groups. For keyword based retrieval, we need
to find similar annotations to avoid missing relevant images.
WordNet does not work for such noisy terms, while Google
Distance is too general. For content based image retrieval, tra-
ditional methods [2] are only based on image features (or the
surrounding text) and do not consider the network structure.
In addition, these tasks are traditionally treated separately.
However, by forming an image information network, we can
solve them simultaneously within a general framework.

Definition. We model a heterogeneous image information
network as a graph G = (V,E) with vertices/nodes V and
edges E. An edge is created if there exists a link between
two nodes. Each image node is associated with F ∈ RD, a D-
dimension image feature. In this paper, we consider a graph



Figure 2: Amazon image information network.

with three types of nodes (images VI, groups VG and tags VT).
SimRank [3] is one of the most popular algorithms for eval-

uating object similarity in information networks. It calculates
the similarity between objects based on the intuition that two
objects are similar if they are linked by similar objects in the network.

There are two disadvantages with SimRank: (1) It is ex-
pensive to compute and not scalable to large datasets. (2) It
measures object similarity solely by link information. How-
ever, in image-rich information networks, object similarity
can also be estimated by image content feature.

To address the above two problems, we introduce an effi-
cient approach called MoK-SimRank to significantly improve
the speed of SimRank, and propose an algorithm called Sim-
Learn to consider both link and content information by seam-
lessly integrating reinforcement learning with feature learn-
ing.

Figure 3: System architecture of iRIN.

2. GENERAL SYSTEM ARCHITECTURE
The iRIN system has a four-layer architecture, as shown

in Figure 3. The bottom layer contains an image warehouse,
and the information extraction and image feature analysis
engines. The lower intermediate layer builds image-rich in-
formation network and performs link+content based similar-
ity ranking. The upper intermediate layer is the functional
module layer, which implements the major function modules
including the ranking information derived from the informa-
tion network analysis. The top layer contains a user-friendly
interface, which interacts with users, responds to their re-
quests, and collects feedback.

3. ALGORITHMS

3.1 MoK-SimRank for Fast Computation
In a homogeneous network, the SimRank similarity score

between two objects o and o′ is defined as,

S(o, o′) =
C

|L(o)||L(o′)|
|L(o)|∑

a=1

|L(o′)|∑

b=1

S(La(o),Lb(o′)) (1)

where C is a constant between 0 and 1, L(o) is the set of
nodes which link to object o, and Li(o) is ith object in L(o).
To compute SimRank in a network G of N nodes, the space
required is O(N2) to store the similarity scores for all pairs of
objects. Let P be the time required to compute Equation 1.
The time complexity is O(N2P) for each iteration.

Among several algorithms proposed for fast SimRank com-
putation, we adopt the pruning approach discussed in [3].
For each object, we choose top K(K � N) potentially similar
objects as candidates and only compute SimRank for the can-
didates, thus reduce the time complexity to O(NKP) and space
complexity to O(NK). We call this approach K-SimRank. This
strategy is suitable for image retrieval at large scales where
most images are not similar to the query and there is no need
to estimate their similarity again and again.

In K-SimRank, the time complexity of P is O(|Lo||Lo′ |log(K)),
where log(K) is the complexity to decide whether L j(o′) is a
candidate of object Li(o). We propose a more efficient ap-
proach. Denote T(c) as the set of top K similar candidates of
object c. Among L(o) and L(o′), denote Lmax as the one that has
bigger cardinality and Lmin as the smaller one. Our method
works as follows,

1. Starting with Lmin, for each object c ∈ Lmin, sum up the
following scores;

2. If k < |Lmax|, for each object d ∈ T(c), search within Lmax
to decide whether d ∈ Lmax. If yes, return the score;
otherwise, return 0;

3. Otherwise, for each object d ∈ Lmax, search within T(c)
to decide whether d ∈ T(c). If yes, return the score;
otherwise, return 0;

The above procedure reduces the time complexity of F to
O(|Lmin|Klog(|Lmax|)) (when K < |Lmax|) or O(|Lmin||Lmax|log(K))
(when K > |Lmax|), which is the optimal combination with the
minimum cost achieved by automatically choosing the min-
imum optimal order of computation. We call our approach
MoK-SimRank (minimum order K-SimRank).



3.2 SimLearn
We propose algorithm SimLearn to (1) extend MoK-SimRank

to heterogeneous image-rich information networks, and (2)
consider both link-based and content-based similarity by seam-
lessly integrating reinforcement learning with feature learn-
ing.

3.2.1 Link-based Semantic Similarity
In an image-rich information network, similar images are

likely to link to similar groups and tags, so we define the link-
based semantic similarity between images i and j as follows,

Sm+1(i, j) = αISG
m(i, j) + βIST

m(i, j) (2)

SG
m(i, j) =

C
|LG(i)||LG( j)|

|LG(i)|∑

a=1

|LG( j)|∑

b=1

Sm(LG
a (i), LG

b ( j)) (3)

ST
m(i, j) =

C
|LT(i)||LT( j)|

|LT (i)|∑

a=1

|LT ( j)|∑

b=1

Sm(LT
a (i),LT

b ( j)) (4)

where LG(i) is set of groups image i links to, LT(i) is set of tags
it links to.

Similarly, we can define the group and tag similarity,

Sm+1(g, g′) = αGSI
m(g, g′) + βGST

m(g, g′) (5)

Sm+1(t, t′) = αTSI
m(t, t′) + βTSG

m(t, t′) (6)
The group similarity is computed via the similarity of the im-
ages and tags they link to, and the tag similarity is calculated
via the similarity of the images and groups they link to.

3.2.2 Weighted Content-based Similarity
In addition to link information, image similarity can also

be estimated from image content features, such as color/edge
histogram, CEDD, GIST, texture, shape and bag-of-word SIFT
histogram. An image can be represented as a point in a D-
dimension feature space, which consists of either a single
type of feature or a combination of multiple types of features.

Instead of directly using the feature vector to compute sim-
ilarity, many studies in recent years have demonstrated, both
empirically and theoretically, that a learned metric can sig-
nificantly improve the performance of classification and clus-
tering [4]. The reason is that the feature dimensions are not
equally important for evaluating image similarity. By iden-
tifying the subspace that is most relevant to the semantic
meaning of images, we can achieve better performance.

Given a feature weighting vector W and the χ2 test statistic
distance [1] (which shows good performance compared with
cosine and L2 measure for image similarity), we define the
weighted content similarity between images i and j as:

CW
ij ≡ 1 − 1

2

D∑

d=1

(wd f d
i − wd f d

j )2

wd f d
i + wd f d

j

= 1 −
D∑

d=1

wdxd
ij (7)

3.2.3 Feature Weight Learning
To build a bridge between the content and semantics, we

learn a weighting vector W ∈ RD for the feature space to
make the content similarity CW

ij somehow similar to the se-
mantic link similarity Si j. We optimize the following objective
function to find W,

L(W, c, g) =

N∑

i=1

K∑

j=1

Li j =

N∑

i=1

K∑

j=1

(CW
ij − (cSi j + g))2Φi j (8)

where N is the number of images and K is the number of
candidates. Si j is computed from Equation 2. CW

ij and Si j may
have different scale and shift, so we introduce parameters c
and g to automatically estimate them.

Φi j is the confidence or importance of Si j,

Φi j ≡ Con f (Si j) = 1 − e−αT (9)

where T is the minimum number of tags for image i or j. The
idea is that if the tags of an image are incomplete (0 or very
few) and thus cannot fully describe its semantic meaning, the
link-based similarity becomes less reliable.

To find (W∗, c∗, g∗) that minimizes the objective function, we
first compute the first-order partial derivatives,

∂L
∂wd

=

N∑

i=1

K∑

j=1

2Φi j(CW
ij − (cSi j + g))(−xd

ij) (10)

∂L
∂c

=

N∑

i=1

K∑

j=1

2Φi j(CW
ij − (cSi j + g))(−Si j) (11)

∂L
∂g

=

N∑

i=1

K∑

j=1

2Φi j(CW
ij − (cSi j + g))(−1) (12)

The variables are estimated by Gradient Decent iteratively,

wd
m+1 = wd

m − γw
∂L
∂wd

∣∣∣∣∣
wd=wd

m

(d = 1, ...,D) (13)

cm+1 = cm − γc
∂L
∂c

∣∣∣∣∣
c=cm

(14)

gm+1 = gm − γg
∂L
∂g

∣∣∣∣∣
g=gm

(15)

We initialize the variables as 1.
After feature learning, based on the new feature weight-

ing, update the image similarity as a combination of content-
based and link-based similarity.

S(i, j) = (1 −Φi j)CW∗
i j + Φi jSi j (16)

Note that we could learn a local feature weighting to each
image to improve the performance.

3.2.4 SimLearn
Given the newly learned image similarity, update the group

and tag similarity. The image similarity is updated based on
the new group and tag similarity. The process iterates until
it converges or stop criteria satisfied. We call this approach
SimLearn. Algorithm 1 describes the procedure of SimLearn.

Algorithm 1 SimLearn
1. Initialization;
2. Iterate {
3. For images, Sm+1(i, j) = αISG

m(i, j) + βIST
m(i, j);

4. Feature learning to update W = W∗
m+1;

5. Update Sm+1(i, j) = (1 −Φi j)CW
ij + Φi jSm+1(i, j);

6. For groups, Sm+1(g, g′) = αGSI
m(g, g′) + βGST

m(g, g′);
7. For tags, Sm+1(t, t′) = αTSI

m(t, t′) + βTSG
m(t, t′);

8. } until converge or stop criteria satisfied.



4. EXPERIMENTS
We build our demo system and perform our experiments

based on two datasets Flickr and Amazon, downloaded from
the company API’s. We treat the product categories as groups.
There are over 14,000 images with 300,000 links for the Flickr
data, and over 110,000 images with 1,307,000 links for the
Amazon data.

4.1 Time Efficiency
Figure 4 shows the time efficiency of SimRank, K-SimRank

and MoK-SimRank. SimRank is the slowest, and because it
is so slow that we only perform experiments with SimRank
for up to 4000 images. K-SimRank is significantly faster than
SimRank, MoK-SimRank is the fastest.

Figure 4: Time performance. X-axis denotes the number
of images, Y-axis denotes the running time (in seconds).
(K = 60)

4.2 SimLearn Result Examples
Our experiments have shown good performance of Sim-

Learn to find similar images, tags and groups. The de-
tails are beyond the scope of this demo paper. Figure 5
shows the top 10 most similar products for the query of
"thinkpad", using SimRank (1st row), content similarity (2nd
row), and RankLearn (3rd row). SimLearn obtains the most
relevant matches in both semantics and visual appearances.
It correctly finds all the similar groups, for example, the
groups similar to group "FLOWERS" are "Flower Photog-
raphy", "FLOWER-POWER" and "Flower Pictures (NO LIM-
ITS)".

Figure 5: Top 10 results of content similarity, SimRank and
SimLearn.

5. INTERFACE AND DEMONSTRATION
Figures 6 and 7 show our demo system for retrieval on

Flickr images and Amazon products, respectively. Given a
user query, the system returns a list of relevant images/products
based on matching the query keywords with the tags accord-
ing to the tag similarity computed by SimLearn. User can
click on an image to find similar images according to the
scores also computed by SimLearn.

Figure 6: The demo system for Flickr image retrieval.

Figure 7: The demo system for Amazon product search.
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