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Abstract

One of the most important modules of computer systems is the one that is responsible for user safety. It was proven that simple 

passwords and logins cannot guarantee high efficiency and are easy to obtain by the hackers. The well-known alternative 

is identity recognition based on biometrics. In recent years, more interest was observed in iris as a biometrics trait. It was 

caused due to high efficiency and accuracy guaranteed by this measurable feature. The consequences of such interest are 

observable in the literature. There are multiple, diversified approaches proposed by different authors. However, neither of 

them uses discrete fast Fourier transform (DFFT) components to describe iris sample. In this work, the authors present their 

own approach to iris-based human identity recognition with DFFT components selected with principal component analysis 

algorithm. For classification, three algorithms were used—k-nearest neighbors, support vector machines and artificial neural 

networks. Performed tests have shown that satisfactory results can be obtained with the proposed method.

Keywords Biometrics · Iris · Identity recognition · Discrete fast Fourier transform · Principal component analysis · Support 

vector machines · Artificial neural networks

1 Introduction

Recent research [1] is showing that on average every 39 s 

hacker attack on computer infrastructure is observed. By 

this statement we can conclude that importance of security 

systems is increasing. However, it was also proven that sim-

ple security approaches based on login and password are 

not efficient enough [2]. It is mostly connected with the fact 

that a part of users selects typical, easy to guess, nicknames, 

PINs or passwords. Moreover, some of them writes their 

credentials on credit cards or sticks them to their comput-

ers. It can lead to another statement—the user is the weakest 

element in the whole computer system. The main question 

is how it can be changed?

The solution for such problem is really easy. The well-

known answer is biometrics. It is the science that identifies 

(or verifies) human on the basis of his measurable traits (e.g., 

fingerprint, iris, retina, keystroke dynamics). These features 

can be divided into three main groups—physiological (con-

nected with our body and proper measurements), behavio-

ral (these are the traits that we can learn—e.g., signature) 

or hybrid that consists of traits that are physiological and 

behavioral at the same time (e.g., voice). We can conclude 

that each computer system (with security system based on 

biometrics) user will not provide any additional passwords 

because he will be a real password by his measurable traits.

Diversified experiments and research are showing that 

one of the most important traits that can guarantee high 

accuracy, efficiency and recognition rate is iris. This fea-

ture consists of more than 250 unique elements. Each of 

them is used to describe human identity (in the form of 

feature vector). In the literature, it was also proven that 

such feature vectors are completely different for both eyes 

of one person (left and right), and moreover it is true, even 

in the case of twins. Each of them has different irises (fea-

ture vectors are completely different). The most important 

is that iris is really hard to spoof. In the literature, we can 

find only a couple of research papers [3] that provide some 
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vital evidence that such spoofing procedure was finished 

with the success. However, it also has to be claimed that 

in these works, only simple iris-based biometrics systems 

were used. It means that such solutions are not consider-

ing iris liveness and are vulnerable to print attack (with 

iris photo). On the other hand, iris has one huge disad-

vantage—it is really hard to collect high-quality iris sam-

ple without specialized devices. In some cases, even an 

assistance of experienced ophthalmologist is needed to 

complete such task. Of course, iris samples can also be 

collected with novel smartphones (e.g., Apple iPhone 12 

Max or Samsung Galaxy S20+) with high-quality cam-

eras. However, once again an assistance of second person 

is needed. If we want to collect such images by our own, 

we can use specialized sensors that are available on the 

market. Nevertheless, their prices are really high and some 

of them even needs special light conditions to obtain pre-

cise, high-quality images.

In this work, the authors present their own, novel 

approach to iris-based human identity recognition. The 

most important part of the work is that the authors used 

discrete fast Fourier transform (DFFT) to analyze each 

sample and to construct feature vector based on a part of 

its components, selected with principal component analy-

sis (PCA) method. As it is presented in the further parts of 

this paper, the proposed idea provided satisfactory results 

in really short time. Of course, the algorithm starts with 

iris segmentation and then preprocessing stage in which 

the authors performed some operations to enhance image 

quality and to highlight some parts of it. In the next steps, 

DFFT is used and finally feature vector is created with 

PCA method. For classification, the authors used three 

well-known approaches: k-nearest neighbors, support vec-

tor machines (SVM) and artificial neural network. Each 

of them was compared in the terms of accuracy. It was 

proven that the best results were obtained on the basis of 

SVM algorithm.

Significant part of this work is also connected with test-

ing procedure used in the quality verification process. At the 

beginning, the authors used Scrum methodology to work out 

the solution by a step-by-step manner to increase algorithm 

precision. In each stage, we tested the created solution qual-

ity. It was the main indicator by which we observed whether 

the progress was made or not.

This work is organized as follows: in Sect. 2, the authors 

described some interesting approaches and solutions con-

nected with iris-based human recognition that were recently 

published in the literature. In Sect. 3, the idea and its main 

points were presented and precisely described (each step 

was shown and discussed). Section 4 contains information 

about performed experiments, especially about tools used 

during solution testing. Finally, the conclusions and future 

work are given.

2  How others see it

In the literature, one can easily find diversified approaches 

and algorithms connected with iris-based biometrics iden-

tity recognition. Huge amount of works regarding this sub-

ject is caused by high efficiency and accuracy that can 

be guaranteed by this measurable trait. One of the most 

important solutions is Daugman’s algorithm [4]. In this 

approach, random patterns visible in iris are encoded in 

a real time with selected distance measure. Then, test of 

statistical independence is applied to these vectors. We 

have to claim that this is one of the well-known solutions 

and most of novel ideas are compared with it. Moreover, 

this algorithm is also mentioned as a standard in diversi-

fied works and systems.

Another interesting algorithm was presented in [5]. In 

this work, the authors used principal component analysis 

(PCA) and discrete wavelet transform (DWT) for the extrac-

tion of iris optimum features and to reduce the processing 

time of image. The authors claimed that their solution should 

run in real time. In the case of this work, frequencies were 

also used to describe the sample; however, in comparison 

with our approach, different features were obtained. In the 

paper, the authors claimed that algorithm reached 95.4% of 

accuracy when it was tested on 100 iris images only. The 

most important question connected with this work is why 

the authors did not test their idea on more samples.

The next worth-reading solution was described in [6]. 

In this paper, the authors mainly consider a concept of 

negative iris recognition. In the analysis process, they used 

negative iris databases. Moreover, the main aim of this 

work is to check whether protection techniques applied 

to iris templates can make it unrecoverable for hackers. 

The summary of the work is that recently used approaches 

do not guarantee requested efficiency and accuracy (espe-

cially in the case of bank accounts or sensitive data). This 

work is not directly dealing with iris recognition. How-

ever, the main goal of this work is interesting because we 

should also know what the ways are to protect iris feature 

vectors placed in the databases.

Another idea that has to be considered during iris-based 

security systems design is prevention from spoofing. Mostly 

observed susceptibility in biometrics systems is positive 

recognition on the basis of printed images rather than real 

samples. Especially it is connected with iris-based systems. 

This problem was deeply described in [7]. In the paper, the 

authors presented that print attack images of live iris, use of 

contact lenses and conjunction of both can have huge influ-

ence on false-positive recognition by the system. All experi-

ments were realized with IIIT-WVU iris dataset. Moreover, 

the authors presented a novel approach to prevent such 

attacks with a deep convolutional neural network.
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Another interesting work was presented in [8]. In this 

paper, the authors described their own, novel approach to 

iris-based human identity recognition. However, they con-

sidered only low-quality images. Their idea is based on lift-

ing wavelet transform. Authors claimed that their solution 

can guarantee high accuracy for CASIA V1 dataset. How-

ever, they did not provide any results calculated with other 

databases. The way in which the algorithm accuracy was cal-

culated makes hard judgment of the solution real efficiency. 

It is connected with the fact that usage of only one database 

cannot guarantee that in the case of samples from different 

sets, the solution efficiency and accuracy will be the same.

In the work presented in the paper [9], the authors pro-

posed an idea to calculate the quality of iris image. At the 

beginning, it was claimed that poor quality samples can have 

a huge influence on false rejection rate (FRR) increasement 

as well as decrease in the system performance (in terms of 

accuracy). The authors proposed their own algorithm for 

iris image quality assessment. The metric described in the 

paper was based on statistical features of the sign and the 

magnitude of local image intensities. This is interesting work 

because on the basis of the information about quality we 

can decide whether we should use regular algorithm for iris 

recognition or whether some additional stages for enhancing 

image quality are required.

A novel approach to iris recognition was proposed in 

[10]. In this work, the authors used postmortem samples 

to recognize human identity. The main point of their work 

was to use deep learning-based iris segmentation models 

to detect highly irregular areas in iris texture. In the work, 

it was claimed that the proposed algorithm can guaran-

tee higher accuracy than the currently used solutions for 

postmortem iris recognition. The authors also pointed out 

that their work is only a first step in the process of efficient 

forensic system creation for postmortem iris recognition. 

The proposed algorithm can be useful especially in the case 

of people recognition with unknown identity (e.g., without 

documents as ID card).

One of the trends in biometrics is to use deep learning 

and machine learning methods in the process of measur-

able traits classification. This term is also true in the case of 

iris. During the research performed in different databases 

(IEEE, Scopus, SpringerLink), the authors found papers in 

which iris-based human recognition was realized with con-

volutional neural networks [11, 12], support vector machines 

[13] as well as deep learning methods [14, 15]. We have to 

claim that all these approaches are really interesting; how-

ever, all of them needs huge databases (at startup) as well as 

high computing power and resources. Of course, they can 

guarantee satisfactory accuracy and efficiency, but the cost 

of it is really high. Moreover, it is nearly impossible to use 

such solutions in the case of mobile devices, e.g., smart-

phones or wearable devices.

3  Proposed solution

The proposed approach consists of two main modules. The 

first of them is connected with iris preprocessing and seg-

mentation, whilst the second one is responsible for classi-

fication (identity recognition). However, before the system 

will be presented, the authors would like to show their moti-

vation to work under iris-based human identity recognition.

As it was presented in the second chapter, in the litera-

ture one can observe different ideas and algorithms con-

nected with biometrics and especially with the main topic 

of this paper. However, in some approaches descriptions 

there are no significant details provided. For example, in 

part of them it is really hard to understand how iris image 

was preprocessed and what kind of algorithms were used 

to extract the most important information. Sometimes 

there is even no answer on the vital question—how the 

feature vector was constructed? Moreover, in the case of 

artificial intelligence-based approaches, in part of them 

there are no details regarding the way in which such tools 

were tuned or how they were learned (number of epochs or 

even the structure of neural network is missing). At times, 

it is also hard to understand why the results were so pre-

cise. In these works, there are no premises that can lead to 

high recognition rates. (It means that there are no scientific 

reasons why such algorithms gain high accuracy values.) 

By these reasons, the authors would like to propose their 

own idea regarding iris-based human identity recognition.

In this paper, all stages of the worked-out approach are 

given. At the beginning, preprocessing stage is described, 

whilst at the end different classification methods are pro-

vided. The description of the whole recognition process is 

detailed, and all used algorithms are given.

The main aim of the worked-out solution described in 

this chapter is to use discrete fast Fourier transform (DFFT) 

components to create the descriptive iris-based feature 

vector that will be used in the human identity recognition 

process. The most important factors are selected with prin-

cipal component analysis algorithm (PCA). This solution 

can guarantee that the most descriptive elements will be 

selected. It is a novel idea as in the literature we did not find 

any similar approaches. Moreover, the authors would like 

to check whether it is possible to get satisfactory recogni-

tion ratios with the proposed feature vector structure. The 

authors would like to claim that they used Scrum method-

ology to work out the solution. It allowed us to precisely 

step-by-step observe whether quality (in terms of efficiency 

and accuracy) of the proposed algorithm is satisfactory or 

not. This indicator was the most important, so that in each 

stage we could take significant steps by which we increased 

it. The authors considered here additional algorithms that 

can increase image quality or some changes in feature vector.
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The proposed approach was implemented in the form of 

a real computer system. It was run in the development envi-

ronment on both Microsoft Windows and Linux. All steps of 

the approach were implemented with Python programming 

language and frameworks available in this environment (e.g., 

TensorFlow, Keras and OpenCV). As it was claimed before, 

the proposed approach consists of two main components—

iris segmentation and classification. At first, the details con-

nected with the first part are given, and then, all information 

about the second part is presented.

3.1  Iris segmentation

The first stage of iris segmentation is connected with redun-

dant artifacts removal (e.g., light reflections). This operation 

is needed due to the fact that some of them can be easily 

observed after sample acquisition process. To provide effi-

cient and accurate results, Otsu binarization [16] algorithm 

is used at first. As the next algorithm, dilation is applied. It 

is done because another part of artifacts can be removed by 

then. After these two operations, the image is cleared and 

does not have any additional distortions that can have an 

influence on final feature vector result.

As the next step, Top-hat operation is used. Its main aim 

is to identify and highlight iris edges. In this stage, real 

iris region has to be extracted. Just after this algorithm is 

applied, two additional filters are used. The first of them 

is median filtering. It was used to remove some additional 

pixels that are not needed in the image. By this stage, all 

distortions in the form of salt and pepper are removed. In 

the next step, Gaussian filter is applied in image. It is con-

nected with the fact that the visibility level of unnecessary 

details has to be reduced. The most important for us is to 

observe iris edges.

The next part of iris segmentation algorithm can be 

divided into two main substages. The first of them is con-

nected with pupil detection. At the beginning, Canny edge 

detection algorithm is applied into image. By this step, we 

can observe all edges (in fact, detected elements are not only 

connected with iris). Following operation is Hough trans-

form. It is used for circles detection by which we can observe 

pupil coordinates.

In the final stage, Hough transform is used once again. 

This time it is done for all circles detection. By this opera-

tion, external border of pupil can be detected. It also has 

to be claimed that the detection stage has to consider cir-

cle radius. Pupil radius has to be lower than external one. 

Original iris sample and image with the segmented iris are 

presented in Fig. 1.

3.2  Feature vector creation

In this stage, feature extraction and descriptive vector crea-

tion are performed. All stages of the proposed process are 

shown in Fig. 2.

The algorithm starts with image normalization based on 

Daugman’s rubber sheet model [17]. This method uses infor-

mation about centers and radiuses of iris and pupil. This 

solution was used because it can guarantee presentation 

clarity as well as it was much easier to work on transformed 

sample rather than the original iris sample. It is connected 

with the fact that it was much easier to analyze such samples.

Before we will be ready to obtain all significant infor-

mation and create sufficient feature vector, preprocessing 

algorithms have to be applied in the normalized image. All 

these actions are required because iris sample is not adapted 

to easily extract the most important features. At the begin-

ning of the preprocessing stage, we used histogram equaliza-

tion. After this operation, we obtained the image in which 

Fig. 1  Original image (a) and detected iris (b)
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the most significant iris points have been strengthened. (It 

is connected with the fact that the proposed operation can 

highlight the most important parts of the processed image.) 

This step allowed to observe them even by human eye. The 

images after normalization and after histogram equalization 

are presented in Fig. 3.

The third stage of the proposed algorithm was connected 

with the removal of unnecessary elements from the ana-

lyzed sample. The authors considered here some additional 

pixels that can form a kind of noise. For this aim, we used 

well-known algorithm that is median filtering. By this step, 

we got clear image without any additional distortions. Dur-

ing this stage, we also considered diversified possible solu-

tions—for example, one of them was Gaussian filtering. 

However, on the basis of the results obtained in the further 

steps of our idea, the final results were much clearer when 

simple median filtering was used rather than any other tested 

algorithm. (We think here about higher accuracy of human 

iris-based identity recognition.)

In the next step, we used Gabor filter. This algorithm is 

a well-known linear filter for extraction information about 

edges. We used it due to its efficiency and high accuracy. In 

the case of our idea, this datum was connected with the most 

important parts of the analyzed iris. Images after distortions 

removal and edges detection are presented in Fig. 4.

As the last step of our solution, we obtained informa-

tion about frequencies occurring in image with discrete fast 

Fourier transform (DFFT). It was calculated as in (1). The 

frequency distribution generated in this step is presented in 

Fig. 5a.

where x
n
 is an array, consisting of n pixel values of previ-

ously preprocessed iris image—obtained after Gabor filter-

ing, that is transformed by d-dimensional vector of indices 

n =

(

n1, n2,… , n
d

)

 by a set of d nested summations. We can 

also say that it is composition of a sequence of d sets of one-

dimensional DFT performed one-by-one dimension.

On the basis of [18], we know that the most impor-

tant information is placed in the effective area of the 

(1)X
k
=

N−1
∑

n=0

e
−2�ik⋅

(

n

N

)

⋅ x
n

Fig. 2  Steps of feature extrac-

tion stage

Fig. 3  Image after normalization stage (a) and after histogram equalization (b)
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transform—it means they are placed in 55% of obtained 

image width and 20% of its height. For further analysis, 

we used the data placed in the previously mentioned image 

region. The region is shown in Fig. 5b. However, we did 

not yet create final feature vector. To get the most important 

parts of each characteristic, we used principal component 

analysis (PCA) algorithm [19]. In fact, this solution allowed 

the authors to reduce the size of the dataset as well as to 

increase variance of each remain variable. After this opera-

tion, we calculated the final dataset that was then used dur-

ing experiments. Finally, each sample was described by 200 

parameters. During the experimental phase, it was observed 

that without feature reduction with PCA, the accuracy of 

the system was not satisfactory—it was nearly 20% less in 

comparison with the results obtained on the basis of reduced 

feature space with the previously mentioned method.

4  Results

During experiments, three main databases were used to 

evaluate algorithm accuracy. These are: UPOL [20], MMU 

[21] and CASIA-IrisV4 [22]. Moreover, the authors also 

used samples collected in Medical University of Białystok, 

Department of Ophthalmology. All experiments were made 

with 510 iris photographs. (Each person was described by 

10 samples.) During all tests, the databases were divided 

into two main groups—training and testing. In the first set, 

90% of samples were placed, whilst the rest of the data-

base was moved to testing set. It has to be claimed that each 

experiment was repeated 100 times. Each set was created 

randomly. During the experiments, the authors also tested 

different splits as 50:50 (50% testing set and 50% training 

set, respectively) as well as 25:75, 75:25 and even 10:90. 

However, neither of them provided as satisfactory results as 

those obtained with the previously described split (90:10). 

The main observation regarding database sample splits is 

connected with the fact that much more samples are required 

to properly learn each classifier. It is why the 90:10 split 

provided the most accurate results.

Before the results of classification will be described, the 

authors would like to point out one more significant infor-

mation. Each experiment was done on the basis of rules and 

recommendations connected with biometrics testing. The 

most important works in this topic are [23, 24]. In [23], 

different approaches to biometrics algorithms testing were 

shown, whilst [24] is connected with best practices con-

nected with biometrics hardware testing.

During performed experiments, three well-known 

approaches were used. The first of them is k-nearest neigh-

bors. This algorithm is classified as simple machine learning 

approach. In the case of this algorithm, the authors used 

an approach based on weights. Each weight was assigned 

to vector from the database on the basis of the distance 

between analyzed sample and vector from database. During 

experiment, different metrics were used—e.g., Manhattan, 

Fig. 4  Image after distortion removal with median filtering (a) and after edges detection with Gabor filter (b)

Fig. 5  Discrete fast Fourier 

transform of the sample after 

Gabor filtering (a) and the 

selected region (b)
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Czebyszew, Euclidean, Minkowski and Bray–Curtis. The 

results obtained with this algorithm are shown in Table 1.

The results of the experiments in the case of k-nearest 

neighbors have shown that the most important for such 

solution is the way in which the database was divided. The 

authors would like to claim that this algorithm can be used 

in real environment due to its simpleness, efficiency as 

well as accuracy. The best result reached more than 92% 

of accuracy.

Support vector machine (SVM) is the second algorithm 

used for classification. Sample representation in 2D space 

is presented in Fig. 6. This algorithm was also selected due 

to its high efficiency. Moreover, the authors also proven its 

usefulness in their previous research [25]. During experi-

ments, the authors observed that linear classification is much 

more accurate than nonlinear. It is the opposite conclusion 

to the one we made in the case of retina. The best result 

obtained with this algorithm was 98%, whilst the average 

one is 86,6%. Once again, it has to be claimed that iris rec-

ognition with SVM as a classifier can be used in real envi-

ronment. As it was in the case of k-NN, this approach also 

is simple and efficient. Moreover, it can also guarantee high 

accuracy results.

The third algorithm used for classification is artificial 

neural network (ANN). The scheme of the network is pre-

sented in Fig. 7. It is a simple network that consists of four 

layers. The first of them (input) consists of 200 nodes. (It is 

connected with the number of parameters obtained after pre-

processing stage.) Next two layers consist of blocks respon-

sible for data normalization, ReLu activation and dropout. 

Each block output consists of 720 neurons. The last layer is 

activated with Softmax function. Its main aim is connected 

with classification (51 neurons due to number of classes). 

The summary of nodes number and dropout values is pre-

sented in Table 2. It also has to be claimed that the authors 

used Adam algorithm for learning process optimization. 

At the beginning, learning rate was equal to 1e−4, whilst 

decay parameter was 1e−6. The network was learned in 

100 epochs. The best classification result was 94.1%, whilst 

the average one equals 78.7%.

During experiments, the authors also considered diver-

sified classification algorithms. For example, these were 

evolutionary algorithms and deep convolutional neural 

networks. Both these solutions did not provide satisfaction 

results. In the case of the second classifier, the authors think 

that the number of samples in the database was too low. 

Table 1  k-nearest neighbors results

Selected metric Parameter k Average recog-

nition rate (%)

The best recog-

nition rate (%)

Euclidean 5 76.8 92.2

Euclidean 10 77.5 88.2

Manhattan 5 75.5 88.2

Manhattan 10 76.2 90.12

Czebyszew 5 41 58.8

Czebyszew 10 39.8 60.9

Minkowski 5 76.8 92.2

Minkowski 10 77.5 88.2

Bray–Curtis 5 81.6 96

Bray–Curtis 10 82.8 92.2

Fig. 6  Sample representation in 

two-dimensional space
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Probably, this solution can guarantee much more precise 

results when samples’ number was much more enlarged.

Before the results of the experiments will be concluded, 

the authors would like to claim that each algorithm was 

implemented by their own with Python programming lan-

guage and frameworks that are available for this language. 

This environment was used because it provides multiple, 

diversified tools connected with machine learning and arti-

ficial intelligence as well as each operation can be imple-

mented even with a couple lines of code. Moreover, the 

authors selected k-nearest neighbor, SVM and neural net-

works due to their simplicity and efficiency observed in the 

previously performed experiments (with diversified biomet-

rics images and samples). Each method is also easy to imple-

ment with hardware designing languages such as VHDL. For 

future work, the authors would try to move their approach 

into FPGA-based solutions to check whether further accel-

eration is possible.

The summary of the experiments is presented in Table 3. 

The authors observed two main parameters connected with 

each algorithm. The first was the average value of the pro-

posed classification accuracy. It was calculated on the basis 

of all observed results (their sum) divided by number of 

experiments (in each case it is 100). The second parameter 

is called “The best.” It is the most precise result for each 

algorithm individually observed in the collective set of all 

gathered accuracies.

It has to be claimed that the most precise results were 

observed in the case of support vector machine algorithm. 

This algorithm accuracy reached 98% (in the case of the best 

result), whilst the average recognition rate was 86.6%. These 

results are satisfactory and can guarantee proper recognition 

rate in the case of the implementation in real environment. 

Of course, to use this solution for security of sensitive data, 

some additional modules have to be provided.

The other two methods also reached interesting results. 

Especially it is observable in the case of k-NN method. Really 

simple algorithm that only compare proper feature vectors 

provided satisfactory results. As it was claimed before this 

solution can also be used in real environment while maintain-

ing the same assumption as in the case of SVM.

5  Conclusions and future work

During the last few years, one can easily observe that human 

identity recognition based on biometrics was made one of 

the top technologies. In particular, it is observable in the 

case of mobile devices where face or fingerprint is used. 

However, in the next few years, iris can take their place. It is 

connected with the fact that novel devices have much more 

precise cameras as well as iris is really hard to spoof. On 

the basis of diversified sources, one can claim that iris can 

be described by more than 250 specific elements. It is much 

more than in the case of fingerprint or face.

The idea proposed in this paper has one specific goal. It is 

connected with creation of efficient and accurate iris-based 

human recognition algorithm that will not need specialized 

components or high computing power. It is why the authors 

used discrete fast Fourier transform components selected by 

principal component analysis (PCA) algorithm. Each user 

was described by 10 samples. Feature vector that represents 

each sample consisted of 200, the most informative param-

eters. On the basis of observations made during experiments, 

we can claim that it is clearly possible to get satisfactory 

accuracy results when feature vector consists of these values 

only. The most precise results were obtained with support 

vector machine (SVM) algorithm. However, two other tested 

Fig. 7  Scheme of artificial 

neural network

Table 2  Time needed to obtain the results with selected modules

Layer Number of neurons Dropout value

1 200 N/A

2 720 0.5

3 720 0.5

4 51 N/A

Table 3  Summary of the experiments

Method Recognition rate 

(average/the 

best)

k-nearest neighbors 82.8%/92.2%

Support vector machines 86.6%/98%

Artificial neural network 78.7%/94.1%
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solutions (k-nearest neighbors and artificial neural network) 

also provided results by which we can claim their usability 

in the real environment. Each classification algorithm was 

tested with the database consisting of 510 samples. Training 

set and testing set were divided in the ratio of 90% to 10%.

As the future work, we would like to simplify our algo-

rithm for mobile devices (as smartphones) or embedded sys-

tems (e.g., based on ARM microcontrollers). On the other 

hand, we would like to precisely test some other classification 

algorithms as deep convolutional recursive neural networks. 

However, to deal with such task we have to enlarge our data-

base. The authors are working under collection of much more 

samples—at least 1000 of additional images have to be added 

to the database. In the future, we will also try to implement 

multimodal biometrics system with our iris algorithm. This 

experiment will provide us an evidence whether the multi-

modal solution can guarantee better recognition in short time 

(or comparable to the time needed in the case of iris).
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